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A Knowledge Graph (KG) is a knowledge base containing facts about real world
entities represented as a graph. We have witnessed rapid growth in knowledge graph
construction and application in recent years. A large number of KGs, such as Google
Knowledge Vault, Wikidata, DBpedia and Freebase have been served several fields of
real world applications from semantic parsing and named entity disambiguation to
information extraction and question answering. In this thesis we develop new methods
for effectively using entity types in KG embedding and ranking entity types for better
understand the entities.

We start this thesis by presenting novel techniques for using entity types in knowledge
graph embedding for knowledge graph completion. Popular KG embedding methods
focus on the structured information of triples and maximize the likelihood of them.
However, they completely ignore the semantic information contained in most
knowledge graphs and the prior knowledge indicated by the semantic information. To
overcome this shortcoming of the embedding methods, we propose an approach that
integrates the structured information and entity types in relational context which
describe the categories of entities. With the type-based prior distributions, our approach
generates multiple embedding representations of each entity in different relational
contexts and compute the plausibility for triples using the sate-of-the-art methods.
Extensive experiments show that entity types exhibit useful semantic information to
describe the entities.

Entity type information plays an important role in knowledge graphs (KGs). In a KG,
an entity usually holds multiple type properties. In our second contribution, we address
the entity type ranking problem by means of knowledge graph embedding models. We
try to show how entity type ranking can exhibit the corresponding entity’s
characteristics. In our work, we show that entity type ranking can be seen as a special
case of the KG completion problem. Our proposed approach outperforms the state-of-
the-art type ranking models while, at the same time, being more efficient and scalable.
Finally, we discuss the problem of assigning relevance scores for triples from type-like
relations. We can employ those scores as a fundamental ingredient for ranking results
1n entity search. We propose a joint semantic relevance learning approach using the text
and structured data. The results of the triple scoring work indicate important directions
for the future work.

Knowledge is the core power in the age of data, incorporating the knowledge in



graphical representation has been around us for decades now. It is an interesting point
to make about how "important" and "strategic" data is and how to extract “knowledge”
from raw data and store it. To serve that purpose knowledge graph concept comes to
action, which is a way of storing entity-centric data modeled as a graph.

The Knowledge Graph enables us to search anything related to our interest and context.
But things were not that smooth before the KG era. For decades search has essentially
been about matching keywords to queries that means matching the keywords and
searching results were not much satisfactory as nowadays. Surprisingly, queries in
search engines have increased awfully only because of user satisfaction. Google
receives over 63,000 searches per second and 5.6 billion searches per day.

A KG is a multi-relational graph composed of entities and relations between the entities.
Modern KGs have been successfully applied to many real-world applications, from
semantic parsing and named entity disambiguation to information extraction and
question answering and became an appealing topic in machine learning domain.

This dissertation focuses on the influences of entity types in knowledge graph
applications. Representation learning models for knowledge graph embeddings
typically encode entities or concepts of a knowledge graph in a continuous and low-
dimensional vector space, where the relational inferences of entities are modeled as
semantically meaningful vector. Hence, these models provide efficient and versatile
methods to incorporate the symbolic knowledge of multi-relational data into machine
learning.

Most of the currently proposed KG embedding models perform the embedding task
solely on the basis of observed facts. Given a KG, such a model first represents entities
and relations in a continuous vector space, and defines a scoring function on each fact
to measure its plausibility. Those representation learning based models concentrate on
structured information in triples and ignore the rich semantic information of entities
and relations, which is contained in the KGs. Semantic information includes entity types,
entity's text descriptions/summary, and other textual information. There is no doubt that
recently proposed models have significantly improved the embedding representations
and increased the prediction accuracy, there is still room for improvement by exploiting
semantic information such as entity types. One of the main drawbacks of knowledge
graph completion is the polysemy of entities or relations, i.e., each entity or relation
may have different semantics in different triples based on the relational context. For
example, in the triple (Tom Hanks, starredin, Terminal), the type of entity Tom Hanks
can be considered as actor here, while in (Tom Hanks, director of, Larry Crowne), Hanks
is a director. If we keep the same vector representation for the entity Tom Hanks for
these two relations, it may increase confusion. The current popular models miss the rich
sematic type information.

In the todays' world search queries are entity centric data oriented. One of the important
piece of information associated with the entity is the type/category information.



However, an entity is usually not associated to a single generic type but rather to a set
of more specific types, which may be relevant or not given the document context.
Ranking between those types may help Search Engine Result Pages (SERPs) to display
meaningful search results of user initiated queries. So efficient entity type ranking
method is required to tackle such problems.

In this dissertation, we aim at investigating multi-relational representation learning
methods leveraging entity type for knowledge graph completion, which capture complex
properties of the real-world facts. We also address the problem of entity type ranking
and propose some techniques to tackle that task.

Knowledge graphs are becoming an increasingly popular way of thinking about and
organising data within major business firms. As with all data management and
governance projects, we can define the use of KG and achieve the expected growth in
managing the data. The way KG is growing it may become the new data management

system.
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