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Abstract

A Knowledge Graph (KG) is a knowledge base containing facts about real world
entities represented as a graph. We have witnessed rapid growth in knowledge graph
construction and application in recent years. A large number of KGs, such as Google
Knowledge Vault, Wikidata, DBpedia and Freebase have been served several �elds of
real world applications from semantic parsing and named entity disambiguation to
information extraction and question answering. In this thesis we develop new methods
for e�ectively using entity types in KG embedding and ranking entity types for better
understand the entities.

We start this thesis by presenting novel techniques for using entity types in
knowledge graph embedding for knowledge graph completion. Popular KG embedding
methods focus on the structured information of triples and maximize the likelihood of
them. However, they completely ignore the semantic information contained in most
knowledge graphs and the prior knowledge indicated by the semantic information.
To overcome this shortcoming of the embedding methods, we propose an approach
that integrates the structured information and entity types in relational context
which describe the categories of entities. With the type-based prior distributions, our
approach generates multiple embedding representations of each entity in di�erent
relational contexts and compute the plausibility for triples using the sate-of-the-art
methods. Extensive experiments show that entity types exhibit useful semantic
information to describe the entities.

Entity type information plays an important role in knowledge graphs (KGs). In a
KG, an entity usually holds multiple type properties. In our second contribution, we
address the entity type ranking problem by means of knowledge graph embedding
models. We try to show how entity type ranking can exhibit the corresponding
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entity’s characteristics. In our work, we show that entity type ranking can be seen as a
special case of the KG completion problem. Our proposed approach outperforms the
state-of-the-art type ranking models while, at the same time, being more e�cient and
scalable.

Finally, we discuss the problem of assigning relevance scores for triples from
type-like relations. We can employ those scores as a fundamental ingredient for
ranking results in entity search. We propose a joint semantic relevance learning
approach using the text and structured data. The results of the triple scoring work
indicate important directions for the future work.
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1
Introduction

Knowledge is the core power in the age of data, incorporating the knowledge in
graphical representation has been around us for decades now. It is an interesting point
to make about how "important" and "strategic" data is and how to extract "knowledge"
from raw data and store it. To serve that purpose knowledge graph concept comes to
action, which is a way of storing entity-centric data modeled as a graph.

The Knowledge Graph enables us to search anything related to our interest and
context. But things were not that smooth before the KG era. For decades search
has essentially been about matching keywords to queries that means matching the
keywords and searching results were not much satisfactory as nowadays. Surprisingly,
queries in search engines have increased awfully only because of user satisfaction.
Google receives over 63,000 searches per second and 5.6 billion searches per day 1.

A KG is a multi-relational graph composed of entities and relations between the
entities. Modern KGs have been successfully applied to many real-world applications,
from semantic parsing and named entity disambiguation to information extraction and

1https://seotribunal.com/blog/google-stats-and-facts/
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question answering and became an appealing topic in machine learning domain. We
discuss the motivation, challenges and contributions of the thesis in this chapter.

1.1 Motivation

This dissertation focuses on the in�uences of entity types in knowledge graph
applications. Representation learning models for knowledge graph embeddings
typically encode entities or concepts of a knowledge graph in a continuous and
low-dimensional vector space, where the relational inferences of entities are modeled
as semantically meaningful vector. Hence, these models provide e�cient and versatile
methods to incorporate the symbolic knowledge of multi-relational data into machine
learning.

Most of the currently proposed KG embedding models perform the embedding task
solely on the basis of observed facts. Given a KG, such a model �rst represents entities
and relations in a continuous vector space, and de�nes a scoring function on each fact
to measure its plausibility. Those representation learning based models concentrate
on structured information in triples and ignore the rich semantic information of
entities and relations, which is contained in the KGs. Semantic information includes
entity types, entity’s text descriptions/summary, and other textual information.
There is no doubt that recently proposed models have signi�cantly improved the
embedding representations and increased the prediction accuracy, there is still room
for improvement by exploiting semantic information such as entity types. One of
the main drawbacks of knowledge graph completion is the polysemy of entities or
relations, i.e., each entity or relation may have di�erent semantics in di�erent triples
based on the relational context. For example, in the triple (Tom Hanks, starredin,
Terminal), the type of entity Tom Hanks can be considered as actor here, while in
(Tom Hanks, director of, Larry Crowne), Hanks is a director. If we keep the same
vector representation for the entity Tom Hanks for these two relations, it may increase
confusion. The current popular models miss the rich sematic type information.

In the todays’ world search queries are entity centric data oriented. One of
the important piece of information associated with the entity is the type/category
information. However, an entity is usually not associated to a single generic type
but rather to a set of more speci�c types, which may be relevant or not given the
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document context. Ranking between those types may help Search Engine Result Pages
(SERPs) to display meaningful search results of user initiated queries. So e�cient
entity type ranking method is required to tackle such problems.

In this dissertation, we aim at investigating multi-relational representation learning
methods leveraging entity type for knowledge graph completion, which capture
complex properties of the real-world facts. We also address the problem of entity type
ranking and propose some techniques to tackle that task.

1.2 Challenges

We address several key challenges in this thesis. First, we propose the study of learning
embeddings for knowledge graphs. Models should characterize the heterogenous
structures of knowledge graphs in the embedding space, while capturing the precise
correspondences of entities and relations across graphs. In addition, this learning
process is often subject to insu�cient supervision, since the alignment information to
learn the correspondence is provided to only a limited extent.

1.2.1 Heterogenous Structures of Knowledge Graphs

In knowledge graph, we have a pool of diverse and heterogeneous facts representing
our knowledge about the instances [7]. Some facts link instances together (Trump,
presidentOf, USA) and (Trump, starredIn, Home Alone 2), on the other hand some
describe attributes of instances (Home Alone 2 was released on 1992). The way of
storing the facts in a KG may vary widely. Some knowledge graphs often lead to
heterogeneity in relation facts, as well as that in vocabularies of entities and relations.
Not only that, KGs contain language-speci�c facts as well. As we all know that
knowledge graphs are typically extracted from independently maintained corpora
[8], which no doubt leads to all the abovementioned heterogeneity. Di�erent KGs
exploit di�erent ontologies so it’s very di�cult to align them in general. For the above
mentioned reasons, proposing ideal embedding models considering the challenges
might be di�cult than the theoretical aspects.
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1.2.2 Various Relational Properties

In the relations in KGs, we generally notice the transitivity and symmetry properties.
Sometimes relations are arranged hierarchically. Such relational facts lead to non-
linearity of the embedding space in the KG that is hard to manage considering the
regular relational facts. Most of the KGs are ontology based. We show a statistic about
how di�erent kind of relational properties are distributed in knowledge graphs. For
example, Yago3 covers more than 92% of the relations are transitive or symmetric
relations, and more than 95% of the relations are hierarchical [9]. Freebase contains
more than 20% of transitive or symmetric relations [10]; ConceptNet [11] contains
70% of transitive or symmetric relations, and at least 26% of hierarchical relations. In
knowledge graph embeddings, these problems always e�ect the performances.

1.2.3 How to Manage Too Much Information in a Knowledge
Graph?

Entities are attached with various kind of data in KG. So it’s often very challenging to
summarize the characteristics of entities. It means representing an entity with the
most useful or meaningful information. In a KG entities are associated with huge
information, which is di�cult to process and present them in an organized way.
Among all the information that can be enclosed to entities, type information is one
of the vital pieces as it de�nes what the entities are; for example, in Freebase the
entity "Tom Hanks" is de�ned to be a person, a director, a writer and several other
things, including academy award winner, producer, and thing. Nevertheless, as we can
see, entities are often associated with several types (Barack Obama has 119 types in
DBpedia), and selecting the one type or showing the users about the most relevant
types can be challenging.

1.2.4 Dependencies on Abelian Group

The current knowledge graph embedding models are some form of Abelian group [12].
It is interesting to know that, to accommodate all possible KG datasets, there are �ve
requirements for the relation embedding: closure, identity, inverse, associativity, and
non-commutativity. The �rst four coincide with the algebraic de�nition of groups in
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mathematics, Embedding all relations into a group manifold (and designing mapping
operations as group actions) would automatically satisfy all requirements; in addition,
the last requirement, non-commutativity, further suggests implementing non-Abelian
groups for the most general KGE tasks. It is not sure what kind of non-Abelian group
would be helpful here. It is a open challenge for the community and there’s a lot to
contribute in near future.

1.3 Thesis Contributions

In this dissertation, we tackled several tasks connected to knowledge graph embeddings,
entity type ranking, joint text and representation models for type-like triples scoring
and action mining for actionable knowledge graph generation. We proposed e�ective
methods to deal with them. In the following we give a succinct overview of the tasks
we studied, and of the contributions we made. We also mention peer reviewed articles
published along our research work.

1.3.1 Knowledge Graph Embedding

Knowledge graph (KG) embedding is to embed components of a KG including entities
and relations into continuous vector spaces. As KG has quickly gained massive
attention., currently, several arti�cial intelligence and machine learning applications
are using KG.

We target the polysemy characteristics of entities in di�erent relational context. It is
intuitional that one entity can play many roles based on relations [13, 14]. We measure
the semantic similarity of entities and relations based on entity types on relational
context. With this type-based semantic similarity, we integrate type information into
entity representations. We model each entity as multiple semantic vectors with type
information to represent entities more accurately and meaningfully. Our model projects
the multiple semantics of entities separately and utilizes the semantic similarity to
distinguish entity semantics in di�erent relations. We apply our idea with the popular
KG embedding models and �nd very impressive performance in terms of accuracy and
semantic expression.
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1.3.2 Entity Type Ranking

We now give more focus on entity type and learn how ranking of relevant entity types
associated with the entity can contribute search queries. Nowadays searches are totally
entity centric. In a KG, entities are bind with huge information. So displaying that
information in a organized way is a big challenge. Moreover, it’s often the case that
one entity is associated with too many types in a KG. Entity types typically summarize
the entity and provide a brief introduction of that entity.

In our work [15], we show how entity type ranking problem can be tackled by
means of knowledge graph embedding. We de�ne a novel way to use knowledge graph
embedding model for ranking entity types. To do this we propose a technique to
construct knowledge graph to address type ranking problem.

1.3.3 Type-Like Triple Scoring

The Type-Like Triple Scoring task involves the calculation of the relevance scores
between entities and correspond types. In our previous task we converted the
crowdsourced dataset into a graph and rank the entity types based on relevance. In
type-like triple scoring task we worked on the dataset provided by WSDM Cup 2017.
Several teams participated in this task and the BOKCHOY team achieved the most
better performance. We improvise the best model and achieve good accuracy than the
award winning team. We use ensemble learning to combine multiple base scorers and
observe that our model achieves better predictive performance than each single model.
Here, we propose a model which exploits the entity descriptions available in Wikipedia
and employs KG embeddings model to obtain the vectors (head/tail). In our model we
used the continuous bag of words model [16] to convert the description into vectors,
which is surely the most basic one. There is a good chance to enhance the model
performance from it’s present form. We brie�y discuss them in the future plans.

1.3.4 Other Contributions

In addition to the core contributions described above, we also contributed to other
scienti�c researches.

We participated in the Action Mining (AM) task organized by NTCIR-13 [17]. In
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recent years, popular search engines are utilizing the power of Knowledge Graph(KG)
to provide speci�c answers to queries and questions in a direct way. It is expected
that search engine result pages (SERPs) will provide facts about the quires satisfying
semantic meaning, which encouraging researchers to constructing more powerful
Knowledge Graph. One of the major challenges is disambiguating and recognizing
entities and their actions stored in KG in a context. To achieve and advance the
technologies related to actionable knowledge graph presentation, Action Mining
(AM) is an essential step and relatively new research direction to nurture research on
generating such KG that is optimized for facilitating entity’s actions e.g. for entity
"Donald J. Trump" most potential actions could be "won the US Presidential Election"
or "targeting US journalists". We employ a probabilistic model to address the AM
problem [18].

We prepared a dataset which includes type information of a subset of freebase
triples. Our data is open for use.

1.4 Thesis Outline

We conclude this �rst chapter by outlining the structure of this dissertation. This thesis
is structured in seven chapters. The outline of the following chapters:

• Chapter 2

In the following chapter we introduce basic knowledge to help readers under-
standing the rest of the dissertation. We �rst explain knowledge graph with an
intuitive example and we also discuss the components of knowledge graph. We
also summarize current automatic methods for building knowledge graphs and
existing datasets.

• Chapter 3

Here we summarize the related works of this dissertation. We start by introducing
di�erent categories of knowledge graph embedding models. Then we provide an
overview of previously proposed knowledge graph embedding approaches. Our
work seeks to extend new approaches to support KG embeddings (please refer to
Chapter 4), and to capture complex relation properties. Then we describe entity
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type ranking system: TRank. Lastly, we summarize the related works of triple
scoring task. We also discuss the contributions of the papers presented in the
WSDM Cup 2017.

• Chapter 4

This chapter proposes, an approach for Knowledge graph embedding, which
combines structured information and type information. Proposed approach
makes full use of type information and accurately captures semantic features
of entities. Extensive experiments show that our model achieves signi�cant
improvements against the baselines

• Chapter 5

In this chapter we describe several approaches for entity Type Ranking problem.
We show how we managed to contribute to the entity type ranking problem
by introducing the KG embedding models. We compare the results with the
state-of-the-art entity type ranking models.

• Chapter 6

In this chapter we describe our model for the Triple Scoring Task. We demonstrate
the signi�cant potential of using joint graph and text embedding techniques to
learn the relevance scores from type-like relations.

• Chapter 7

This chapter summarizes the contributions of the thesis and outlines directions
for future work.
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2
Background Knowledge

This chapter provides readers background information needed to understand the
rest of this dissertation. After this chapter, readers will have an idea of what a
knowledge graph is, how di�erent knowledge graphs have been formed, knowledge
graph embedding techniques, entity type ranking problems and how those models help
us in real life applications. In addition, we will brie�y cover aspects related to the
evaluation of the methods we propose in subsequent chapters.

In what follows, we focus on simplicity and concision: we try to provide all and
only the information needed to follow the content of the thesis, sometimes by skipping
technical aspects which are not relevant to this thesis, and that would just burden the
reader. We try, however, to provide pointers to further material that interested readers
can consult to get more information on the topics we mention.
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2.1 Knowledge Graph Concept

Recently, construction of knowledge graph has received great attention from both
academia and industry. Early work usually involved much human e�ort like ontologies
in di�erent languages. Expert-edited knowledge graph is of high quality, but the
construction and maintenance are very expensive and labor-intensive, making it not
scalable. The automatic construction of knowledge graph helps solve those problems
and thus has become increasingly popular. We will discuss about automatic KG
construction in later sections. Here, we discuss the general intuition behind storing
data in graph format and common terminologies.

2.1.1 Structure of Knowledge Graph

Knowledge graph can be divided into two types: monolingual and multilingual.
Multilingual concept become popular over mono lingual. In current knowledge graphs,
such as Wikipedia, Dbpedia, and Concept- Net (Speer and Havasi, 2013), vast amounts
of multilingual knowledge are being created across the multiple language-speci�c
versions of the knowledge base. Such multilingual knowledge, including inter-lingual
links, and triple-wise alignment, is very useful in aligning and synchronizing di�erent
language-speci�c versions of a knowledge base that evolve independently, as needed
to further improve applications built on multilingual knowledge. However, such
cross-lingual knowledge is far from complete, while extending it is challenging
due to the fact that it is almost not possible for existing corpus to directly provide
such knowledge of expertise. Existing approaches involve either extensive human
involvement or require training comprehensive models on information that is external
to knowledge graphs.

Figure 2.1 shows a small example knowledge graph. Knowledge graphs are mainly
composed of three types of object: entities, relation properties, and entity types.

Entities

Entities are the concepts which are described by the knowledge graph. In Figure
2.1 entities are represented by images: the TV show titled "Big Bang Theory", the
charecters Leonard and Sheldon, and the television series name Big Bang Theory are
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Figure 2.1: Knowledge Graph Example

the entities composing our small knowledge graph. In the rest of this dissertation
we use the words "entity", "concept", and "resource" interchangeably even if in some
contexts they denote di�erent concepts.

Properties

Properties are used in two ways: either they are used to give information about entities
by using literals such as the string "Big Bang Theory", or they represent relations
between pairs of entities. Note that we use di�erent fonts to distinguish string literals
from entities. In Figure 2.1 properties are represented by labeled arrows. For example,
the property "_profession"gives information about the entity Hawkingby linking
it to an entity Physicist. The direction of such arrows is essential since it de�nes
which entity does what: TV shows star actors but not vice versa. In the rest of this
dissertation, if not explicitly stated, we use the words "property" and "predicate"
interchangeably.

Entity Types

Entity Types are used to specify what an entity is and which properties it usually has.
Entities can be instances of one or more types, for example, in Figure 2.1 "Howking" is
both a "Person" and an "Physicist". In many knowledge graphs types are ordered by
speci�city, for instance, in our example the property "subtypeOf" is used to state
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that "Physicist" is a subtype of "Person", thus every instance of "Physicist" is also an
instance of "Person", but not vice versa. In this case we say that "Physicist" is more
speci�c than "Person". In the rest of this dissertation, if not explicitly stated, we use the
terms "entity type", "type", and "class" interchangeably.

2.1.2 Knowledge Graph

A Knowledge Graph is a model of a knowledge which represents a collection of
interlinked descriptions of entities with the help of intelligent machine learning
algorithms. Some authors use the term "knowledge graph" to denote a semantic
network, some consider knowledge graphs as ontologies, and some others use the term
to denote knowledge bases. Finally, several people associate knowledge graphs with
Big Data and state, basically, that a knowledge graph is a large ontology (or knowledge
base), despite the notion of "large" being quite subjective.

The very formal de�nition of knowledge graph we used in this study is based on
the RDF data model. We can easily describe KG by Eq. (2.1), where � denotes the set
of all entities (individuals), ) the set of all entity types (classes), % the set of all the
properties used in the knowledge graph, and L the set of all literals (data values).

 � = {(B, ?, >) | B ∈ � ∪) ∪ %, ? ∈ %, > ∈ � ∪ ! ∪) ∪ %} (2.1)

The equation basically states that a knowledge graph is a semantic network de�ned
as a set of triples (s ,p ,o ) (in later chapters while we denote triples as facts, there we
use subject as the head entity, h; predicate as relation, r and object as the tail entity, t)
specifying that a node s (either an entity or a type) is connected to another node o by
the property p . We call the components of each triple as in RDF: subject, predicate,
and object. Notice that, since knowledge is modeled by using a graph structure, only
binary properties connecting pairs of entities are allowed, however, n -ary relations
can still be encoded by using some of the techniques proposed by the W3C consortium.
The simple de�nition of a knowledge graph we gave is accurate enough to express all
the concepts we present in this dissertation; more complete and detailed de�nitions
can be given by using a variant of the ontology model presented in [19] but doing so
does not provide any added value to the reader of this thesis.

Unless otherwise stated, we assume that a knowledge graph contains all information
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users need to tackle their tasks. In this sense, a knowledge graph can include (or
make use of ) several, possibly interlinked ontologies. With this statement we want
to highlight the fact that KGs can reuse vocabulary de�ned by existing ontologies
(e.g., by using both GeoNames properties and DBpedia properties), as well as entities
which are part of other ontologies (e.g., by using links to both GeoNames and DBpedia
entities). Moreover, we say that the schema of a knowledge graph is composed by its
types, the subsumption relations among them, and by the formal declaration of the
properties used in the knowledge graph, including their subsumption relations and the
declarations of their domains and ranges. Knowledge graph schemata are usually
de�ned by using RDFS and OWL. We will cover all these aspects in the following
sections. Knowledge Graphs are often mentioned together with "Linked Data"; the
two concepts are related but denote very di�erent things since a knowledge graph is
a knowledge base while Linked Data is a method of publishing structured data. A
knowledge graph can be Linked Data if it is published according to the three "extremely
simple" rules described by Tim Berners-Lee. Nevertheless, we consider the Linked
Open Data Cloud, which we describe in Section 2.2, to be a Knowledge Graph.

2.2 Creating Knowledge Graphs

The goal of this section is to introduce readers to the knowledge graphs that we
use throughout this thesis and to give them an overview of the core ideas currently
used to create knowledge graphs. In the following we �rst brie�y describe DBpedia,
YAGO, Freebase and Wikidata, and then introduce Linked Open Data, and other
methods for creating knowledge graphs worth mentioning. Interested readers can have
more information on methods for creating and re�ning knowledge graphs by reading
the survey made by [20]. Finally, readers who are willing to know more about the
di�erences between the knowledge graphs we present can consult the article by Färber
et al., devoted to this topic.
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2.2.1 Wikidata

Wikidata1, operated by the Wikimedia Foundation is a community-created knowledge
base to manage factual information of Wikipedia and its sister projects operated by
the Wikimedia Foundation [21]. In other words, Wikidata’s goal is to be the central
data management platform of Wikipedia. Currently, Wikidata contains more than 86
million items and has more than 26,957 active users2. An RDF export of Wikidata was
introduced in 2014 and recently a few SPARQL endpoints were made available as
external contributions [22]. Wikidata is a collection of entity pages. There are two
types of entity pages: items and properties. Every item page contains labels, short
description, aliases, statements and site links. Each statement consists of a claim and
one or more optional references. Each claim consists of a property-value pair, and
optional quali�ers. Values are also divided into three types: no value, unknown value
and custom value. The no value marker means that there is certainly no value for the
property, the unknown value marker means that the property has some value, but it is
unknown to us and the "custom value " which provides a known value for the property.

2.2.2 DBpedia

In recent years Wikipedia3 has became a important source of information to build
knowledge graphs. The DBpedia4 project extracts the structured information that
is included in Wikipedia articles by using wiki markup. The DBpedia project was
o�cially launched in 2007 and on those days the Linked Open Data Cloud was only a
tiny collection of bubbles coalescing around DBpedia. Wikipedia’s "infoboxes", are
very rich and the most valuable source of information for DBpedia, which are tables
summarizing the most important properties of the entity described by a Wikipedia
page [23]. This extraction process generates one of the most popular knowledge
graphs publicly available that, at the time of writing, contains more than 17M entities.
DBpedia also features manually curated ontologies de�ning, in particular, a hierarchy
of types and domain and range constraints for many properties. Being derived from
Wikipedia, DBpedia features encyclopedic knowledge mostly focused on people,

1https://wikidata.org
2https://www.wikidata.org/wiki/Wikidata:Statistics
3http://wikipedia.org
4http://dbpedia.org
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locations, organizations, and creative works such as books, pieces of art, movies, and
music.

2.2.3 YAGO

Surprisingly YAGO also launched in the year of 2007 which shares with DBpedia [24]
some core ideas but aims at integrating Wikipedia and WordNet5, which is a very
popular lexicon for the English language [25].

YAGO2 enhances the knowledge graph by adding spatial and temporal information
to its data. Spatial information is attached to entities of type Event, Group (or
Organization), and Artifact by means of special properties. Such properties connect
the entity to geographical entities extracted either fromWikipedia or GeoNames, a
large knowledge graph about locations containing more than 7M entries. Temporal
information is mostly extracted from Wikipedia infoboxes and is attached to people,
groups, artifacts, and events. In all cases, temporal information denotes the time of
existence of the entity; for example, people exist from the point in time in which they
were born to the one in which they died. YAGO2 puts particular emphasis also on the
time dimensions of facts by using special algorithms to detect when facts, encoded
by using properties, are valid. The latest version of YAGO, YAGO3, uses Wikidata
(described later in this section) in order to merge information coming from di�erent
versions of Wikipedia redacted in di�erent languages. Interestingly enough, in YAGO3
the spatial and time dimensions of entities and facts introduced in YAGO2 were not
taken into consideration.

YAGO3 is a huge semantic knowledge base, derived from Wikipedia WordNet and
GeoNames. Currently, YAGO3 has knowledge of more than 10 million entities (like
persons, organizations, cities, etc.) and contains more than 120 million facts about
these entities.

According to Ho�art et al., who also built YAGO2, one of the main di�erences
between YAGO and DBpedia is the fact that the two knowledge graphs have di�erent
type hierarchies: DBpedia features about 300 types while YAGO features more than
300,000 entity types.

This is due to the fact that DBpedia’s type hierarchy was created manually, while

5https://wordnet.princeton.edu/
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YAGO’s was automatically derived starting from Wikipedia categories and WordNet.
The main consequence of this fact is that YAGO has very speci�c entity types which
can have very few instances and, therefore, are not always interesting for the users of
the knowledge graph. We extensively discuss this issue in Chapter 4. Conversely,
YAGO relies on carefully hand made patterns to extract information fromWikipedia
infoboxes and tries to merge values coming from similar attributes of infoboxes (such
as "birthdate" and "dateofbirth"), DBpedia does not resulting in a remarkable di�erence
in the number of properties used by the two knowledge graphs: while YAGO features
about 100 manually curated properties, DBpedia features more than 1,000 properties,
which are sometimes duplicated or too speci�c (e.g., dbo:aircraftHelicopterAttack).
Although DBpedia and YAGO can be considered to be competitors, they actually
complement each other: there are numerous owl:sameAs links between the two
datasets and DBpedia entities also feature YAGO types.

2.2.4 Freebase

Freebase was a large collaborative knowledge base launched in 2007 as well. Google
took it over in 2010 [26]. It was used as the open core of the Google Knowledge Graph
project, and has been attracted by many use cases outside the Google. Due to the
success of Wikidata, Google had decided to close Freebase in 2014 and help with the
migration of the content to Wikidata [21]. Freebase is built on the notions of objects,
facts, types, and properties. Each Freebase object has a stable identi�er called a "mid"
(for Machine ID), one or more types, and uses properties from these types in order
to provide facts. For example, the Freebase object for Barack Obama has the mid
/m/02mjmr and the type /government/us_president (among others) ) that allows the
entity to have a fact with the property /government/us_president/presidency_number
and the literal integer "44" as the value. Freebase uses Compound Value Types to
represent n-ary relations with = > 2, e.g., values like geographic coordinates, political
positions held with a start and an end date, or actors playing a character in a movie.
Compound Value Types values are just objects, i.e., they have a mid and can have types
[27]. Most non- Compound Value Types objects are called topics in order to discern
them from Compound Value Types .

Google has stopped all the Freebase services from 2016 and its data was "donated"
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to Wikipedia, though only 9.5% of its entities have actually been included in Wikidata,
partly because of the notability criteria mentioned previously. The last dump of
Freebase is still available for download6.

2.2.5 Google’s Knowledge Graph and Knowledge Vault

Nowadays in Google Search you can �nd info boxes with information about people,
places and things. Infoboxes are designed to help end users quickly understand
more about a particular subject by surfacing relevant facts and to make it easier to
explore a topic in more depth. Information within info boxes comes from a Knowledge
Graph, which is like a giant virtual encyclopedia of facts. In 2012 the Google’s
Knowledge Graph was invented and brought to the public, which was also when the
term knowledge graph as such was coined. Google itself is rather secretive about how
their Knowledge Graph is constructed; there are only a few external sources that
discuss some of the mechanisms of information �ow into the Knowledge Graph based
on experience . From those, it can be assumed that major semi-structured web sources,
such as Wikipedia, contribute to the knowledge graph, as well as structured markup
(like schema.org Microdata on web pages and contents from Google’s online social
network Google+. According to the Google’s Knowledge Graph contains 18 billion
statements about 570 million entities, with a schema of 1,500 entity types and 35,000
relation types [28].

The Knowledge Vault is another project by Google. It extracts knowledge from
di�erent sources, such as text documents, HTML tables, and structured annotations on
the Web with Microdata or MicroFormats. Extracted facts are combined using both
the extractor’s con�dence values, as well as prior probabilities for the statements,
which are computed using the Freebase knowledge graph (see above). From those
components, a con�dence value for each fact is computed, and only the con�dent facts
are taken into Knowledge Vault. According to , the Knowledge Vault contains roughly
45 million entities and 271 million fact statements, using 1,100 entity types and 4,500
relation types [29, 28].

6https://developers.google.com/freebase/
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2.2.6 Yahoo!’s Knowledge Graph

Yahoo! has their internal knowledge graph and launched in 2013 to support entity-
oriented services [30, 31]. Which has proven impact on their search results [32]. It is
an organized collection of normalized information about entities modeled as a graph.
Information is extracted from the Web and various public and commercial databases
and integrated with a central knowledge base where it is normalized, reconciled and
re�ned automatically. The knowledge graph builds on both public data (e.g., Wikipedia
and Freebase), as well as closed commercial sources for various domains. It uses
wrappers for di�erent sources and monitors evolving sources, such as Wikipedia, for
constant updates. Yahoo’s knowledge graph contains roughly 3.5 million entities and
1.4 billion relations. Its schema, which is aligned with schema.org, comprises 250 types
of entities and 800 types of relations [29].

2.3 Resource Description Framework (RDF)

The Resource Description Framework (RDF)7 is an infrastructure that enables the
encoding, exchange and reuse of structured metadata. The Resource Description
Framework (RDF), developed and introduced by World Wide Web Consortium (W3C).
To represent a knowledge graph we usually adopt the RDF data model. RDF is an
application of XML that enable us to browse and maintain semantic web data in with
some set of well-de�ned methods. RDF additionally provides a means for publishing
both human and machine readable expressions intended to encourage the reuse and
extension of metadata semantics among semantic web research �elds. These methods
of RDF include standard mechanisms for representing semantics that are grounded in a
simple, yet powerful, data model.

2.3.1 SPARQL and Querying RDF Data

It is intuitive that we need to run query in RDF data. We know that RDF triple has
three parts: subject, predicate and object. SPARQL, the query language for RDF data
recommended by the W3C, allows us to do so by using triple patterns. The SPARQL8

7https://www.w3.org/TR/2014/NOTE-rdf11-primer-20140624/
8https://www.w3.org/TR/sparql11-query/
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is a declarative query language similar to SQL for performing data manipulation
and data de�nition operations on data represented as a collection of RDF statements.
Every SPARQL Query has a head (or solution modi�er) and a query body. The head
provides the basis for categorizing di�erent types of SPARQL Query solutions. The
query body comprises a collection of of RDF statement patterns that represent the
entity relationships to which a query is scoped.For example, if we consider the graph
depicted in Figure 2.1, the following SPARQL query selects all the actors who played in
"Big Bang theory".

SELECT ? a c t o r WHERE {
? a c t o r < r d f : type > <dbo : Actor > .
<dbr : Big_Bang_Theory > <dbo : s t a r r i n g > ? a c t o r .
}

Here actor is a variable which is used in two triple patterns in a conjunctive way, that
is, the same entity has both to be an actor and to play in the TV show. We use SPARQL
query to extract the corresponding entity types for our entity type ranking task. This
wonderful tool helped us to make the great use of KGs in our work.
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3
Related Works

3.1 Knowledge Graph Embedding

In its present state, KG technology is far from fully matured, although link prediction
is an e�ective approach to completing a KG. Various models have been proposed to
address the link-prediction issue. The models proposed to date di�er in terms of their
scoring function.

First, we describe the notation used in this paper. A knowledge graph � =

{(ℎ, A, C)} ⊆ � × ' × � can be formalized as a set of triples, where � is the set of all
entities and ' is the set of all relations. A triple is denoted by (ℎ, A, C), where ℎ is
the head entity, A is the relation, and C is the tail entity. The bold letters h, r , and t

denote embeddings of ℎ, A , and C , respectively, in an embedding space R= . 5A (h, t) is the
scoring function of the model under consideration.
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3.1.1 Translation-Distanced based Models

Unstructured Model (UM)

UM[33] is the preliminary image of TransE, considering only entities as embeddings.
Because UM ignores relations, its scoring function is a simpli�cation of that used in
TransE. The scoring function is given as:

5A (h, t) = | | h − t | |;1/2, (3.1)

where h and t are the embeddings of head and tail, respectively.

Structure Embedding (SE)

Bordes proposed the SE model[34], which introduces two di�erent matrices to project
separately the head and tail entities for each relation. Its scoring function is de�ned as
follows:

5A (h, t) = | | SAℎh −SAC t | |;1/2, (3.2)

where h, t ∈ R= and SAℎ,SAC ∈ R=×= are the role-speci�c projection matrices for the
head entity and tail entity, respectively.

TransE, TransH, and TransR/CTransR

TransE [35] learns embedding as h + r ≈ t where (ℎ, A, C) holds. Therefore, (h + r) is
very close to t , when (ℎ, A, C) holds. Here, the intuition is learning distributed word
representations to capture linguistic regularities such as )>:~> +�0?8C0;$ 5 ≈ �0?0=.
TransE is the most popular translation-distance-based embedding model and is both
very simple and fast.

Many researchers [36, 37] have claimed that TransE has problems in representing
one-to-many, many-to-one, and many-to-many relations, with a number of models
being proposed to address these issues.

The �rst such e�ort was TransH [37], which represents relations by hyperplanes.
This model projects entities on the hyperplane corresponding to a relation. A single
entity can have di�erent representations on di�erent hyperplanes. TransH models
the relation A as r on a hyperplane with the normal vectorwr . Given a triple (ℎ, A, C),
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the entity representations h and t are projected on the hyperplane of wr with the
restriction that | | wr | |= 1. The calculation is expressed as:

h⊥ = h −w>A hwA ,
t⊥ = t −w>A twA .

(3.3)

The scoring function is very similar to TransE:

5A (h, t) = | | h⊥ + r − t⊥ | |;1/2 . (3.4)

TransR [36] also addressed the �aws of TransE, but in a slightly di�erent way
than did TransH. TransR considers separate spaces for entities and relations, but the
main principle is that entities and relations are completely di�erent types of objects,
implying that they should not occupy the same vector space. Given a triple (ℎ, A, C),
TransR projects the entity representations h and t into the space speci�c to a relation A .
That is:

hA = SAh, tA = SA t, (3.5)

where h, t ∈ R=, r ∈ R<, and SA ∈ R=×< represents the projection matrix from the
entity space to the relation space for relation A . The scoring function is:

5A (h, t) = | | hA + r − tA | |;1/2 . (3.6)

CTransR is an extension of TransR proposed by the same authors. In this model,
entity pairs for a relation are clustered into di�erent groups, and the pairs in the same
group share the same unique relation vector.

TransD

TransD [3] can be considered as a special case of TransR. It replaces transfer matrix
by the product of two projection vectors of an entity and relation pair. Speci�cally,
for each triple (ℎ, A, C), TransD introduces additional mapping vectors hd, td ∈ R=

and rd ∈ R<, along with the entity or relation representations h, t ∈ R= and r ∈ R< .
Projection matrices for head/tail are accordingly de�ned as:

SAℎ = r3h3
> + O ,

SAC = r3 t3
> + O .

(3.7)
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These two projection matrices are then applied on the head entity h and the tail entity
t respectively to get their projections, i.e.,

ĥ = SAℎh, t̂ = SAC t, (3.8)

TransD obtains state-of-the-art performance on triplet classi�cation and link prediction
tasks.

TorusE

TorusE [38] addressed regularization problem of TransE. Regularization con�icts
with the principle and makes the accuracy of the link prediction task lower. It
introduced a torus, which is a compact Lie group that can be easily realized and
achieved state-of-the-art performance.

RotatE

RotatE [39], which is able to model and infer various relation patterns including:
symmetry/antisymmetry, inversion, and composition. Speci�cally, the RotatE model
de�nes each relation as a rotation from the source entity to the target entity in the
complex vector space. It showed that such a simple operation can e�ectively model all
the three relation patterns: symmetric/antisymmetric, inversion, and composition. It
achieved very impressive results in link prediction task.

HyperKG

HyperKG [40] exploits the hyperbolic space in order to better re�ect the topological
properties of knowledge bases. it focuses on the family of TransE that attempt to model
the statistical regularities as vector translations between entities’ vector representations,
and whose performance has been lagging. HyperKG extended the translational models
by learning embeddings of KB entities and relations in the Poincare-ball model of
hyperbolic geometry.
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3.1.2 Bilinear Models

RESCAL

For the link-prediction and triple-classi�cation tasks, bilinear and neural-network-based
models are also popular. RESCAL[41, 42] is a bilinear model, with each relation being
represented by an =-1~-= matrix in an embedding space R= and the scores for the
triples being calculated by a bilinear mapping.

DistMult

DistMult [43] simpli�es RESCAL by restricting the matrices to diagonal matrices but it
has problem with the score of (ℎ, A, C) and (C, A, ℎ) are the same.

ComplEx

ComplEx [4] addressed this issue of DistMult. It uses complex numbers instead of real
numbers and takes the conjugate of the embedding of the tail entity before calculating
the bilinear mapping.

TuckER

Recently proposed model TuckER [44], a relatively straightforward but powerful
linear model based on Tucker decomposition of the binary tensor representation of
knowledge graph triples. This model gained popularity for it’s fully expressive feature.
In TuckER for any given triple, it assumes that there exists an assignment of values to
the entity and relation embeddings that accurately separates the true triples from false
ones. TuckER is a generalization of many state-of-the-art linear models, e.g., RESCAL
[41], DistMult [43], ComplEx [4] and SimplE [45], are special cases of TuckER.

3.1.3 Neural Network based Models

NTN

The SLM model[46], proposed by Socher, concatenates head and tail entities as an
input layer to the nonlinear hidden neural layer and has the scoring function:
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5A (h, t) = u>r 5 (Zr1h + Zr2t + br ), (3.9)

where uA is a relation-speci�c linear layer, Zr1 and Zr2 are weighting matrices, bA is a
relation-speci�c bias vector and 5 (·) is the C0=ℎ operation.

The NTN model[46] is an extension of the SLM model. It considers second-order
correlations as inputs to nonlinear hidden neural networks. Its scoring function is:

5A (h, t) = u>r 5 (h>Zr t + Zrhh + Zr t t + br ), (3.10)

where Zr represents a three-way tensor, the bilinear tensor product h>Z A t results in
a vector, Zrh and Zr t denote weighting matrices, br is the bias, and 5 (·) is the C0=ℎ
operation. To date, NTN has proved computationally expensive and has scalability
issues.

NAM

Neural Association Model (NAM) [47] conducts semantic matching with a Deep
Neural Network (DNN) architecture. Given a fact (ℎ, A, C), it �rst concatenates the
vector embeddings of the head entity and the relation in the input layer, which gives
I (0) = [h; r] ∈ R23 . The input I (0) is then fed into a DNN consisting of ! recti�ed
linear hidden layers such that

a (;) = S (;)z (;−1) + 1 (;), ; = 1, . . . , !,
z (;) = '4!* (a (;)), ; = 1, . . . , !

(3.11)

where S (;) and 1 (;) represent the weight matrix and bias for the ;-th layer respectively.
After the feed-forward process, the score is given by matching the output of the last
hidden layer and the embedding of the tail entity, 5A (h, t) = t>z (!) .

ConvE and ConvR

In recent times, several convolutional models have been proposed for solving link
prediction task. Dettmers et al. [48] proposed a multi-layer convolutional network
model ConvE which is very e�cient in terms of time and space complexity compare to
other NN based models proposed earlier. Another convolutional model called ConvR
[6] which enabled rich interactions between entities and relation representations and
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achieved the state-of-the-art performance in link prediction task. In this paper, we
proposed a model based on translation distance based model but extending our model
with convolutional models can be an interesting future work.

InteractE

InteractE [49] targets the limitations of convE. This model analyzes how increasing
the number of these interactions a�ects link prediction performance, and utilize the
observations. InteractE is based on three key ideas – feature permutation, a novel
feature reshaping, and circular convolution. InteractE authors claimed that increasing
the number of such interactions is bene�cial to link prediction performance, and show
that the number of interactions that ConvE can capture is limited. InteractE is a novel
CNN based KG embedding approach which aims to further increase the interaction
between relation and entity embeddings.

3.1.4 Discussion onBilinear andNeural-Network(NN) basedMod-
els

However, bilinear models add more redundancy than do translation-distance-based
models. For this reason, they can have an over�tting problem. TPRC considers only
entities’ type constraints in relational context, aiming to retain simple model estimation.
It exploits linear mapping and involves less parameter overhead than the latent-variable
models. Although neural-network-based models also tend to encounter over�tting, the
standard advantage of such models is that they can capture many kinds of relations.
Other issues of NN based models are time and space complexity compare to translation
distance based models and bilinear models though recently proposed NN based models
e.g., ConvE [48] are highly parameters e�cient.

3.1.5 Models Incorporating Entity Types

SSE [50, 51] is another model which incorporates the category information into KG
embeddings, which requires entities of the same type to stay close. It employs two
manifold learning algorithm for representation learning based on semantic smoothness
assumption i.e., Laplacian Eigenmaps (LE) [52] and Locally Linear Embedding (LLE)



28 Chapter 3. Related Works

[53]. SSE can be extended with other translation distanced based models, Bilinear
and Neural Network based models. SSE used LE and LLE regularization methods to
measure the smoothness of the embedding space. The major limitation of SSE is:
SSE introduces some hard constraints like each entity happens to belong to only one
category, which is inconsistent with the KG. Another problem is each entity has same
representation for all the relations where it appears.

TKRL proposed by Xie et al. [5], which considers hierarchical entity categories.
The scoring function is accordingly de�ned as:

5A (h, t) = | | SAℎh − r +SAC t | |;1, (3.12)

where SAℎ and SAC are projection matrices for ℎ and C . SAℎ/SAC can be presented as a
weighted sum of all possible type matrices for each entity, i.e.,

SAℎ =

∑=ℎ
8=1 U8S28∑=ℎ
8=1 U8

, U8 =

{
1, 28 ∈ �Aℎ
0, 28 ∉ �Aℎ

(3.13)

where =ℎ is the number of categories to which ℎ belongs; 28 is the i-th category among
the set of types of an entity; S2 is the projection matrix of 28 ; U8 the corresponding
weight; and �Aℎ the set of types of an entity in relation A . TKRL employed two types of
encoders to compute the projection matrix S2 : Recursive Hierarchy Encoder (RHE)
and Weighted Hierarchy Encoder (WHE). They are de�ned in [5] as follows:

'�� : S28 = S28
(1)S28

(2) . . .S28
(;)

,�� : S28 = V1S28
(1) + · · · + V;S28

(;)
(3.14)

Here 28 (1), . . . , 28 (;) are sub-types of 28 in the hierarchy; S28
(1) , . . . ,S28

(;) their projection
matrices; and V1, . . . , V; the corresponding weights. They also applied a sampling
method called Soft Type Constraint (STC) with their encoders. TKRL is an extended
version of original TransE. It has very high time and space complexity since each
entity may have multiple sub-types. On an average TKRL considered 8 sub-types for
each entity for FB15k dataset. That means for each entity there are 8 type-embodied
matrices. Another model proposed by Krompaß[54] which is a latent-variable model
that also consider relation and entity type constraints.
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3.2 Entity Type Ranking

This section brie�y describes the related works done so far in the entity type ranking
�eld and connecting �elds.

3.2.1 TRank: An Entity Type Ranking System

An entity may be associated to more than one single generic type. TRank1 �rst
introduced the entity type ranking task [55]. Authors evaluated several type-hierarchy
and graph-based approaches that exploit both schema and instance relations. We
brie�y discuss the approaches they proposed in the following paragraphs:

FREQ: In this approach entity types have been ranked based on the frequency of
the type in the background knowledge base system. The most frequent type of an
entity will be ranked �rst.

WIKILINK: It focuses on relations attached to the entities. It uses the number of
neighboring entities (i.e., outgoing and incoming links to that speci�c entity) that share
the same entity type.

SAMEAS: TRank exploits the entity graph from the knowledge base by following
< >F; : B0<4�B > connections and observes the types attached to speci�c URIs.

LABEL: Using a text similarity based approach it exploits TF-IDF similarity for
ranking the types.

SAMETYPE: This approach takes into account the context in which the entity has
appeared. It considers the frequency of a type co-occuring with the entity in the same
context.

PATH: This is a variant of SAMETYPE approach which exploits both type hierarchy
and the context where the entity appears.

DEPTH: It identi�es the depth of an entity type in the knowledge graph type
hierarchy in order to assess its relevance. This methods has higher computational
complexity than the previous methods.

ANCESTORS: It takes into consideration how many ancestors of a speci�c type are
also a type of a particular entity.

ANC_DEPTH: It is a variant of the ANCESTORS approach. It considers not just the

1https://github.com/eXascaleInfolab/TRank
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number of ancestors of a type, but also their depth by exploiting the knowledge graph
type hierarchy.

As TRank de�ned many approaches, authors also combined these approaches to
retrieve the best types by using decision trees (DEC_TREE) and linear regression
(LINREG).

These entity type ranking approaches are di�erent than the approach we present
In this chapter while we aim at solving the same task. For this reason, we evaluatad
our methods and compared our results over the same datasets and using the same
ground truth.

3.2.2 Knowledge Graph Embeddings and Type Ranking

Knowledge graphs are being used in many AI based tasks such as inferring new
knowledge, question answering (Q&A), relations in social network applications, item
recommendation, etc. Knowledge graph embeddings refer to vector representations of
entities and relations that attempt to preserve the structure and the semantics of the
knowledge graph. Several embedding models have been proposed for knowledge
graph completion. Roughly, they can be divided into three categories: bilinear models,
neural network based models, and translation distance based models.

RESCAL [41, 42] is a bilinear model, each relation is represented by an =-1~-=
matrix on an embeding space R= and the score of the triples are calculated by a
bilinear mapping. DistMult [43] simpli�es RESCAL by restricting the matrices to
diagonal matrices but it has problem with the scores of (ℎ, A, C) and (C, A, ℎ) are the
same. ComplEx [4] addressed the issue of DistMult. It uses complex numbers instead
of real numbers and takes the conjugate of the embedding of the tail entity before
calculating the bilinear mapping. ComplEx has shown impressive preformace over
multi-relational KGs where each entity is involved in many relations with other entites.

SLM [46] proposed by Socher is an expressive model that concatenates head and
tail entities as an input layer to a non-linear neural hidden layer. The NTN model
[46] is an extension of the SLM model that considers second-order correlations into
non-linear hidden neural networks.

Bordes proposed the Distant and SE model [56, 57, 34] that de�nes triples using
a distance in the vector space. TransE [35] is the most popular translation based
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embedding model, which is very simple and fast. Many researchers claimed that
TransE has �aws in representing 1 to many, many to 1, and many to many relations.
Many models have later been proposed to solve such issues. The very �rst e�ort is
TransH [37]. It represents relations by hyperplanes. This model then projects entities
on the hyperplane corresponding to a relation. TransR [36] also addressed some of the
�aws of TransE, in a slight di�erent way than TransH. TransR considers separate
spaces for entities and relations. Their main principle is: entities and relations are
completely di�erent types of objects, so they should not be in the same vector space.

Recently, several KG embedding models have been proposed in the literature
considering the entity type constraints [54, 14]. The 2017 edition of the WSDM Cup
consisted of a triple scoring task [58] that focused on two relations: "profession" and
"nationality". One person/entity may have multiple professions or nationalities, and
this task aimed to �nd out the most relevant professions or nationalities by scoring the
triples from a very limited ground truth data.

Knowledge graph representation learning showed promising results to enhance the
performance of recommender systems. He [59] proposed a model where the selection
of an item satis�es the translational relation in the latent vector space and the relations
are regarded as related to users in sequential recommendations. Another model [60]
showed that item and relations can be modeled via memory-based attention networks.
Zhang [61, 7] showed how a uni�ed graph can be constructed by adding relations
between users and items. Piao [62] summarized recommendation results using di�erent
entity embeddings and found that node2vec [63] improves recommendation result
quality.

In our data (typed triples) we do not have any symmetric or transitive relations.
The relational structure is very simple. The head is always an entity and the tail is
the corresponding entity type. However, bilinear models add more redundancy than
do translation-distance-based models. For this reason, they can have an over�tting
problem. Since the triple structure in our dataset is straightforward, only translational
models have been employed as structured embedding in our proposed RL-TRank
models.
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3.2.3 Recommender Systems Using Knowledge Graphs

Knowledge graph representation learning showed promising results to enhance the
performance of recommender systems. He [59] proposed a model where the selection
of an item satis�es the translational relation in the latent vector space and the relations
are regarded as related to users in sequential recommendations. Another model [60]
showed that item and relations can be modeled via memory-based attention networks.
Zhang [61, 7] showed how a uni�ed graph can be constructed by adding relations
between users and items. Piao [62] summarized recommendation results using di�erent
entity embeddings and found that node2vec [63] improves recommendation result
quality.

3.3 Triple Scoring

This section provides an overview of the triple scoring task ,including a description of
the task and the dataset, an overview of the participating teams and their approaches.
In a nutshell, the task was to compute relevance scores for knowledge-base triples
from relations, where such scores make sense. Due to the way the ground truth was
constructed, scores were required to be integers from the range 0 to 7. For example,
reasonable scores for the triples Tim Burton profession Director and Tim Burton
profession Actor would be 7 and 2, respectively, because Tim Burton is well-known as
a director, but he acted only in a few lesser known movies.

We exploited the WSDM Cup 2017 [1] challenges’ dataset is to evaluate our model
on triple scoring task. These datasets have the relevance scores for triples from type-like
relations, more speci�cally, for profession / nationality types. The relevance score is
used to indicate the strong bonding and quanti�es the relationship between entities
and it’s corresponding types in terms of the degree to which an entity belongs to a type.
Participants were provided several text �les1 , including: 1) persons - contains more
than 380,000 di�erent entity names used for this task, 2) profession.kb/nationality.kb -
each contains all of the profession / nationality tuples for a set of people, respectively,
3) profession.train/nationality.train - contains a subset of tuples from the respective
.kb �le together with their relevance scores generated based on human judgment,
4) professions/nationalities - contains a list of the 200 / 100 di�erent professions /
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nationalities from the respective .kb �le, and 5) wiki-sentences - contains more than 33
million sentences from Wikipedia with annotations of these people. The goal was to
�nd out most relevant types (profession/nationality) associated with those speci�c
entities.

3.3.1 Most Attractive Methods

Total 21 teams submitted a valid run on this competition. Here we describe the key
approaches and a brief description of the key teams.

Gailan

The team Gailan [64] generates a relevance score based on the textual description of
the triple’s subject and Object. It measures how similar (related) the text description of
the subject is to the text description of its values. The generated similarity score can
then be used to rank the multiple values associated with this subject entity. Here, the
authors employed the Paragraph Vector algorithm to represent the unstructured text
into �xed length vectors. The �xed length representation is then utilized to calculate
the similarity (relevance) score between the subject and its multiple values.

Bokchoy

BOKCHOY[2] proposed an ensemble model for addressing the triple scoring task.
Their main idea is similar to [1] and they add another additional component called
path ranking approach [65] . As base scorers, BOKCHOY utilized four components
e.g., employ word classi�cation [1], word counting [1], word MLE [1], and also path
ranking [65]. The �rst three base scorers �nd witnesses on the basis of Wikipedia,
while the last one further makes use of Freebase [26]. The �nal scorers are then merged
into an ensemble by weighted averaging. After that, an elongation step is introduced
to further re�ne outputs of the ensemble scorer. Speci�cally, we create, for each target
type, a list of trigger words by using publicly available lexical resources like WordNet.
Trigger words of the profession Athlete, for example, may include hyponyms of athlete,
such as runner and jumper. Given a triple, we detect, from the �rst sentence of the
entity’s Wikipedia page, occurrences of such trigger words, and accordingly re�ne the
output of the ensemble
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Cabbage

This team has focused on extracting features related to task di�culty [66]. Crowdwork-
ers judge the relevance of multiple professions/nationalities for each person; hence, the
di�culty of the task depends on the number of professions/nationalities. In addition,
the popularity of the person or the familiarity of the professions/nationalities should
facilitate the judgment. So they extracted these features from the data provided for
the challenge organizers. The correlation between these extracted features and the
judgment discrepancy of crowdworkers were investigated. Cabbage incorporated these
crowdsourcing-speci�c features into the prediction model of relevance scores, in
addition to the relevance features similar to those introduced in the [1].

Lettuce

Lettuce [67] proposed an approach wherein the outputs of multiple neural network
classi�ers are combined using a supervised machine learning model. This achieved
very satisfactory results one out of three measures (i.e., Kendall’sτ ), and performed
competitively in the other two measures (i.e., accuracy and average score di�erence).

The approach is: given a KB entity 4 and its target type C , our method predicts a
score that represents the relevance of 4 belonging to C . Here, we adopt a two-step
approach: the �rst step is a classi�cation step that aims to estimate the probability of 4
belonging to C (% (C |4)) using multiple neural network-based classi�ers. In the second
step authors introduced a scoring function that uses a supervised machine learning
model to convert the outputs of these classi�ers to the target relevance score.

Catsear

This team proposed a hybrid approach for triple scoring that combines results from
three di�erent sources and they are: Path, Graph Cross and Skip Gram modules to
gather information from the sources [68]. They also introduced a super classi�er
module to learn the trustworthiness scores associated with them. This approach
showed good accuracy in the competition.
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Celosia

Celosia [69] proposed a model which could automatically predict the relevance scores
for unseen triples. In this model authors have chosen some very interesting features
and exploited Logistic Ordinal Regression based classi�cation to predict the outcome.
The proposed system achieves an overall accuracy score of 0.73 and Kendall’s tau score
of 0.36.

Chicory

Chicory [70] deployed a large collection of entity tagged web data to estimate the
correctness of the relevance relation of the type-like triples, in combination with a
baseline approach using Wikipedia abstracts same as the Bat et. al. [1] . They utilized
ClueWeb12 annotated by Google’s entity linker, available publicly as the FACC1 dataset
for relevance estimations. It is an automatically system that speci�ed declaratively
how the input data are combined into a �nal ranking of triples.
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4
Leveraging Entity Types in Knowledge

Graph Embedding

Knowledge graph embedding aims to embed entities and relations of multi-relational
data in low dimensional vector spaces. Knowledge graphs are useful for numerous
arti�cial intelligence (AI) applications. However, they (KGs) are far from completeness
and hence KG embedding models have quickly gained massive attention. Nevertheless,
the state-of-the-art KG embedding models ignore the category speci�c projection
of entities and the impact of entity types in relational aspect. For example, the
entity “Washington” could belong to the person or location category depending on its
appearance in a speci�c relation. In a KG, an entity usually holds many type properties.
It leads us to a very interesting question: are all the type properties of an entity are
meaningful for a speci�c relation? In this paper, we propose a KG embedding model
TPRC that leverages entity-type properties in the relational context. To show the
e�ectiveness of our model, we apply our idea to the TransE, TransR and TransD. Our
approach outperforms other state-of-the-art approaches as TransE, TransD, DistMult
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and ComplEx. Another, important observation is: introducing entity type properties
in the relational context can improve the performances of the original translation
distance based models.

4.1 Introduction

Knowledge graphs encode structured facts of real world entities and their rich relations.
An increasingly large number of organizations such as Google, Microsoft, Facebook or
IBM create and maintain large KGs, as they aid in the integration of heterogeneous data
sources, complex query resolution, and structured knowledge exploration. Wikidata
[21], DBpedia [71], YAGO [9], and Freebase [10] incorporate very large numbers of
facts that facilitate many AI tasks e.g., entity recommendations [7], question answering
[72], recommender systems [73], [74] etc. Although existing KGs contain billions of
entities and relations, they still have gaps and may contain incorrect facts.

Traditionally, KGs represent the relations/facts between their various entities as
triples. A triple can be represented as (ℎ, A, C), where ℎ and C are entities in the real
world and A is a relation between ℎ and C . For example, consider the triple (Tokyo,
CapitalOf, Japan), where Tokyo, Japan are the head and tail entities, respectively, and
CapitalOf is the relation. KG completion problem is similar to link prediction in social
network. The purpose of link prediction is to detect unknown pairs of head and tail
entities that are correlated via some relation. For example, if the KG contains facts like
(ShinzōAbe, PrimeMinisterOf, Japan) and (AkieAbe, SpouseOf, Shinzō Abe) but the fact
(AkieAbe, HasNationality, Japan) is not stored, then we would like the machines to
complete the missing link between the entity AkieAbe and entity Japan automatically
by link prediction.

The concept of “embedding” has also been widely used for representing words and
texts[75, 16], with many embedding models having been proposed for KG completion.
Most of these models fall into one of three categories: bilinear models, neural-network-
based models, and translation-distance-based models.

The translation-distance-based models have gained popularity both for their
simplicity and their e�ectiveness, where they have achieved state-of-the-art per-
formance. Bordes et al.[35] proposed TransE, which is the simplest and smartest
way of predicting the links in a KG. TransE was inspired by Mikolov’s skip-gram
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model [16, 76]. It learns vector embeddings for entities and relations, with relations
being represented as translations in the embedding space. The basic principle is that
h + r ≈ t , where (ℎ, A, C) holds. Here, h, r, t are each embeddings of ℎ, A, C , respectively.
To solve the one-to-many/many-to-one/many-to-many issues in TransE, TransH[37]
has been proposed. It involves a principle stating that entity representations will
di�er based on various relations. Similarly, TransR[36] assumes that each relation
has its own embedding space. However, TransR proposes using separate spaces for
entities and relations. TransD [3] proposed dynamic mapping matrix to improve the
performance of TransR, which showed very signi�cant results compared to other
translation-distanced-based models.

In these models, the entities’ type has been completely ignored. In the real
world, entities can be categorized in terms of several types, such as person, movie,
or organization. We can often assume that entities of the same type should share
strong similarities and that, in their relation, their type also plays an important
role. As an example, the HasNationality relation requires a person-type head entity
and a location/country-type tail entity. On the other hand, the CapitalOf relation
requires location-type entities for both head and tail. We can imagine the existence
of two di�erent triples for these two relations: (Washington, HasNationality, U.S.)
and (Washington, CityOf, U.S.). Here, the entity “Washington” plays two completely
di�erent roles in these two relations, based on their type. However, an entity is usually
not associated to a single generic type but rather to a set of more speci�c types in the
context of a speci�c relation. As an example, in Freebase entity DonaldJhonTrump has
32 types information including “Person”, “Organization founder”, “Businessman”,
“Celebrity”, “Politician”, “Actor”, “Architectural structure owner”. Consider two
triples: (DonaldJhonTrump, PresidentOf, USA) and (DonaldJhonTrump, StarredIn,
HomeAlone2). In the �rst triple, the most expressive type of the head entity should be
“Politician” in the context of relation PresidentOf and appropriate type of the head
entity DonaldJhonTrump for second triple would be “Actor”. Fortunately, Freebase
provides very rich rdfs#domain and rdfs#range information of entity types for each
relation, considering the relational context.

In our model, we explicitly de�ne the role of entity type in a relation. We propose a
model that leverages entity type properties in the relational context (TPRC), where, for
each relation A , entities are mapped based on both type and relationship.
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In [14], we exploited the basic entity type information of entities e.g., “Person”,
“Location” etc. The basic type information for real-world entities had been collected
from the schema.org1 vocabulary. According to the de�nitions in schema.org, there are
10 basic types of real-world entities. Although one entity may involve in various
subcategories/subtypes, in [14], we focused only on basic entity types. So the
representation for one entity was same for every relation. Later, we propose a more
�ne-grained model, which introduces entities’ type mapping matrix considering
relational context [13]. TPRC de�nes the role of types in the head or tail entity more
explicitly and clearly. For TPRC entity representation changes based on their role
and relation. Our model can be easily combined with other state-of-the-art models
to produce more accurate predictions. We evaluated our model using two tasks
that involve link prediction and triple classi�cation on the standard datasets FB15K,
FB15k-237, YAGO3-10 and FB13.

4.2 Complexity Analysis

The parameters and the complexity of the related works (see Section 3.1) are listed in
Table 4.1. Here, #4 and #A are the number of entities and relations respectively; =
and< the dimensionality of entity and relation embedding space respectively (here,
we assume = =<);C̄ is the number of relations speci�c entity types; =̄ the number of
entities which have type information (for SSE model); :̄ the number of sub-types for
each entity; and ! is the total number of hidden layers in the network in NAM model.
SSE [50, 51] extended several models (e.g., TransE[35], RESCAL[41], SME[57] etc)
using LE/LLE regularization as mentioned earlier in Section . In Table 4.1 *-LE/*-LEE
denotes a model with the LE/LLE regularizer included. For *-LE/*-LEE: K is a matrix
consisting of the entity embeddings; J, O ∈ R (=×=) are the diagonal and Identity
matrices respectively. During the analysis we assume that =,< � #4and all the models
are trained under the open world assumption.

We can draw the following conclusions. First, models which represent entities and
relations as vectors (e.g., TransE, TransH, TransD, and ComplEx) are more e�cient.
They usually have space and time complexity that scales linearly with n. Second,

1http://schema.org
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models which represent relations as matrices (e.g., TransR, TPRCTransD, SE, and
RESCAL) usually have higher complexity in both space and time, scaling quadratically
or cubically with the dimensionality of embedding space. Third, models based on
neural network (e.g., SME, NTN, and NAM) generally have higher complexity in
time, if not in space, since matrix or even tensor computations are often required
in these models (recent NN based models are very e�cient in terms of time and
space complexity e.g. ConvE [77]). Finally, TPRC incorporates relations speci�c types
with the state-of-the-art translation based models which increase the complexity on
updating embeddings. TPRCTransD achieves (see section ) the better performance in our
experiment and it’s time complexity is O(=2), which is larger than TransD original
model but considering the performance issue we think it’s reasonable.

4.3 Our Method

Translation-distance-based embedding models mostly follow TransE. Both TransE
and TransH assume embeddings of entities and relations within the same space R=.
However, relations and entities are completely di�erent objects and it may not be
appropriate to represent them in a common semantic space. Although TransH extends
modeling �exibility by employing relation hyperplanes, it does not fully address the
restrictions of this assumption. In contrast, the entities in TransR are mapped to
vectors in di�erent relational spaces, according to their relations. TransD considers
the diversity of relations and entities. However, none of these models consider the
signi�cance of entity type. Therefore, they cannot judge the exact role of each entity,
based on its relation. In our model, we deliberately include the type information. The
entity’s type can be incorporated easily by introducing an entity type-mapping matrix.
For the relations, the entity type information plays a signi�cant role. For example, the
“CapitalOf ” relation would imply that both the head and the tail would be location
type entities. If we think more precisely and look for more compact types, then we
can understand that, the type of the head entity would be country and the type of
the tail entity would be city/town, both of them are sub-types of location. As we
mentioned earlier we can obtain such kind of relation-wise rich information from
Freebase. Therefore, we propose a more �ne-grained model to map the entities with
their corresponding types considering relational context. Using type information in a
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Table 4.1: Parameters and complexity of related works.

Models Parameters Space Complexity Time Complexity
RESCAL [41] h, t ∈ R=,]A ∈ R=×= O(#4= + #A=2) O(=2)
RESCAL-LE [51] h, t ∈ R=, K , X: ,]A ∈ R=×= O(#4= + =̄2= + #A=2) O(=2)
RESCAL-LLE [51] h, t ∈ R=, K ,]A ∈ R=×= O(#4= + =̄2 = + #A=2) O(=2)
BILINEAR [78] h]AC,]A , K ,J ∈ R=×= O(#4= + #A=2) O(=2)
BILINEAR-LE [51] h]AC,]A , K ,J ∈ R=×= O(#4= + =̄2= + #A=2) O(=2)
BILINEAR-LLE [51] h]r t, K, O ∈ R=×= O(#4= + =̄ = + #A=2) O(=2)
DistMult [43] h, r, t ∈ R= O(#4= +"A=) O(=)
ComplEx [4] h, r, t ∈ C= O(#4= +"A=) O(=)
UM [33] h, t ∈ R= O(#4=) O(=)
SE [34] h, t ∈ R= , SAℎ,SAC ∈ R=×= O(#4= + #A=2) O(=2)
SE-LE [51] h, t ∈ R=, K, J ∈ R=×= O(#4= + =̄2= + #A=2) O(=2)
SE-LLE [51] h, t ∈ R=, O , J ∈ R=×= O(#4= + =̄ 3 + #A=2) O(=2)
SME (lin) [57] h, r, t ∈ R= O(#4= + #A3) O(=2)
SME(lin)-LE [51] h, r, t ∈ R=, K, J ∈ R=×= O(#4= + =̄2= + #A=) O(=2)
SME(lin)-LLE [51] h, r, t ∈ R=, O , J ∈ R=×= O(#4= + =̄ = + #A=) O(=2)
SME (bilin) [57] h, r, t ∈ R= O(#43 + #A=) O(=3)
SME(bilin)-LE [51] h, r, t ∈ R=, K, J ∈ R=×= O(#4= + =̄2= + #A=) O(=3)
SME(bilin)-LLE [51] h, r, t ∈ R=, O , J ∈ R=×= O(#4= + =̄ = + #A=) O(=3)
TKRL [5] h, r, t ∈ R= , SAℎ,SAC ∈ R=×= O(#4= + #A=:̄) O(=:̄)
TorusE [38] h, r, t ∈ R= O(#4= +"A=) O(=)
SLM [46] h, t ∈ R= , r ∈ R= ,S1

A ,S
2
A ∈ R=×= O(#4= + #A=2) O(=2)

NTN [46] h, t ∈ R=, uA , bA ∈ R= , Z A ∈ R=×=×= , Z A,ℎ, Z A,C ∈ R=×= O(#4= + #A=3) O(=3)
NAM [47] h, r, t ∈ R= O(#4= + #A=) O(!=2)
ConvE [77] h, t ∈ R=, r ∈ R= O(#4= + #A=) O(=)
TransE [35] h, r, t ∈ R= O(#4= + #A=) O(=)
TransE-LE [51] h, r, t ∈ R=, K, J ∈ R=×= O(#4= + =̄2= + #A=) O(=)
TransE-LLE [51] h, r, t ∈ R=, K, O ∈ R=×= O(#4= + =̄ = + #A3) O(=)
TransH [37] h, t ∈ R= , r ,]A ∈ R= O(#4= + #A=) O(=)
TransR [36] h, t ∈ R= , r ∈ R= , SA ∈ R=×= O(#4= + #A=2) O(=2)
TransD [3] h3 , t3 ,h, t ∈ R= ,r3 , r ∈ R= O(#4= + #A=) O(=)
TPRCTransE (this paper) h, r, t ∈ R= , ŜAℎ, ŜAC ∈ R=×= O(#4= + C̄=2 + #A=) O(=2)
TPRCTransR (this paper) h, t ∈ R= , r ∈ R= ,ŜAℎ, ŜAC ∈ R=×= O(#4= + C̄=2 + #A=2) O(=2)
TPRCTransD (this paper) h3 , t3 ,h, t ∈ R= ,r3 , r ∈ R= , ŜAℎ, ŜAC ∈ R=×= O(#4= + C̄=2 + #A=) O(=2)

translation model can improve the e�ciency of any such model.
An entity may belong to multiple sub-types and it’s also possible to obtain

hierarchical types of an entity. If we consider the subcategories in the hierarchy when
modeling, it will make the model complex, thereby the time and space complexity will
increase signi�cantly. To address this issue in our model, we consider only the domain
and range of the types for a speci�c relation.

Considering the diversity of entity types in di�erent relations we propose TPRC.
For each relation A , we introduce type-embodied mapping matrices ŜAℎ, ŜAC ∈ R=×=

for the head and tail entity based on relational context. It means the type mapping
matrix for an entity can be di�erent based on the relation it appears. With the mapping



4.3 Our Method 43

matrices, we de�ned the projected vectors of entities as:

h? = ŜAℎh, t? = ŜAC t, (4.1)

where (h, t) ∈ R=. In our model, we enforce the constraints | | h | |2≤ 1, | | t | |2≤ 1,
| | ŜAℎh | |2≤ 1, and | | ŜAC t | |2≤ 1. It is not mandatory to have the same dimensionality
for entity embeddings and entities’ type embeddings. However, in our experiments to
learn vectors and matrices, we keep the same dimensionality. The scoring function for
each speci�c relation A (where r ∈ R=) is correspondingly de�ned as:

5A (h, t) = | | h? + r − t? | |;1/2 . (4.2)

TPRC can be easily combined with other state-of-the-art translation-distance-based
models due to its simplicity. In this paper we apply it to TransE, TransR and TransD.

TransE

TransE is the most representative translational distance based model. The score
function of TransE is de�ned as:

5 (h, t) = | | h + r − t | |;1/2, (4.3)

where h, t ∈ R= and r ∈ R= are the vectors of a head entity, a tail entity, and a relation
on a single embedding space.

If we incorporate TransE into the entities’ type-mapping matrix model, denoted by
TPRCTransE then the model’s scoring function will be given by Eq. (12). TransE has the
same vector representation for each entity. In TPRCTransE, the head and tail entities are
mapped according to their type based on the relation they appear.

TransR

In TransR, entities are mapped separately to a relation space. Equations (5) and
(6) denote the embeddings and the scoring function of the TransR method. If we
incorporate TransR into the entities’ type-mapping matrix model (TPRCTransR), then
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the embeddings of head and tail entities become (we keep the same dimension for
entity and relation vectors):

hA? = (ŜAℎh)SA , tA? = (ŜAC t)SA (4.4)

and the scoring function is de�ned as:

5A (h, t) = | | hA? + r − tA? | |;1/2 . (4.5)

The TransR mapping matrix SA is the same for both head and tail entities. The key
di�erence between our proposed model (TPRCTransR) and the traditional TransR is that,
before projecting to a relation space, entities are mapped via the entities’ type-mapping
matrix. In the relation space, entities therefore have vector representations based on
their type and a speci�c relation property.

TransD

Di�erent types of entities have di�erent attributes and functions. It’s the prin-
ciple of TransD. The concept of TransD is very close to TPRC. This model de�nes the
interaction between the vectors of di�erent types of entities and relations (see Eq. (7))
implicitly. On the other hand, TPRC explicitly care about the entity types based on the
relation. By applying, TPRC to TransD (TPRCTransD), we de�ne more �ne-graned
representations of entities and relations than TransD itself. The score function for
TransD after projecting the entities into relational space is (Eqs. (7) and (8) de�ne the
projection procedure):

5A (h, t) = | | ĥ + r − t̂ | |;1/2 . (4.6)

For TPRCTransD the embeddings of the head ℎ and tail C are:

h3? = (ŜAℎh)SAℎ, t3? = (ŜAC t)SAC (4.7)

and the scoring function is de�ned as:

5A (h, t) = | | h3? + r − t3? | |;1/2 . (4.8)
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Table 4.2: Key di�erences with other type-constraints models

Models Type Addressed polysemy problem? Incorporate with other mod-
els possible ?

TKRL hierarchical NO NO
SSE single NO YES

TPRC multi-type YES YES

The design of the model TransR and TransD is identical except the mapping
matrices. So the main di�erence between TPRCTransR and TransD is similar to the
di�erence of TPRCTransD and TransD, before projecting to a relation space, entities
are mapped via the entities’ type-mapping matrices ŜAℎh, ŜAC t for head and tail
accordingly.

Contribution and Key Di�erences with Other Models

Rich semantic information, such as types, descriptions, and other textual infor-
mation, is an important supplement to structured information in KGs. Existing
state-of-the-art models e.g., TransE, ComplEx focus on the structured information
of triples and maximize the likelihood of them. However, they neglect semantic
information contained in most knowledge graphs and the prior knowledge indicated
by the semantic information. We introduce the type in the relational context to address
the polysemy issue and make the entity representation for meaningful. Table 4.2 shows
the key di�erences of TPRC model with most relevant models e.g., SSE and TKRL.
SSE assumes that each entity belongs to one type only and on the other hand TKRL
introduces hierarchical type information but neglects the polysemy issue. TKRL is also
a very expensive model and unlike TPRC, it cannot be extended with other models.

In the above discussion, we have shown how to combine TPRC with the state-of-
the-art translational distance based models. In the same way, we could combine TPRC
with other existing translation-distance-based models.
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4.4 Training

Earlier studies showed that negative sampling plays an important role in the model
performance for knowledge graph embedding. Though, margin based loss function
is very popular in translational model but they use the same ratio for positive and
negative sampling. In this thesis, we use two type of loss functions: 1) Margin based
loss function and 2) Log-sigmoid loss function.

4.4.1 Marginal Loss Function

We use a margin-based loss function for training:

!" =
∑
(ℎ,A,C)∈(

∑
(ℎ′,A ,C ′)∈( ′

<0G (0, 5A (h, t) + W − 5A (h
′
, t
′)) . (4.9)

Here, W is the margin, ( is the set of correct triples, and ( ′ is the set of incorrect
triples. The ratio of the correct and incorrect samples is same, as we can guess it
from the objective function. Existing KGs should only contain correct triples. An ( ′ is
constructed by replacing a head or a tail entity in an existing triple as follow [35]:

(
′
= {(ℎ′, A , C) |ℎ′ ∈ � ∧ 4 ′ ≠ ℎ ∧ (ℎ, A, C) ∈ (}
∪{(ℎ, A, C ′) |C ′ ∈ � ∧ C ′ ≠ C ∧ (ℎ, A, C) ∈ (}

We also employ two strategies “unif” and “bern” reported in [37] to replace head or
tail entity. We use a stochastic gradient descent (SGD) method to minimize !. TransR
and TransD initialize the embeddings of entities and relations obtained from TransE.
To avoid over�tting of TPRCTransR and TPRCTransD, we also initialize entity and relation
embeddings with the results of TPRCTransE.

4.4.2 Log-sigmoid Loss Function

In the bilinear models we have observed the e�ectiveness positive and negative
sampling ratio. Here we use a loss function similar to the negative sampling loss
as word2vec for e�ectively optimizing distance-based models. It is also inspired by
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[79, 39]. The loss function is as follows:

!B = −;>6 f (W − 5A (h, t)) −
#∑
8=1

1
#
;>6 f (5A (h

′

i, t
′

i ) − W) (4.10)

where W is a �xed margin, f is the sigmoid function, and (h′8 , A , t
′
8 ) is the i-th negative

triplet, N is the number of the negative samples per positive ones during training.

Self-adversarial Negative Sampling (SNS) has employed in this case. This method
samples negative triples from the following distribution:

? (ℎ′9 , A , C
′
9 ) |{(ℎ8, A , C8)} =

4G? U 5A (h
′
9 , t
′
9 )∑

8 4G? U 5A (h
′
8 , t
′
8
)

(4.11)

where U is the temperature of sampling. Therefore, the �nal negative sampling loss
with self-adversarial training takes the following form:

!( = −;>6 f (W − 5A (h, t)) −
#∑
8=1

1
#
? (ℎ′9 , A , C

′
9 ) ;>6 f (5A (h

′

i, t
′

i ) − W) (4.12)

TPRCTransD shows promising results so we applied loss function technique to it and
show fair comparison based on the models which use positive and negative sampling
and experimental protocols e.g., raw settings di�erently (please refer to the next
section).

4.5 Experiment

Our proposed model was evaluated via two tasks: link prediction[35] and triple
classi�cation [46]. This section discusses the experimental procedures for our model.

4.5.1 Datasets

In this paper, the experiments are conducted on four benchmark datasets: FB15k
[35], FB15k-237 [80], YAGO3-10 [9] and FB13 [46] are respectively extracted from real
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Table 4.3: Datasets used in the experiments.

Dataset #E #R #T #Train #Valid #Test
FB15k 14,951 1,345 571 483,142 50,000 59,071
FB15k-237 14,541 237 181 272,115 17,535 20,466
FB13 75,043 13 10 316,232 5,908 23,733
YAGO3-10 123,182 37 21 1,079,040 5,000 5,000

knowledge graphs Freebase2 and YAGO3. The link prediction task has been conducted
with FB15k, FB15k-237 and YAGO3-10 datasets. In FB15k dataset has redundancy
entries as it also includes inverse relations. It contains 14,951 entities, 1,345 relations
and 592,213 triples with 541 relation speci�c types of head/tail entities. On the other
hand, FB15k-237 was prepared from FB15k by removing relations that were considered
as inverse relations of other relations. FB15k-237 dataset includes 14,541 entities, 237
relations and total 272,115 triples. It has 141 relation speci�c entity types. Recently,
YAGO3-10 becomes a popular benchmark dataset with very large number of triples
(1,079,040 triples) comparing to other datasets. Though it contains vast number of
triples but it has only 37 relations. We collected the relation speci�c types of head/tail
entities for all the mentioned datasets. TPRC didn’t exploit hierarchical types and we
already mentioned earlier how hierarchical types can e�ect the KG embeddings.

In this paper, the “FB13” dataset has been employed to evaluate the triple classi�ca-
tion task. These datasets contain negative triples, which is helpful for this particular
task. Moreover, it has only 13 relations and we also collected the relation speci�c type
information for this dataset. Table 4.3 shows the statistics for the datasets used in this
paper, where #E/#R/#T/#Train/#Valid/#Test denotes the number of entities/relations/
entity types/training triples/validation triples and test triples.

4.5.2 Link Prediction

We follow [35] and formalize link prediction task as a point-wise learning to rank
problem, where the objective is learning a scoring function 5A : � × ' × � → R. For a

2https://developers.google.com/freebase/
3https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-

naga/yago/
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triple (ℎ, A, C), the link-prediction task predicts the missing ℎ or C , given the relation
and the other entity. The results were evaluated by ranking the predicted head or tail
entity, as calculated by the scoring function 5A (ℎ, C) for test triples.

Experimental Protocol: For our experiments, we adopted the same protocol proposed
by Bordes et al.[35]. For each testing triple (ℎ, A, C), we corrupted it by replacing the tail
C or head ℎ with every entity 4 in the KG or the current dictionary and calculated a
probabilistic score for the corrupted triple (ℎ, A, 4) or (4, A, C), respectively, in terms
of the scoring function 5A (ℎ, 4). It’s the “Raw” setting protocol. Because we have
corrupted the triples randomly, this same triple may already exist in the actual KG and
would be considered correct. During the ranking, it is logically possible that such
triples may appear before the original triple. To eliminate this issue, we intentionally
remove those corrupt triples that are created by replacing ℎ or C randomly but that
already exist in the KG before computing the rank of each testing triple. They may
exist in any of the training, valid, or testing sets. This revised setting protocol is called
the“Filter” setting. In addition, we employ the same two sampling methods, “bern” and
“unif,” that were used in the previous studies.

Three evaluation metrics were used: (1) Mean Rank (MR, the mean of all predicted
ranks); (2) Mean Reciprocal Rank (MRR, the mean of all the reciprocals of predicted
ranks); and (3) Hits@10 (the proportion of testing triples whose rank did not exceed
those of the top 10 predictions). For both settings, a lower MR and, higher MRR and
Hits@10 imply a better performance.

We have conducted three experiments for link prediction to better understand the
performance of our model and also included the most recent advancement in this �eld.
In the �rst experiment, we exploited marginal loss function along with sampling
methods unif and bern. In the second experiment, we tried to focus on the most recent
models. Here, we employed log-sigmoid loss function using SNS sampling method. In
the last experiment, we tried to focus on how type e�ects while head and tail entity
have the same types or di�erent types. We showed results based on marginal loss.
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Baselines

Though the Goal of TPRC is to increase the e�ectiveness of translation distance
based models but we address the results of the state-of-the-art- bilinear models. To
demonstrate the e�ectiveness of our models, we compare results with the following
baselines.

Translation-Distance Based Models: They are as follows:

SE [34]: Bordes proposed the SE model[34], which introduces two di�erent ma-
trices to project separately the head and tail entities for each relation.
UM [33]: UM ignores relations, its scoring function is a simpli�cation of that used in
TransE.
TransE [35]: It learns embedding as h + r ≈ t where (ℎ, A, C) holds.
TransR [36]:This model considers separate spaces for entities and relations, but the
main principle is that entities and relations are completely di�erent types of objects,
implying that they should not occupy the same vector space.
TransD [3]: It can be considered as a special case of TransR. It replaces transfer matrix
by the product of two projection vectors of an entity and relation pair. .
TorusE [38]: This model addressed regularization problem of TransE.
RotatE [39]: It is able to model and infer various relation patterns including: symme-
try/antisymmetry, inversion, and composition.
HyperKG [40]: It exploits the hyperbolic space in order to better re�ect the topological
properties of knowledge bases.

Bilinear Models: Here, we considered the most popular bilinear models.

RESCAL [41]: It is a bilinear model, with each relation being represented by an =-1~-=
matrix in an embedding space R= and the scores for the triples being calculated by a
bilinear mapping.
DistMult [43]:DistMult simpli�es RESCAL by restricting the matrices to diagonal
matrices.
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ComplEx [4]:It uses complex numbers instead of real numbers and takes the conjugate
of the embedding of the tail entity before calculating the bilinear mapping.
TuckER [44]: In TuckER for any given triple, it assumes that there exists an assignment
of values to the entity and relation embeddings that accurately separates the true
triples from false ones.

Neural Network Based Models: Recent, Neural Network based models are listed
here.

ConvE [77]: It proposed a multi-layer convolutional network model ConvE which
is very e�cient in terms of time and space complexity compare to other NN based
models proposed earlier.
ConvR [6]: It enabled rich interactions between entities and relation representations
and achieved the state-of-the-art performance in link prediction task.
InteractE [49]: InteractE targets the limitations of convE. This model analyzes how
increasing the number of these interactions a�ects link prediction performance, and
utilize the observations.

Type-constraints Based Models: Type-constraints are the main focus of this study.

TKRL [5]: It considers hierarchical entity categories.
SSE [50]: It incorporates the category information into KG embedding. It employs two
manifold learning algorithm for representation learning based on semantic smoothness
assumption.

Optimization and Implementation: We conducted a grid search to tune suitable
parameters of TransE, TransR, TransD, TPRCTransE , TPRCTransR and TPRCTransD. For
bilinear models (DistMult and ComplEx) we followed the instructions in their original
paper. We have used the FB15k and FB15k-237 datasets to compare our models with
the baseline models. To obtain the best settings for our models, we �ne-tuned �ve
parameters. We selected the margin W from the set {0.5, 1, 2}, the dimensionality of
entity and relation vectors from {50,100, 200, 500, 1000}, the learning rate U from
{0.01,0.05, 001,0.005, 0.0001,0.0005}, the number of training triples in each mini-batch
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Table 4.4: Link prediction results on FB15k and FB15k-237 (raw and �lter settings using
MR, MRR and Hits@10). The results of RESCAL, UM and SE were reported by [3]. MRR
(�lter setting) and Hits@10 (�lter setting) of DistMult and ComplEx were copied from
[4]. MR and Hits@10 for FB15k of TKRL [5] were copied from and for FB15k-237 (TKRL)
the code has been taken from https://github.com/thunlp/TKRL. We implemented the
extended models of TransE, TransR and TransD. The code of TransE, TransR, TransD,
DistMult and ComplEx are taken from https://github.com/thunlp/TensorFlow-TransX
and https://github.com/ttrouill/complex. The sign “ - ” means result is not available in
the corresponding paper for that particular matric or dataset.

Dataset FB15k FB15k-237

Metric MR MRR Hits@10 MR MRR Hits@10
Raw Filter Raw Filter Raw Filter Raw Filter Raw Filter Raw Filter

RESCAL 828 683 - - 0.284 0.441 - - - - - -
DistMult 164 95 0.242 0.654 0.401 0.818 391 251 0.133 0.244 0.262 0.419
ComplEx 212 98 0.242 0.692 0.534 0.840 490 339 0.139 0.247 0.248 0.428

UM 1,074 979 - - 0.045 0.063 - - - - - -
SE 273 162 - - 0.288 0.398 - - - - - -

TKRL(RHE) 184 68 0.242 0.410 0.492 0.694 512 232 0.139 0.240 0.283 0.416
TKRL(WHE) 186 68 0.244 0.417 0.492 0.696 523 228 0.135 0.236 0.287 0.419

TKRL(RHE+STC) 202 89 0.267 0.459 0.504 0.731 531 238 0.137 0.249 0.293 0.426
TKRL(WHE+STC) 202 87 0.280 0.464 0.503 0.734 519 236 0.141 0.251 0.291 0.423

TransE (unif) 297 99 0.181 0.353 0.402 0.518 614 401 0.994 0.176 0.244 0.344
TransE(bern) 256 91 0.231 0.386 0.424 0.621 587 375 0.122 0.207 0.267 0.378
TransR (unif) 226 82 0.205 0.388 0.438 0.657 54 387 0.091 0.211 0.270 0.419
TransR(bern) 198 78 0.242 0.408 0.487 0.688 510 401 0.132 0.247 0.273 0.420
TransD (unif) 240 77 0.251 0.462 0.491 0.744 509 360 0.142 0.235 0.275 0.406
TransD(bern) 210 90 0.456 0.658 0.546 0.781 545 396 0.147 0.252 0.289 0.443

TPRCTransE(unif) 223 92 0.241 0.403 0.433 0.568 599 356 0.124 0.199 0.288 0.384
TPRCTransE(bern) 198 87 0.241 0.398 0.464 0.642 568 370 0.129 0.215 0.299 0.378
TPRCTransR(unif) 222 79 0.243 0.411 0.488 0.667 510 360 0.121 0.242 0.301 0.419
TPRCTransR(bern) 166 83 0.272 0.448 0.507 0.690 499 321 0.141 0.251 0.302 0.428
TPRCTransD(unif) 141 61 0.355 0.599 0.613 0.802 480 256 0.149 0.255 0.312 0.437
TPRCTransD(bern) 102 81 0.506 0.701 0.644 0.846 387 157 0.168 0.286 0.322 0.468
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Table 4.5: Link prediction results on YAGO3-10 (�lter setting). We implemented the
extended models of TransE, TransR and TransD. The code of TransE, TransR, TransD,
DistMult and ComplEx are taken from https://github.com/thunlp/TensorFlow-TransX
and https://github.com/ttrouill/complex

Models MR MRR Hits@10
RESCAL - - -
DistMult 6051 0.351 0.563
ComplEx 6134 0.380 0.592
UM - - -
SE - - -
TransE 6499 0.211 0.435
TransR 5926 0.224 0.471
TransD 4803 0.361 0.558
TPRCTransE 6400 0.241 0.476
TPRCTransR 5115 0.229 0.482
TPRCTransD 4386 0.382 0.592

from {20,50, 200, 300,1440, 2000,4000,4800, 5000}, and the dissimilarity measure in the
embedding scoring function from {!1, !2}. The parameters of TPRCTransE, TPRCTransR

and TPRCTransD are initialized as described in [35], [36] and [3] respectively.
The optimal con�gurations for TPRCTransE were W = 1, 3 = 50, U = 0.0001, � = 50,

and using !1 as the dissimilarity function for FB15k dataset; W = 1, 3 = 50, U = 0.0001,
� = 50, and using !1 as the dissimilarity function for FB15k-237 dataset; W = 1, 3 = 150,
U = 0.0005, � = 100, and using !1 as the dissimilarity function for YAGO3-10 dataset.

The optimal con�gurations for TPRCTransR were W = 1, 3 = 100, U = 0.05, � = 4800,
and using !1 as the dissimilarity function for FB15k dataset; W = 1, 3 = 100, U = 0.01,
� = 1440, and using !1 as the dissimilarity function for FB15k-237 dataset; W = 1,
3 = 200, U = 0.05, � = 1440, and using !1 as the dissimilarity function for YAGO3-10
dataset.

The optimal con�gurations for TPRCTransD were W = 1, 3 = 100, U = 0.05, � = 1440,
and using !2 as the dissimilarity function for FB15k dataset; W = 1, 3 = 100, U = 0.01,
� = 200, and using !2 as the dissimilarity function for FB15k-237 dataset; W = 1, 3 = 200,
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Table 4.6: Link prediction results on FB15k and FB15k-237 (�lter settings only using
MR, MRR and Hits@k where k=1,3 and 10), comparison with the recent state-of-the-art
models. The results of ConvE and ConvR were reported by [6]. The results of the other
models in this table are directly copied from the respected papers.

Model FB15K FB15k-237
Hits Hits

MR MRR @1 @3 @10 MR MRR @1 @3 @10
ConvE 64 0.745 0.558 0.723 0.873 246 0.316 .237 .356 0.491
ConvR - 0.782 0.720 0.826 0.887 - 0.350 0.261 0.385 0.528

HyperKG - - - - - - 0.28 - - 0. 450
ComplEx 0.692 0.599 0.759 0.840 0.247 0.158 0.275 0.428
InteractE - - - - - 172 0.354 0.263 - 0.535
TuckER - 0.795 0.741 0.833 0.892 - 0.358 0.266 0.394 0.544
TorusE - 0.733 0.674 0.771 0.832 - 0.307 0.219 0.337 0.485
RotatE 40 0.797 0.746 0.830 0.884 177 0.338 0.241 0.375 0.533

TransE(bern) 91 0.404 0.251 0.493 0.621 375 0.207 0.125 0.227 0.377
TransR (bern) 78 0.408 0.302 0.526 0.688 401 0.247 0.137 0.241 0.420
TransD (bern) 90 0.658 0.324 0.586 0.781 256 0.286 0.179 0.291 0.453

TPRCTransE(bern) 87 0.398 0.291 0.520 0.642 370 0.215 0.146 0.251 0.378

TPRCTransR(bern) 83 0.448 0.322 0.537 0.690 321 0.251 0.142 0.270 0.428

TPRCTransD(bern) 61 0.701 0.401 0.668 0.846 157 0.286 0.215 0.347 0.468
TPRCTransD(SNS) 40 0.735 0.499 0.783 0.858 161 0.311 0.236 0.362 0.502

U = 0.01, � = 300, and using !2 as the dissimilarity function for YAGO3-10 dataset. For
the TPRCTransD using Log-sigmoid loss with self-adversarial negative sampling U is
chosen from {0.5, 1.0}, and �xed margin W is chosen from {1, 3, 6, 9, 12, 18, 24, 30}.

We also had to �nd optimal parameter settings for original TransE, TransR and
TransD. We achieved better results than the original paper by tuning the parameters
for these three models. For TransE, they were W = 1, 3 = 50, U = 0.0001, � = 50, and
using !1 as the dissimilarity function for FB15k and FB15k-237 and W = 1, 3 = 100,
U = 0.0001, � = 100, and using !1 as the dissimilarity function for YAGO3-10 dataset.
For TransR, they were W = 1, 3 = 50, : = 50 (dimensionality for relation vectors),
U = 0.001, � = 1440, and using !1 as the dissimilarity function for FB15k dataset; W = 1,
3 = 100, U = 0.0001, � = 1440, and using !1 as the dissimilarity function for FB15k-237
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Table 4.7: Relation-wise (head and tail have the di�erent types) analysis on MRR

Relations ComplEx TransD TPRCTransD(bern)
profession 0.801 0.799 0.817
written_by 0.637 0.636 0.636
�lm_in_this_genre 0.739 0.734 0.751
olympics_participated_in 0.699 0.700 0.719
directed_by 0.681 0.679 0.684
�lms_production_designed 0.574 0.571 0.572
place_of_birth 0.721 0.714 0.730

Table 4.8: Relation-wise (head and tail have the same type) analysis on MRR.

Relations ComplEx TransD TPRCTransD(bern)
includes_diseases 1.000 1.000 1.000
administrative_parent 0.697 0.600 0.614
sibling 0.559 0.557 0.559
spouse 0.624 5.436 5.433
is_part_of 0.723 0.723 0.702
award_nominee 0.758 0.742 0.772
children 0.666 0.615 0.647
parents 0.453 0.441 0.422

dataset; W = 1, 3 = 200, U = 0.0005, � = 1440, and using !1 as the dissimilarity function
for YAGO3-10 dataset. The optimal con�gurations for TransD for FB15k and FB15k-237
datasets were: W = 1, 3 = 100, U = 0.0001, � = 300, and using !2 as the dissimilarity
function; for YAGO3-10 dataset con�gurations were W = 1, 3 = 200, U = 0.0005, � = 300,
and using !1 as the dissimilarity function.

Result Analysis: As we mentioned earlier we have conducted three experiments.
Here, we analyze the results of three experiments as follows:

Experiment 1: In this thesis, we have applied the idea of TPRC to the translation
distanced based model only. In Translation distance based models it is very common
practice to was raw and �lter settings along MR, MRR and Hits@10 metric. As we
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mentioned earlier the marginal loss function maintain same ratio for positive and
negative triples. Accuracies are reported in the Table 4.4 and Table 4.5 using marginal
loss function only. Results in bold font are the best obtained results. In Table 4.5 we
reported the �lter setting results of YAGO3-10 dataset of our models and other models
as well. Here, we have employed “bern” for all the translation distanced based models.
From Table 4.4 and 4.5 we have the following �ndings:

• Our models outperformed all other methods, using the experimental datasets
FB15k and FB15k-237 with both Raw and Filter settings on all metrics. TPRCTransDwith
“bern” achieves the best results on MR, MRR and Hits@10 in the both experimen-
tal datasets except the MR value (�lter setting) of FB15k of TPRCTransD with
“unif” achieves the best performance. The closest competitor is ComplEx model.
DistMust also showed very promising results. Though ComplEx was slightly
better than TransD but exploiting type information in relational context helps
the performance of TPRCTransD. In YAGO3-10 dataset ComplEX and TPRCTransD

achieved the best performance for hits@10 and TPRCTransD outperformed all
other methods on other metrics. Another interesting observation is no model
achieved very signi�cant performance compare to other state-of-the-art models
in YAGO3-10 dataset. The test samples of this dataset is 5,000 only, which is very
small compare to FB15k and FB15k-237 datasets. We also observe that prior
information of head or tail entities’ types contribute in the prediction face on our
other models;

• The results appear to show that the “bern” (Table 4.4) sampling method performs
slightly better than the “unif” method for the translation distance based models;

• All the translation distance based models showed good performance for the
dataset FB15k-237. For this dataset TPRCTransD(bern) signi�cantly outperform
DistMult, ComplEx and other models on MR, MRR and Hits@10. Here we used
the metric Hits@10 only because we extended the TPRC with the translation
distance based models. Nowadays Hits@1 and Hits@3 metrics are popular among
the semantic matching and NN based models. As we mentioned earlier FB15k-237
has no inverse relations, so it shows that translation distance based models
can work well with such datasets than bilinear models. Another interesting
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observation is the results of raw setting of translation distance based models is
higher than the bilinear models;

• From all the results, based on the good basic model TransD, the extended models
of TransD can achieve the best performance compared with other state-of-the-art
baselines TKRL, ComplEx, DistMult, TransE, TransR and TransD itself. Despite
of very high time and space complexity, TKRL achieved very good results in
FB15k and FB15k-237 datasets but it has failed to outperform ComplEx, DistMult,
TransE, TransR and TransD. TKRL exploited very rich type information in their
model. The advantage of TPRC over TKRL is: TPRC can learn KG embedding
jointly with other state-of-the-art translation distanced based models with
less parameters overhead. TPRCTransD(bern) achieved 0.846, 0.468 and 0.592 of
Hits@10 for the datasets FB15k, FB15k-237 and YAGO3-10 respectively, which
are 8.3%, 5.6% and 6.1% higher than the original TransD (bern). It also obtains
very impressive results over ComplEx on FB15k-237 dataset.

Experiment 2: Link prediction in the KG is one of most competitive �elds of machine
learning right at the moment. Everyday new models are being proposed. To keep with
the pace and show the recent advancement, we present the most recent contributions in
this �eld in the Table 4.6. Please note that TPRCTransD shows better result with TransD
in Table 4.4 but it has issues dealing with the negative samplings. Here, we applied
Log-sigmoid Loss Function with the SNS sampling method (on TPRC only) and show
how TPRCTransD improves the performace in the Hits@k metric. TPRCTransD (SNS)
really did well in the MR metric but in other cases most recent and powerful model
TuckER performed better than any other model. Moreover, analyze the performance of
these models elaborately here (Table 4.6):

• On FB15K dataset, the main relation patterns are symmetry/antisymmetry and
inversion. We can see that bilinear models and convolutional models perform
well while translational models (TransE, TransR and TransD) do not perform
well specially in Hits@1 and Hits@3 metrics. But results of the translational
models in the MR and MRR metrics are quite promising though RotatE showed
good performance in all metrics. After applying the TPRC to TransE, TransR
and TransD the performances improved tremendously specially TPRC (SNS)
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achieved very competitive results. The reason is that for most of the relations in
FB15K, the types of head entities and tail entities are di�erent and TPRC works
well when the types of head and tail entities are di�erent. ComplEx can infer
both symmetry/antisymmetry and inversion patterns while TransE cannot infer
symmetry pattern. Surprisingly, DistMult achieves good performance on this
dataset although it cannot model the antisymmetry and inversion patterns. It
also same for ConvE and ConvR. But TuckER did achieve splendid performance.

• On FB15k-237, the main relation pattern is composition. We can see that
translational models perform really well while other could not show their
same performance as it was in FB15k. The reason is that, as discussed before,
translational models are able to infer the composition pattern while bilinear
models cannot infer the composition pattern. So TPRC was strong in this case as
it depends on the performance of translational models. Though bilinear model
TuckER is an exception.

• Other very interesting observations are: Bilinear and Neural Network based
models work very well for Hits@1 but they are not good in MR metric. In the
other hand, all translational models are very good in MR metric. That means
bilinear and neural network based models focused on the training data quite
seriously but not in generalization. From our point of view, for totally new
data these models may not work well and it is obvious that bilinear and neural
network based models are very vulnerable to over �tting problem compare to
translational models.

Experiment 3: Table 4.7 and 4.8 show the relation-wise analysis for FB15k dataset
for few relations. In our datasets some relations comprise with same type of head
and tail entities and some have di�erent types in the head and tail entity. Our
model achieves a bit better results for the relations which have di�erent types of
head and tail entities than the other type relation. We observed that same-type
entities tend to converge and form clusters, which can lead to errors in some cases.
In the near future, we aim to develop a data-sampling algorithm to address this problem.

The calculation time of TPRC models are shown in Fig. 4.1. They are measured
by using four cores in a 3.90 GHz processor. Theoretically, the time complexities of
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Figure 4.1: Calculation time of TPRC models on FB15k and FB15k-237 datasets.

TPRCTransE, TPRCTransR and TPRCTransD are same. TPRCTransEmodel took less amount of
time than other two models. For FB15k dataset, TPRCTransE, TPRCTransR and TPRCTransD

took 179.7, 431.1 and 260.6 seconds respectively to complete one epoch when the
dimension was 100. On the other hand, for FB15k-237 dataset, TPRCTransE, TPRCTransR

and TPRCTransD took 161.2, 321.8 and 230.2 seconds respectively to complete one
epoch with same dimension. These models were trained for 1000 epochs for each dataset.

As noted, the entities’ type plays a crucial role with respect to its relations. It is
therefore logical that incorporating type information in relational context could be
utilized to achieve better performance in the link-prediction task. We believe that the
projection of entities based on the entities’ type-mapping matrix would improve the
performance of the proposed models. In these models, we are using entities’ type
information considering the relation it appers, in addition to the entities themselves,
enabling the projected vectors to exhibit more semantic information than the vectors
in TransE, TransR and TransD models.

4.5.3 Triple Classi�cation

The triple classi�cation task [46] checks whether a given triple (ℎ, A, C) is correct or
incorrect. When it was �rst introduced by Socher et al. in the NTN model, it acted as a
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binary classi�cation. Because the task requires negative samples, we employed the
“FB13” dataset, which is a benchmark dataset from Freebase involving 13 relations.

Experimental Protocol: The experimental setup for triple classi�cation task is
very simple. To implement this task, we set a relation-speci�c threshold fA . For
a triple (ℎ, A, C), if the dissimilarity score (computed by the scoring function 5A ) is
below the fA threshold, then the predicted triple is positive. Otherwise, the prediction
is negative. The value forfA is determined in accordance with the classi�cation accuracy.

Table 4.9: Accuracy of the triple classi�cation task on FB13 dataset. The results of SLM,
NTN, SE, TransE, TransR and TransD were reported by Ji et al. [3].

Datasets Accuracy (%)
SLM 85.3
NTN 87.1
SE 75.2

TransE(unif) 70.9
TransE(bern) 81.5
TransR(unif) 74.7
TransR(bern) 82.5
TransD(unif) 85.9
TransD(bern) 89.1

TPRCTransE(unif) 75.3
TPRCTransE(bern) 85.0
TPRCTransR(unif) 81.6
TPRCTransR(bern) 88.8
TPRCTransD(unif) 87.6
TPRCTransD(bern) 89.9

Optimization and Results: Table 4.9 shows the evaluation results for triple classi�-
cation. The parameters and evaluation results for SLM, NTN, SE, TransE, TransR,
TransD were obtained directly from the paper [3]. The parameter values for training
TPRCTransE, TPRCTransR and TPRCTransD are shown in Table 8.

We see from the Table 7 that TPRCTransD (bern) achieved the best performance.
TPRCTransE is more accurate than TransE, TPRCTransRis more accurate than TransR
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Table 4.10: Parameter settings of FB13.

Models U � W 3 �.(

TPRCTransE 0.001 50 1 100 L1
TPRCTransR 0.001 300 1 100 L1
TPRCTransD 0.0005 1440 2 100 L2

and TPRCTransR outperform TransD. These results imply that incorporating type
information in the relation context can improve the model accuracy. Papers of the
bilinear/semantic matching models (RESCAL, DistMult and ComplEx) usually do not
include triple classi�cation task. So, we report the results of translational models and
neural network based models.

4.6 Conclusion

In this paper, we have proposed an embedding model that leverages entity-type
properties in the relational context. The strengths of this model are: it can produce
�nd-grained representation of entities considering the entity types in relational
context and it can be combined easily with other translation-distance-based models to
improve accuracy without making the models more complex. The TPRC model is
conceptually simple and can demonstrate highly competitive results for link prediction
and triple classi�cation. The underlying idea of TPRC was applied to the most popular
translation-distance-based models (TransE, TransR and TransD) with the experimental
results showing better performances than for the basic TransE ,TransR, and TransD
models and shows competitive performance with other state-of-the-art models as well.
In the experiments, we have observed the e�ect of single and hierarchical types on link
prediction task. Compare to those models the performance of injecting the relation
speci�c types is better due to better representation of the entities. We can therefore
conclude that the entities’ type-based diversity in relations in a KG is an important
factor and that the entities’ type-mapping matrix in relational context is suitable for
modeling KGs. In the future, we will utilize more sophisticated models to leverage
entity types information. We also intend to use entity type ranking information in
relational context and perform experiments on a wider variety of datasets.
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5
Representation Learning for Entity Type

Ranking

The type of an entity is a key piece of information to understand what an entity is and
how it relates to other entities mentioned in a document. Search engine result pages
(SERPs) often surface facts and entity type information from a background Knowledge
Graph (KG) in response to queries that carry a semantic information need. In a KG, an
entity usually holds multiple type properties. It is then important to, given an entity
in a KG, rank entity types attached to the entity by relevance to a certain user and
information need as not always the most popular type is the most informative within a
textual context.

In this chapter we address the entity type ranking problem by means of KG
embedding models. In our work, we show that entity type ranking can be seen
as a special case of the KG completion problem. Embeddings can be learned from
both the structural and probabilistic information of the entities. We propose a
Representation Learning model for Type Ranking (RL-TRank) and the results of the
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structure embedding and the probabilistic embedding are combined to get the entity
type ranking. Experimental results show that the accuracy of RL-TRank approaches
outperform the state-of-the-art type ranking models while, at the same time, being
more e�cient and scalable.

5.1 Introduction

Type information plays an important role in knowledge bases e.g, DBpedia [71], YAGO
[9], Freebase [10], Wikidata [21]. It facilitates several applications such as entity
linking, entity search, question answering, etc. As web search user expectations
increase, the e�ective use of knowledge graphs to generate Search Engine Result Pages
(SERPs) becomes essential. Given a user query, the generated SERP presents related
information available in the knowledge graph. Entities’ relevant types can be shown in
the SERP to recommend more meaningful facts for entity-centric queries, which will
increase user engagement [81]. Entity types carry information about the di�erent roles
of an entity [18]. As an example, in Freebase entity ‘Donald Trump’ has 32 types
information including “Wealthy Person”, “Organization founder”, “Businessman”,
“Celebrity”, “Person or entity appearing in �lm”, “Actor”, “Architectural structure
owner”. From those types we can understand the characteristic of the entity ‘Donald
Trump’. Out of all possible types attached to an entity in a knowledge graph, only
few may be relevant to a user looking for information about an entity on the Web.
Thus, the task of ranking entity types by their relevance to a user’s information need
becomes important. Entity type ranking approaches can be used to select which entity
type to display given the limited space on entity cards presented to users in SERPs. We
can also de�ne the task of ranking entity types as a kind of entity summarization task.
Tonon et. al. [55] proposed TRank, which is the �rst e�ort addressing the entity type
ranking problem. TRank introduced di�erent approaches to deal with the problem and
used crowdsourced relevance judgment on real datasets to experimentally evaluate the
proposed ranking methods.

In this work, we propose a representation learning model to tackle the entity type
ranking problem by incorporating knowledge graph embedding models. In order to
be directly comparable with previous work, in our experimental setup we use the
same datasets used to evaluate previously proposed entity type ranking methods [55].
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The advantages of our model over previous work are that it is easier to interpret as
compared to learning to rank models and it is scalable at the same time.

A knowledge graph is a heterogeneous structure that stores facts about real world
entities in a machine readable format, where nodes denote entities and links between
entities denote relations among entities. This data is represented as a triplet, (ℎ, A, C),
where ℎ and C are entities in real world and A is a relation between ℎ and C . For example,
consider a triple (Donald Trump, presidentOf, USA) where Donald Trump, USA are
head and tail entities respectively, and presidentOf is the relation between these two
entities.

Knowledge graphs have attracted research attention in many �elds, e.g., rec-
ommendation systems [61, 59], dialogue systems [82, 83], information extraction
[84, 85]. Several KG structure embedding models have been proposed over the last
few years to address the knowledge graph completion task. Translation distance
based models gained popularity for their simplicity and e�ectiveness in knowledge
graph completion. Translation based models can successfully model relations between
entities as translations in a vector space. The basic principle (TransE [35]) is h + r ≈ t ,
where (ℎ, A, C) holds (h, r, t are embeddings of ℎ, A, C respectively).

In this study, we introduce a “relevance” property and connect the entity and its
respective types with this relevance property. So, the triples in this study are organized
as (entity, relevance, entity_type). We denote the triple as (4, A4;4E0=24, C?), where 4
and C? are the entity and entity type respectively and A4;4E0=24 connecting them is
similar to the rdfs:type property in knowledge graphs.

To deal triples, we introduce two modules, namely Structure Embedding (SE) and
Probabilistic Embedding (PE). Following the popular translation-based embedding
models, we adopt three popular embedding models (TransE[35], TransH[37], and
TransR[36]) for our SE module. We also evaluate those models individually. In our
RL-TRank model, SE focuses on modeling relationship structures of the datasets and
PE captures the correlations of entities with their corresponding types.

The main contributions of this chapter are:

1. A novel way to use representation learning model for ranking entity types.

2. The use of a “relevance” property within a novel knowledge graph construction
technique to address type ranking problem.
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3. An experimental evaluation showing that proposed RL-TRank models are more
e�ective and outperform the state-of-the-art type ranking baselines.

Figure 5.1: Entity type ranking based on a knowledge graph (image resources are
obtained from Wikipedia).

5.2 Entity Type Ranking Approach

In this section, we provide the formal de�nitions and show how the entity type ranking
problem can be interpreted as KG embedding models and how the ranking function for
entity types can be derived from such models (Fig. 5.1). We mentioned the formal
de�nition of KG in the chapter 2. In KG embedding we, work with the relational triples
(in this case we also include type-like triple as well), so de�ning it based on triples only
again in this chapter.

De�nition 1 (Knowledge Graph)

A knowledge graph is de�ned as a set of triples in the form (ℎ, A, C) where ℎ, C ∈ �
and A ∈ ', where E is the set of entities and R is the set of relations among the
entities. In our problem we assume entity, 4 ∈ � and entity type, C? ∈ ) ⊂ �,
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where T is the set of entity types. An entity type can be considered as distinct
item/characteristic. Such an assumption helps us to de�ne the type ranking problem
using knowledge graph embeddings. Crowd-sourced judgments between an entity
and an entity type is encoded by a special property “relevance”.

De�nition 2 (Entity Type Ranking)

Given the pair composed by entity and entity type, we use the “relevance” property
to generate a set of triples (e, relevance, tp). The task is to identify a ranking function
5 (4, C?) that assigns a score to each entity-entity type pair and then sorts the types
based on the scores computed for a speci�c entity.

Figure 5.2: TransE: The ranking function is de�ned through the distance between
(4 + A4;4E0=24) and C? .

5.2.1 Structure Embedding (SE)

In KG, we interpret a relationship as the translation from the head entity to the tail
entity, to characterize the structure information [35]. Knowledge graph embedding
models map entities and relations in a KG to a vector space and predict unknown triples
by scoring candidate triples. The translation distance based models have gathered
attention because of their e�ciency and simplicity among other KG embedding models.
In SE embedding model, we employ state-of-the-art translation distance based models
to rank the types as follows:
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TransE [35] learns embedding as h + r ≈ t where (ℎ, A, C) holds. Hence, (h + r) is
very close to t (see Fig. 5.2). The score function of TransE is:

5 (h, t) = −|| h + r − t | |;1/2 (5.1)

which is high if (ℎ, A, C) holds, and low otherwise.
For the entity type ranking problem, we de�ne the score function as:

5A4;4E0=24 (e, tp) = −|| e + relevance − tp | |;1/2 (5.2)

Figure 5.3: TransH: The ranking function is de�ned through the distance between
(4⊥ + A4;4E0=24) and C?⊥.

TransH represents the relations by hyperplanes in the knowledge graph embedding.
This model projects entities on the hyperplane corresponding to a relation. One
entity has di�erent representations on di�erent hyperplanes. TransH models the
relation A as r on a hyperplane with the normal vectorwA . Given a triple (ℎ, A, C) the
entity representations h and t are projected on the hyperplane ofwA by the restriction
| | wA | |= 1 (see Fig. 5.3). Here, at the same time we see that the entity and the entity
type representations e and tp are projected on the hyperplane ofwA4; and that the
calculation can be expressed as follows:

e⊥ = e −wA4;>ewA4; ,
tp⊥ = tp −wA4;>tpwA4;

(5.3)

The score function is very similar to that of TransE:
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5A4;4E0=24 (e, tp) = −|| e⊥ + relevance − tp⊥ | |;1/2 (5.4)

Figure 5.4: TransR: The ranking function is de�ned through the distance between
(4A4; + A4;4E0=24) and C?A4; .

TransR [36] also addressed the �aws of TransE, in a slightly di�erent way than
TransH. TransR considers separate embedding spaces for entities and relations. The
assumption is that entities and relations are completely di�erent types of objects, so
they should not be in the same vector space. Given a triple (ℎ, A, C), TransR projects the
entity representations h and t into the space speci�c to a relation A (see Fig. 5.4). Here
we consider only the relation “relevance” as compared to other knowledge graph
embedding models. The projection matrix, SA4; projects the entity and entity types to
the relevance space, i.e.,

eA4; = eSA4; , tpA4; = tpSA4; (5.5)

where e, tp ∈ R= , relevance ∈ R= , and SA4; ∈ R=×= is the projection matrix from the
entity space to the relevance space. The score function is as follows:

5A4;4E0=24 (e, tp) = −|| eA4; + relevance − tpA4; | |;1/2 (5.6)

In this study, we follow knowledge graph embeddings to model the entity type
ranking task. According to the Open World Assumption (OWA) knowledge graphs
contain only correct facts and non-observed facts can be either incorrect or missing
from the knowledge graph. As for training purposes negative triples are also required,
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we prepare negative triples for the model training as follows. We de�ne a margin-based
loss function as objective similar to knowledge graph embedding models for training
[35]. We show how the loss function based on the A4;4E0=24 property is the same for
all the relations in the set of '.

!(� =
∑

(4,A4;4E0=24,C?)∈(

∑
(4 ′,A4;4E0=24,C? ′)∈( ′

<0G
(
0, 5A4;4E0=24 (e, tp) + W − 5A4;4E0=24 (e

′

, tp
′)
)

(5.7)

5A4;4E0=24 (4, C?) is the energy function score of the positive triple and 5A4;4E0=24 (4
′
, C?

′) is
that of the negative triple. W is the margin, ( is the set of positive triples and ( ‘ is the
set of negative triples. Existing knowledge graphs only contain correct triples [35].

(
′
= {(4 ′, A4;4E0=24, C?) |4 ′ ∈ � ∧ 4 ′ ≠ 4 ∧ (4, A4;4E0=24, C?) ∈ (}

∪{(4, A4;4E0=24, C? ′) |C? ′ ∈ ) ∧ C? ′ ≠ C? ∧ (4, A4;4E0=24, C?) ∈ (}

As the equation suggests, we randomly replace the heads and tails of positive triples
with other entities in � and entity types in ) , respectively. Moreover, the new triples
generated after such replacement will not be considered as negative triples if they
already exist in ( . In the training phase, the ratio of the positive and the negative
triples is same.

5.2.2 Probabilistic Embedding (PE)

In PE model, we take the advantage of the probabilistic modeling [86, 85] of KGs but
we keep the score function 5 simple. From the SE models we learn that the simplest
way to measure the plausibility of a triple (4, A4;4E0=24, C?), by de�ning the score
function, 5 (e, tp) = −|| e + relevance − tp | |;1/2 .

PE model de�nes the conditional probability on triples as follows:

%A (C? |4, A4;4E0=24) = 4G?{5A4;4E0=24 (e, tp)}∑
¯C?∈) 4G?{5A4;4E0=24 (e, ¯tp)} (5.8)

Eq. (5.8) states the conditional probability of an entity type C? where the relevance
relation and an entity are given over a fact/triple. In the same way, we can de�ne
%A (4 |A4;4E0=24, C?) and %A (A4;4E0=24 |4, C?). So the objective function is given as:
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!%� = −
∑

(4,A4;4E0=24,C?)∈(

(
log %A (4 |A4;4E0=24, C?)

+ log %A (A4;4E0=24 |4, C?) + log %A (C? |4, A4;4E0=24)
)

(5.9)

The summation is over ( which is the set of all positive facts.

5.2.3 Ranking

Considering the above two component models together, the �nal loss is:

! = !(� + !%� (5.10)

!(� and !%� are loss functions for the structure embedding and the probabilistic
embedding, respectively. We adopt stochastic gradient descent (SGD) to optimize the
above loss functions. Here, !(� could be TransE, TransH or TransR model.

We de�ned the entity type ranking problem formally in De�nition 2. The task is to
rank a set of = entity types according to a speci�c entity. The core idea is to build
a knowledge graph with existing relations in the knowledge graph and add entity
and entity type pairs with a “relevenace” property to the knowledge graph together
with other existing relations (see Fig. 5.1). Once this is done, the model learns the
knowledge graph embedding, which includes all the triples as well as the “relevance”
property triples. This model is evaluated over queries of the form (4, A4;4E0=24, ?) as a
task of ranking C? based on the rank of gold entity type C?∗. Here, we learn the vector
representations of (4, A4;4E0=24, C?) triples along with other triples (ℎ, A, C) and capture
richer semantics for entities and their types.

5.3 Experiment

To evaluate the validity of the RL-TRank approaches, we use the datasets created
by [55]. In this section, we discuss data sources and the experiments that we have
conducted to assess the performance of the proposed entity type ranking models.
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5.3.1 Data Collection and Annotation

First, we brie�y discuss the data collection and crowd-sourced relevance judgments of
our datasets. Data had been collected from the top news of each category from the
New York Times (NYT) website during the period of February 21 to March 7, 2013.
The retrieved entities were then linked to DBpedia and attached to corresponding
types available in Linked Open Data (LOD). To collect the relevance judgments for
entity and type pairs, anonymous crowd workers have been involved. Crowd workers
were asked to select all types which are relevant to an entity in two ways: 1) by only
looking at the entity, and 2) by judging type relevance given the textual context (e.g., a
sentence, a paragraph, or collection of paragraphs) where the enitity appears. In each
dataset one entity only appears once for each context. Crowd workers voted for each
(4=C8C~, C~?4) pair. Type relevance has been measured based on how many workers
voted for it. Pairs without any vote are considered irrelevant types. In this chapter
we make use of the Entity Only (EO), Sentence Collection (SC), Paragraph (PG) and
3-Paragraphs (3PG) datasets from [55] to conduct our experimental evaluation. We
construct the knowledge graph based on those datasets and evaluate RL-TRank models
(see section 5.3.2).

5.3.2 Knowledge Graph Construction

We created knowledge graphs for the entity type ranking task based on the mentioned
datasets. In the EO dataset we have 770 distinct entities with their associated types and
relevance judgments. Entities of this dataset have been extracted from NYT articles
and later linked with DBpedia. Each entity in the EO dataset has at least two types.
We collected the related facts for those entities by leveraging DBpedia to create our
knowledge graph. During the knowledge graph creation step we only considered those
triplets that are directly connected to the entities in our datasets. One entity can have a
subject or object role in the considered facts.

In order to select the most relevant properties for the knowledge graph construction,
we select a subset of properties from the DBpedia ontology to create the knowledge
graph by sorting them according to their frequency of occurrence for each entity. As
an example, for the entity ‘Tom Hanks’, dbo:starring appears 51 times in DBpedia.
We set a threshold of frequency to select the properties and included them in the
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Table 5.1: Statistics of the datasets.

Dataset #Entities #Relations #Triples

EO 21,655 336 360,366
SC 24,528 401 411,568
PG 28,772 162 378,227
3PG 14,258 157 270,348

knowledge graph. We add all the dbo:properties where frequency is more than 2.
For example, for Tom Hanks we obtain: dbo:starring (51), dbo:producer (23), dbo:
executiveProducer (6), dbo: director (3), dbo:writer (3), dbo: narrator (3), dbo:spouse
(2), dbo: birthDate (2), dbo:portrayer (2). We collect facts for each mapped entity in
this way and then preprocess the dataset by �ltering out low frequency entities (i.e.,
frequency lower than 10) and relations (i.e., frequency lower than 10).

We �nally include the “relevance” property, considering the crowd relevance
judgment scores. In our dataset, (4=C8C~, C~?4) pairs have been judged over a four-level
relevance scale: Score 3 means that pair counted as most relevant and score 0 means
not relevant at all. We only include relevant types to the knowledge graph and �lter
out the (4, C?) pairs which have score 0 and score 1.

The Sentence Collection dataset (SC) is constructed as follows. In this collection
sentences from NYT articles that had at least two entities were included. Then, crowd
workers were asked to judge the relevance of the types of the entities appearing in a
sentence by considering the sentence as textual context. In this dataset we have 1,108
unique entities.

In the PG dataset, entities are collected from paragraphs rather than from a sentence.
Each paragraph contains at least two entities having more than two types. On the
other hand, the 3PG dataset is a collection of 3 paragraphs for each entity. The purpose
of construction SC, PG and 3PG were to give the crowd workers some context to
decide on the best suited type for the entities. The knowledge graph construction
and data preprocessing steps are the same for all the datasets, as described earlier in
this section. We split the data into a training, validation, and test, containing, for
each entity in each dataset, respectively 70%, 10% and 20% of the A4;4E0=24 properties.
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In Table 5.1, we show the detailed statistics of the datasets after constructing the
knowledge graph. In Table 5.1, we show the total number of entities (including the
entity type, C? ∈ ) ⊂ �), relations including the “relevance” property, and triples.

5.3.3 Evaluation Measures

We use Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain
(NDCG) to assess the quality of the entity type ranking models we proposed. Average
Precision is de�ned as

�% ()4) =
∑
C?∈)4 A4;4E0=C (C?8) · %@8
|'4;4E0=C (C?8) |

, (5.11)

where )4 is the set of all types of an entity 4 , '4;4E0=C (C?) is 1 if C? is a relevant type
for the entity 4 and 0 otherwise, '4;4E0=C ()4) is the set of relevant types for 4 , and %@8
indicates precision at cuto� 8 . MAP is de�ned as the mean of AP over all entities in the
collection.

The NDCG metric with cut-o� level: , is calculated as: #���@: = ���@:/;���@: ,
where ���@: =

∑:
8=0(A4;8/;>62(8 + 1)). ;���@: is the maximum attainable ��� ,

and A4;8 is the graded relevance assigned to the result at position 8. MAP considers
binary relevance while NDCG can deal with non-binary relevance judgment.

5.3.4 Parameters of SE Models

In our implementation, TransE, TransH and TransR were optimized by SGD. For
getting best model performance we tune �ve parameters. We select the margin W from
{0.5,1,2}, the embedding dimension 3 of vectors among {10, 20, 30, 40, 50, 75, 100},
the learning rate U from {0.0001, 0.0005 0.001, 0.005, 0.05, 0.01}, the batch size � from
{20,50,100,200,300,1440,2000} and a dissimilarity measure (�.() in embedding score
function from {L1,L2}. The parameter values used in our experiments to obtain the best
results are given at Table reftable:para51.
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Table 5.2: Parameter settings for datasets.

Dataset Model U � W 3 �.(

EO
TransE 0.0001 200 1 40 L1
TransH 0.001 300 1 50 L1
TransR 0.001 1440 1 50 L1

SC
TransE 0.0001 200 1 50 L1
TransH 0.005 300 1 50 L1
TransR 0.001 1440 1 50 L1

PG
TransE 0.0001 200 1 50 L1
TransH 0.005 300 1 50 L1
TransR 0.005 2000 2 50 L1

3PG
TransE 0.0001 200 1 40 L1
TransH 0.005 300 1 50 L1
TransR 0.005 2000 2 50 L1

5.3.5 Results

Since the datasets are the same as the ones used by [55], we directly copied the results
as reported in literature [55]. We report the e�ectiveness of these models over four
datasets (EO, SC, PG and 3PG). Table 5.3 indicates that RL-TRank models outperformed
the baseline models along with the SE models separately. For RL-TRank model, it
captures both the structures and the probabilistic information of KGs. RL-TRank
with TransE and TransH obtain better results compared to RL-TRank with TransR. In
the entity-only (EO) dataset RL-TRank achieves the good performance in MAP . In
other datasets, RL-TRank (TransH) shows the best performance. Among previous
approaches, DEC_TREE (decision trees) achieved best result in TRank. RL-TRank
(TransH) achieves 10.32%, 12.42%, 12.32% and 6.17% improvement in performance
(NDCG) over DEC_TREE on EO, SO, PG and 3PG datasets respectively.

RL-TRank consists of two components: SE model and PE model. We observed that
SE models contribute largely to the over all performance of the RL-TRank than PE
models. Some entities/types have very limited entry in training data, in such cases
joint model show better result than individual models (SE/PE) in the testing phase.We
have seen that SE models individually outperformed the TRank model. In ensemble
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Figure 5.5: Dimension (X-axis) Vs NDCG (Y-axis) plotted in this �gure for each
datasets.Here, (a) Entity Only dataset (b) Sentence Collection (c) Paragraph dataset (d)
3-Paragraphs dataset

learning it is a common practice to add di�erent model to improve the output results.
By following that principle, we here add two components to compute the �nal results.
It is possible to add more components with this type of ensemble models. In the next
chapter (Chapter 6), we discuss about how to improve the ensemble learning and
use other models as well to perform type-like triple scoring or entity type ranking
task. For this reason we have analyzed the SE models deeply. One very interesting
observation is the result of TransR among the SE models. TransR showed promising
results in knowledge graph benchmark datasets compared to TransE and TransH.
TransR is a more complex model than TransE and TranH. Over these type ranking
datasets, TransR failed to project the entity and type relationships. In this study
we focused on the “relevance” relation only. TransH obtains very good results for
“relevance” relationship, but for other existing relations in our constructed KG datasets,
the performance of TransR is satisfactory. One assumption that explains these results
is that with more data of “relevance” relation property, TransR may show better type
ranking performances.

One of the drawbacks of translation based models is the need to tune hyper
parameters. In Table 5.2, we report results for the best parameter settings of the models
based on the used datasets.
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Table 5.3: Comparison of translation based models and baseline models on the
four benchmark datasets. The code of TransE, TransH, TransR are taken from
https://github.com/thunlp/TensorFlow-TransX.

Approach EO SC PG 3PG

NDCG MAP NDCG MAP NDCG MAP NDCG MAP

FREQ 0.6284 0.4659 0.5409 0.3758 0.5315 0.3739 0.5250 0.3577
WIKILINK-OUT 0.6874 0.5406 0.6050 0.4521 0.6063 0.4550 0.6059 0.4444
WIKILINK-IN 0.6832 0.5342 0.5907 0.4213 0.5879 0.4254 0.5853 0.4143
SAMEAS 0.6848 0.5328 0.6049 0.4310 0.5990 0.4221 0.6172 0.4417
LABEL 0.6672 0.5067 0.6075 0.4265 0.5883 0.4104 0.5821 0.4034
SAMETYPE - - 0.6024 0.4452 0.5917 0.4327 0.5813 0.4256
PATH - - 0.6507 0.4956 0.6538 0.4974 0.6315 0.4742
DEPTH 0.7432 0.6128 0.6754 0.5385 0.6797 0.5475 0.6741 0.5354
ANCESTORS 0.7424 0.6154 0.6967 0.5637 0.6949 0.5662 0.6879 0.5562
ANC DEPTH 0.7469 0.6236 0.6832 0.5488 0.6885 0.5546 0.6796 0.5423

DEC-TREE 0.7614 0.6361 0.7373 0.6079 0.7979 0.7019 0.7943 0.6914
LIN-REG 0.7373 0.6079 0.6906 0.5579 0.6987 0.5702 0.6899 0.5529

TransE 0.8203 0.6675 0.7322 0.6122 0.8021 0.6339 0.7543 0.6343
TransH 0.8198 0.6631 0.7967 0.6544 0.8502 0.7394 0.8324 0.7141
TransR 0.7623 0.5509 0.7021 0.5687 0.8123 0.6913 0.7230 0.6032

RL-TRank (TransE) 0.8390 0.6892 0.7618 0.6434 0.8673 0.7078 0.7718 0.6577
RL-TRank (TransH) 0.8401 0.6892 0.8289 0.6896 0.8962 0.7899 0.8435 0.7288
RL-TRank (TransR) 0.7776 0.5700 0.7356 0.6057 0.8681 0.7535 0.7394 0.6216
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Table 5.4: Performance in di�erent embedding dimension 3 .

Approach Dimension EO SC PG 3PG

NDCG MAP NDCG MAP NDCG MAP NDCG MAP

TransE 0.5888 0.0.4792 0.5029 0.3727 0.6559 0.5239 05650. 0.4623
TransH 10 0.5744 0.4782 0.5162 0.4050 0.5957 0.4753 0.6107 0.5273
TransR 0.4039 0.3201 0.3987 0.3263 0.5139 0.3716 0.5222 0.4043

TransE 0.6107 0.5056 0.5511 0.4133 0.6824 0.5346 0.6292 0.5097
TransH 20 0.6108 0.5006 0.6283 0.5071 0.6212 0.4700 0.6777 0.5566
TransR 0.5469 0.4449 0.4223 0.3450 0.5384 0.4069 0.5417 0.4116

TransE 0.7796 0.5622 0.6583 0.5041 0.7068 0.5832 0.6890 0.5549
TransH 30 0.7328 0.5227 0.7236 0.5767 0.7345 0.6115 0.7001 0.5701
TransR 0.7225 0.5218 0.5215 0.4215 0.6274 0.4974 0.6442 0.5142

TransE 0.8203 0.6575 0.7322 0.6123 0.8021 0.6339 0.7511 0.6411
TransH 40 0.8177 0.6386 0.7239 0.5766 0.8003 0.7834 0.7699 0.6511
TransR 0.7564 0.6119 0.6098 0.4773 0.7757 0.6259 0.6786 0.5433

TransE 0.8112 0.6331 0.7304 0.5815 0.8019 0.6529 0.7543 0.6326
TransH 50 0.8198 0.6631 0.7967 0.6544 0.8502 0.7394 0.8324 0.7141
TransR 0.7623 0.6155 0.7021 0.5687 0.8023 0.6913 0.7230 0.6042

TransE 0.8074 0.6102 0.7062 0.5362 0.7604 0.6243 0.7213 0.5891
TransH 75 0.8045 0.6102 0.7709 0.6432 0.8200 0.6688 0.8079 0.6578
TransR 0.7612 0.4932 0.6982 0.5282 0.8099 0.6786 0.6972 0.5627

TransE 0.7434 0.5407 0.6936 0.5522 0.7412 0.6143 0.7121 0.5808
TransH 100 0.7510 0.5407 0.7637 0.6025 0.8055 0.6657 0.7828 0.6513
TransR 0.7001 0.5201 0.6442 0.5017 0.7636 0.6441 0.6812 0.5303
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We also observed that the embedding dimension of SE models a�ect the perfor-
mances of the RL-TRank models. In Table 5.4, we show the NDCG and MAP values
obtained by changing the embedding dimension 3 . TransE achieved the best results
with 3 = 40 for the EO dataset while for other datasets, TransH performed better with
3 = 50. Though TransR showed poor result consistency, its e�ectiveness was low if 3 is
set to 10 or 20. We observed that for 3 > 50 the performances decrease gradually for all
models in our four datasets. In Fig. 5, we show the evolution of NDCG as a function
of the embedding dimension, 3 for all the models in four datasets. We mentioned
earlier that the triples with “relevance” relations are neither symmetric nor transitive.
So, we employed simple SE models in RL-TRank rather than using complicated SE
models e.g., ComplEx [4], DistMult [43]. However, it is comforting to see that the
performance di�erence with the baseline models becomes wider when involving
probabilistic embedding, because the probabilistic information provide additional
information to embed entities and corresponding types, especially for sparse datasets.

5.4 Conclusion

In this chapter, we have presented a novel way to apply representation learning models
to the entity type ranking task by introducing a “relevance” property between an entity
and its corresponding entity types. One of the challenges of this task was building a
KG to serve the ranking purpose. We described a way of creating a KG to tackle type
ranking problem. We showed that knowledge graph embeddings can be e�ectively
used in the entity type ranking problem. To do this we de�ned a ranking function
based on the score of (4, A4;4E0=24, C?) triples. Later, we have experimentally shown
how parameter tuning (especially the embedding dimension) a�ects the performances
of the SE models. We compared our model against baseline methods using previously
adopted benchmark datasets. We observed that RL-TRank models are signi�cantly
more e�ective on the entity type ranking task than the baseline models.





81

6
Joint Representation Learning with Text

and Knowledge Graph Data for Triple
Scoring

In this chapter, we extend the ideas of scoring the types relevant to entities. We
devise an ensemble of �ve base scorers, so as to leverage the power of both text and
knowledge graph embedding for that task. Our method inspired by two literatures
[1, 2] which also handle the same task for scoring the triples.

6.1 Introduction

We mentioned earlier that the KB contains many entity types that are confusing for
humans when querying a KB. For example, Barack Obama has four professions listed
in Freebase, namely Politician, Lawyer, Law professor, and Author, but it is considered
that people primarily want to retrieve Barack Obama as a Politician. Recently, Bast et
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al. [1] addressed this problem by assigning a relevance score to each pair consisting of
an entity and its type in KB. These scores enable us to enhance the ranking results of
entity retrieval tasks by sorting the results based on these relevance scores.

We perform the Triple Scoring Task as the similar way as WSDM Cup 2017 [87, 1].
In this task type-like relations between persons and professions/nationalities have been
addressed. The relevance score is the sum of seven crowdworkers’ votes on whether
they think that each profession/nationality is primary for the speci�c person. Hence,
the score ranges from 0 to 7 by an integer. As an additional source of information
Wikipedia sentences have been provided, which include annotations of persons,
although according to the rules other data could be used. Small portions of relevance
scores were also provided as training data.

As we mentioned earlier this task was introduced by WSDM Cup 2017, on that
competition 21 teams made a submission and the team BOKCHOY won the �rst award
based on accuracy. BOKCHOY extended the baseline paper and introduced path
ranking to the model. This model solely learns from statistical method and relational
path. In fact, in most KGs there are also concise descriptions for entities, with rich
semantic information about these entities.

In our approach, we mainly rely on a set of structured facts, unstructured text and
entity description retrieved from Wikipedia. This study presents a joint learning
approach that learns entity vectors by leveraging resources of both raw and labeled
text as well as graph knowledge. We �rst present a Joint Representation Learning with
Text and Knowledge Graph Data (RL-TKG) for type-like triple scoring. Here we exploit
the paragraph vector (PV) model [88] though a di�erent training approach is adopted
in our study. Proposed RL-TKG achieves the best performance in the accuracy metric
compare to the other participants in the WSDM Cup 2017 triple scoring task.

6.2 Problem Statement

The triple scoring task is to predict, for each triple from type-like relations, a relevance
score in the range of 0-7. Two types of such relations are considered, i.e., profession
and nationality [87]. The prediction task is con�ned to 385,426 di�erent persons, 200
di�erent professions, and 100 distinct nationalities, all contained in Freebase. Let �, % ,
and # denote the sets of persons, professions, and nationalities, respectively. Training
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data includes:

• wiki-sentences: 33,159,353 sentences from the English version of Wikipedia with
annotations of the 385,426 persons in �;

• profession.kb: all professions for a subset of 343,329 persons, extracted from a
14-04-2014 dump of Freebase;

• nationality.kb: all nationalities for a subset of 301,590 persons, extracted from the
same dump;

• profession.train: relevance scores for 515 triples (pertaining to 134 persons) from
profession.kb;

• nationality.train: relevance scores for 162 triples (pertaining to 77 persons) from
nationality.kb.

Results are evaluated on a test set consisting of triples from the two .kb �les, but
with relevance scores as ground truth. Three metrics are used for evaluation, i.e.,
accuracy (ACC), average score di�erence (ASD), and Kendall’s tau (TAU).

6.3 RL-TKG

In Figure 6.1, we show the illustration of our approach.

6.3.1 Model Components

This model has �ve components: Word Classi�cation Model , Word Counting Model,
Generative Model (Word MLE), Path Ranking and Description Embeddings. Beside that
we also brie�y describe the text selection technique to train the models.

Text Selection for Model Training

We adopt the similar technique as described in [1, 2] for text data selection for training.
We also exploit the English Wikipedia, utilizing the fact that persons in Freebase often
have a link to their Wikipedia article. We need information about the entities which
appear in the profession.kb and nationality.kb �les. Moreover, we also collected the
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Figure 6.1: An overview of the RL-TKG. The blue part is introduced by this study (our),
the pink and green parts are proposed by Bast et al. [1] and BOKCHOY [2] respectively.

Wikipedia description for each profession or nationality e.g., professon "Actor"1 has a
descriptive page on Wikipedia. For each profession % or each nationality # we select,
from the profession.kb �le/nationality.kb, people with only that profession/nationality
as positive candidates, and people who do not have that profession/nationality at all as
negative candidates. Then we extract the corresponding sentences of those entities.
Afterward, we preprocess the raw text and prepare for the models.

Word Classi�cation Model

In this model logistic regression has been introduced to train whether a profession/-
nationality is primary or secondary for a given person according to the [1]. From
the extracted text, word counts have considered as feature. Positive and negative
examples have chosen randomly in training phase. The ratio of the positive and
the negative examples were same. L2-regularization is used during training on the
balanced examples (positive and negative). These models can then be used for persons

1https://en.wikipedia.org/wiki/Actor
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with multiple professions/nationalities to make a binary decision if each of his or her
profession/nationality is primary or not (secondary).

Word Counting Model

This model takes words as indicators of professions/nationalities, and based on the
extracted Wikipedia sentences it predicts a person’s most relevant profession/nationality
by judging how much his/her associated text is indicative of that profession/nationality.
Here, we employ TF-IDF as described in [1]. For each profession in P, we construct a
training corpus consisting of text associated with only the positive candidates and
calculate the TF-IDF value for each word in the training corpus, and weight that word
by its tf-idf value. To speed up the learning process, we consider only the top 130,000
words with highest frequencies in the corpus. So scoring function can be de�ned as
follows:

B =
∑
F8

=F8 · C 5 − 83 5 F8 (6.1)

where =F8 is the number of times the wordF8 occurs in the person’s associated text and
C 5 − 83 5 F8 is the weight of that word.

Generative Model (Word MLE)

Our third base scorer is a generative model and we named it as Word MLE model
because it utilizes Maximum Likelihood Estimation (MLE). The idea of a generative
model, Word MLE is to generate the texts associated with a person given his/her
profession/nationality. For a person with : professions/nationalities and = word
occurrences in the associated text: in the next step, we pick one of the: professions (here
we show the equation with the profession example) with probability % (?8); generate
wordF 9 with % (F 9 |?8); repeat until all n words are generated. The joint probability
for word F and profession ? is then % (F, ?) = % (F |?)% (?). The log-likelihood of
generating the n words from the : professions is:

log! =

=∑
9=1
[C 5 9 · log

:∑
8=1

% (?8)% (F 9 |?8)] (6.2)
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where C 5 9 is the frequency of wordF 9 , computed as its tf-idf value in the text associated
with all persons in E. Only the top 20,000 words with highest frequencies are kept for
e�ciency reasons. To compute % (F 9 |?8), we collect text associated with the positive
candidates for profession ?8 , and calculate the tf-idf value of wordF 9 . The training and
the parameter settings of this model adopted from [1].

Path Ranking

Our fourth base scorer is knowledge graph path ranking algorithm. Path ranking
approach usually used for reasoning on knowledge bases. The key idea is to build for
each relation a binary classi�er, with paths that connect two entities as features, to
predict whether the two entities should be linked by that relation or not. To obtain
labeled training data for path ranking, we use the same dataset as [2]. In the feature
extraction step, we conduct Depth-First Search (DFS) to enumerate all paths with a
bounded length of ; ≤ 3 between the two entities as described in [2]. After feature
extraction, we simply compute the value of each feature as the number of times it
appears in each labeled example. Then we adopt Random Forest Classi�er to train a
binary classi�er. We randomly split the labeled examples into 70% training and 30%
validation. Parameter settings are adopted from BOKCHOY [2] as we have extended
the model to get better performance.

Learning from Description Embeddings

In RL-TKG we introduced a simple description embeddings model based on word2vec
technique [16]. We collected the descriptions of entities and all the Wikipedia articles of
professions (total 280 professions according to the dataset) and nationalities. Learning
entity/profession/nationality vectors with raw text can be simply implemented by
treating entities/professions/nationalities as words (or phrases) and learning them
together with other words. To keep the model simple, we have employed skip-gram
technique to calculate such vectors [16]. The simple approach to learning with labeled
text is to average the vectors of words involved in the description of the current head or
tail. It can be expresses as (here we show it for head entity for tail it works similarly):

E4 =
1
| �4 |

∑
F∈�4

EF (6.3)
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where E4 denotes the vector of entity 4 , and EF denotes the vector of wordF . �4 is the
set of word tokens within the description of 4 , and | �4 | represents the size of �4 . We
minimize the following margin-based score function as objective for training:

!� =

 ∑
%8∈%

<0G{0, W − 5 (4ℎ + A, 4C ) + 5 (4ℎ
′ + A, 4 ′C )} (6.4)

Here,W is the margin, 4ℎ, 4C denotes the vector of head entity (prepared as di�ned by
6.3) and A is the profession/nationality relation in this case.5 (·) is the dissimilarity
function between 4ℎ + A and 4C . Denote the related entity-type pairs de�ned by the
set % = %8 ; %8 = (4ℎ, 4C ). For each pair %8 , the negative sampling corrupts the pair by
replacing either the head entity 4ℎ or the tail entity, 4C with a randomly selected entity.

6.3.2 Adjusting the Weights of Trigger Words

It is a usual case that �rst sentence of the Wikipedia page contains the most valuable
information about entity’s profession and nationality. Picking those words may reveal
the entities’ true profession/nationality. Trigger words are those that have the same
meaning with the entity type. One example would clear the concept. Trigger words of
a profession include (i) the original and plural forms, e.g., actor and actors for Actor,
(ii) synonyms, e.g., enterpriser for Entrepreneur, and (iii) hyponyms, e.g., runner
andjumper for Athlete. Synonyms and hyponyms are obtained from WordNet 3.0. It
also works same for the nationality. This trigger word concept introduced by [2]. For
RL-TKG we adopt their heuristic system to get better performance.

6.3.3 Score Mapping

In this work, we employ �ve di�erent scoring functions to judge the triples. In the
ground truth dataset, the score ranges from 0 to 7 by an integer. So, it is required to
map such results to integer triple scores in the range of 0-7. Three strategies have been
employed and they are as follows:
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Maplin

It is a very basic linear strategy introduced in [1]. Linearly scale computed values
to the range 0 to 7. In practice, just divide all sums or probabilities by the highest
one. Then multiply by 7 and round to the nearest integer. For mapping a value s to a
triple score B< as: where B<0G is the highest value that a person get for all his/her
professions/nationality.

B< =

⌊
B

B<0G
× 7

⌋
(6.5)

Maplog

To scale the values to the range 0-7 obtained from di�erent scorer in a way that the
next highest score corresponds to twice the sum or probability. In practice, divide all
sums or probabilities by the highest one. Then multiply by 27 , take the logarithm to
base 2, convert it to integer. It can be de�ned as:

B< =

⌊
<0G{0, log2(

B

B<0G
× 27)}

⌋
(6.6)

Note that as here logarithm to base 2 has been employed so for very small values of B
we set B< to 0.

Mapscale

Mapscale is proposed in [2]. It is a linear mapping applied only on probabilities:

B< = bB × 8 − nc (6.7)

where n = 10−4 so that we can get B = 7 with B = 1. Table 6.1 summarizes the mapping
strategies used in the four base scorers for each of the two relations.

6.3.4 Model Training

As we mentioned earlier proposed RL-TKG is an ensemble learning model and we
extend the idea of [1, 2]. We compute the scores of the triples by �ve di�erent scorers
and then we map them to the score ranges from 0 to 7 by an integer. We jointly learn
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Table 6.1: Mapping strategies used in the �ve base scorers.

Models Profession Nationality

Word Classi�cation Mapscale Maplog
Word Counting Maplin Maplin

Word MLE Maplog Maplog
Path Ranking Mapscale Maplog

Description Embeddings Maplin Maplin

the triple scores to achieve better predictive performance. Here we choose weighted
averaging [89], which de�nes a triple t’s relevance score ( (C) as:

( (C) =
⌊
"C∑
8=1

F8B8 (C)
⌋

(6.8)

Here, "C is the number of base scorers that are used to score the triple; B8 (C) an
integer relevance score in the range of 0-7 predicted by the i-th base scorer; and
F8 = ���8/

∑"C
9=1��� 9 the weight of that base scorer. ��� 9 is the ACC value that the

j-th base scorer yield on the corresponding .train �le.

6.4 Experiment

Here, we discuss in detail our experimental �ndings and their implications.

6.4.1 Evaluation Measures

We use Accuracy (AUC), Average Score Di�erence (ASD) and Kendall’s Tau (TAU) to
assess the quality of the model we proposed.

• Accuracy (AUC): the percentage of triples for which the score computed by the
system di�ers from the score in the ground truth by at most 2.

• Average Score Di�erence (ASD): for each triple, take the absolute di�erence of
the system score and the score from the ground truth; add up these di�erences
and divide by the number of triples.
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• Kendall’s Tau (TAU): for each relation, for each subject, compute the ranking of
all triples with that subject and relation according to the scores computed by the
system and the score from the ground truth. Compute the di�erence of the two
rankings using Kendall’s Tau.

Table 6.2: Evaluation results on Profession Dataset

Models ACC ASD TAU
Ensemble (BOKCHOY) 0.84 1.44 0.25
−Word Classi�cation 0.83 1.47 0.25
−Word Counting 0.83 1.44 0.25
−Word MLE 0.81 1.52 0.28
− Path Ranking 0.82 1.44 0.25

Gailan 0.68 1.94 0.34
Radicchio 0.752 1.722 0.284

Celosia 0.69 1.74 0.35
Chicory 0.62 2.03 0.34

Cress 0.78 1.61 0.27
Word Classi�cation 0.74 1.79 0.32

Word Counting 0.72 1.69 0.30
Word MLE 0.59 2.46 0.31

Path Ranking 0.67 2.06 0.40
Description Embeddins 0.70 2.07 0.42

Ensemble (RL-TKG) 0.86 1.53 0.32
−Word Classi�cation 0.82 1.44 0.27
−Word Counting 0.83 1.40 0.26
−Word MLE 0.80 1.57 0.27
− Path Ranking 0.83 1.44 0.27

- Description Embeddins 0.83 1.47 0.25

6.4.2 Results

We evaluated the RL-TKG approach in the Triple Scoring Challenge at WSDM Cup 2017.
The tasks consisted in scoring triples from datasets containing persons’ nationalities
and professions. The participants were free to use data from any source as well as
any amount of computation. The training phase consisted of evaluating 515 triples
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Table 6.3: Evaluation results on Nationality Dataset

Models ACC ASD TAU
Ensemble (BOKCHOY) 0.89 1.27 0.30
−Word Classi�cation 0.90 1.25 0.28
−Word Counting 0.89 1.27 0.29
−Word MLE 0.91 1.34 0.29
− Path Ranking 0.89 1.28 0.30

Gailan 0.80 1.40 0.39
Radicchio 0.779 1.689 0.428

Celosia 0.77 1.55 0.42
Chicory 0.66 1.82 0.38

Cress 0.77 1.62 0.40
Word Classi�cation 0.72 1.82 0.45

Word Counting 0.76 1.68 0.45
Word MLE 0.64 2.09 0.41

Path Ranking 0.76 1.57 0.44
Description Embeddins 0.75 1.64 0.46

Ensemble (RL-TKG) 0.89 1.44 0.38
−Word Classi�cation 0.89 1.29 0.30
−Word Counting 0.89 1.32 0.31
−Word MLE 0.89 1.37 0.28
− Path Ranking 0.88 1.29 0.33

- Description Embeddins 0.89 1.40 0.38

(pertaining to 134 persons) from professions and 62 triples (pertaining to 77 persons)
from nationalities.

We �rst show the performance of using each of the �ve base scorers alone. The
results are shown in Table 6.2 and Table 6.3 (second row from the bottom). We can see
that (i) Word Classi�cation, Word Counting and Description embedding perform quite
well on both relations, but Word MLE substantially worse than them.

We further investigate di�erent strategies to combine the base scorers into an
ensemble. Please note that we exploit the technique re�ning by trigger word detection
and �nd signi�cantly better results, on both relations and with all the ensemble strate-
gies. The results are given in the second part of 6.2 and Table 6.3 (bottom row), where
"Ensemble" means combining all the �ve base scorers, and "Ensemble−Description
Embeddings", for example, combining the other four base scorers except Description
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Embeddings. We can see that combining multiple models generally performs better
than using a single model alone, and Ensemble gets relatively good performance
among these strategies; Ensemble−Word MLE performs even better than Ensemble-
RL-TKG (in AUC), due to the low performance of Word MLE; Ensemble−Description
Embeddings shows moderate performance among these strategies. It is worth to notice
that Path Ranking strategy derived form freebase data and Description Embeddings
from Wikipedia data. We observed that Ensemble (RL-TKG) worked better in AUC
metric but for other metric it could not achieve the best performance.

6.5 Conclusion

In this chapter we described our joint representation learning model with text and
knowledge graph data for triple scoring to task. Paragraph Vectors are trained to
represent documents that describe each property value (in our case each profession or
nationality). These vector representations are then used to measure the proximity
between an instance (person) representation vector and the vector that represents the
attribute to score (profession/nationality). We presented our experimental results on
the test datasets. . We achieved good performance on AUC metric but there are a lot of
scopes to improve in future.
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7
Conclusion

In this thesis, we investigated, designed, and evaluated a number of methods and
algorithms to exploit knowledge graphs and to increase the quality of their data. Our
work contributed to advancing the state-of-the-art in several tasks related to knowledge
graphs, namely, knowledge graph embedding for knowledge graph completion, entity
type ranking, and type-like triple scoring. We also studied how other applications can
bene�t from knowledge graphs by designing and evaluating an entity-centric system
considering entity types.

7.1 Summary

The lessons we have learned in this context are numerous and are related to the various
aspects of research on e�ect of entity type on knowledge graphs we have explored so
far.

In Chapter 4, we leveraged the entity types for knowledge graph embedding.
Knowledge graph (KG) is the most popular method for presenting knowledge in search
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engines and other natural-language processing (NLP) applications. To deal with the
challenges of KGs, many state-of-the-art models have been proposed. An issue is that
these proposed models ignore the category-speci�c projection of entities based on
relation type and also the problem of polysemy relations. An entity may therefore
involve multiple types or aspects. Considering all entities in just one semantic space is
therefore not a logical approach to building an e�ective model. So, we proposed TPRC,
which maps each entity based on its type considering the relation. We can then apply
any other existing translation-distance-based embedding models such as TransE or
TransR or TransD. We evaluated our model using two tasks that involve link prediction
and triple classi�cation. Our model achieved a signi�cant and consistent improvement
over other the state-of-the-art models. The strength of this model is that it can be
combined easily with other translation-distance-based models to improve accuracy
without making the models more complex.

In Chapter 5, we presented a representation learning based model for entity type
ranking. Usually entities in knowledge graphs can be associated with several types,
and we tackled the task of selecting the best type to show to users given an entity.
Surprisingly, we realized that always returning the most speci�c type is often not the
best choice. We de�ned a novel way of KG construction using the type information.
We showed how we can use the knowledge graph embedding techniques to such graph
and retrieve a ranked list of entity types.

In the later chapter, we devised an ensemble of �ve base scorers for triple scoring, so
as to leverage the power of joint text and knowledge bases for that task. We compared
our results with the participants of WSDM Cup 2017.

7.2 Future Work

In a broader context, we view our work as one of many contributions in NLP and
Semantic Web that study the combination of structured and unstructured information
(for di�erent tasks). In the following we present some compelling ideas that could be
pursued as an extension of this work and that can help advancing the current state of
knowledge graph technologies and semantic web applications.
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7.2.1 Utilizing Useful Information of Knowledge Graphs

Beside type information, knowledge graphs also include other vital information
e.g., literals. So the target is to exploit available information present in the original
KG, its latent representation as being only an approximation of the original KG,
will perform equally well on tasks that depend on its semantic information content.
Proper representation of entities and relations by including the datatyped literals will
increase the model’s semantic content and might thereby lead to quality improvement.
High-order relational dependency of multiple relation facts [90, 91] can be captured to
improve the characterization of a knowledge graph, and meanwhile can help logical
rule induction from the latent representations of the relations.

7.2.2 Extending TPRC with Bilinear and Neural Network based
Models

Recently, TuckER showed very impressive performance in the link prediction task.
It’s a fully expressive model and addressed the major issues of the KGE. We think it
would be a interesting experiment to add the idea of TPRC with the TuckER model.
Convolutional models are very parameter e�cient. So it would be worth checking the
performance of these models using type information in the relational context.

7.2.3 Actionable Knowledge Graphs (AKG) Generation

Knowledge graph has become an increasingly common and important component in
search engine result pages (SERPs). Popular search engines have recently utilized the
power of KGs to provide speci�c answers to queries in a direct way. SERPs are expected
to provide facts in response to queries that satisfy semantic meaning. This encourages
researchers to propose more in�uential knowledge graph generation techniques.

The purpose of actionable knowledge graph (AKG), as designed by NTCIR-13
is to select and rank attributes of entities in KGs that can best support "actionable"
search intents. The objective of actionable knowledge graph is to foster research on
generating knowledge graphs that are optimised for facilitating users’ actions e.g.,
buying, booking, downloading, travelling, etc. NTCIR-13 �rst introduced this concept
as a task. We have participated on that task and submitted our results. There are
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several challenging issues connected to actionable knowledge graphs to be tackled.
First of all, information on actions that can be performed on speci�c entities should be
collected. Another possible task consists in understanding what actions users want to
perform on certain entities, and map such transactional needs to their representations
in the knowledge graph. If the interface between the knowledge graph and the user
is a search box, the task is connected to Ad-hoc Object Retrieval. A future goal is
generating an AKG in SERPs to support action-oriented search intentions, which is
challenging but would be very useful to the end users.

7.2.4 Knowledge Graph Centric Research

The rapid increasing popularity of knowledge graphs for Web search will foster a
renaissance of the Semantic Web vision: A web, in which terms have semantics attached
and reasoning over di�erent data sources is possible. The Web as a global Information
System has revolutionized everyday life. As one of the most disruptive technologies
of the last decades, the Web was responsible for drastic technological, economical,
and social developments: it is well established as main source of information and
entertainment, but is also the most in�uential infrastructure for commerce and
business. Specially, the introduction of Linked Open Data (LOD) and the creation of
knowledge graphs to collect, interlink, and access data about entities had far-reaching
consequences: The Web has prospered, diversi�ed and developed into the largest
and omnipresent information source. Thus, a current research goal is bridging the
gap between rich, yet rather unstructured LOD sources and modern graph databases
featuring expressive query languages. Here, we discuss new directions to harness the
power of graph-based query processing for accessing data from the LOD cloud or
knowledge graphs in a data-driven way.

7.3 Outlook

Knowledge graphs are becoming an increasingly popular way of thinking about
and organising data within major business �rms. As with all data management and
governance projects, we can de�ne the use of KG and achieve the expected growth in
managing the data. The way KG is growing it may become the new data management
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system.
The modern businesses increasingly adopting machine learning approaches for

decision making, it seems likely that knowledge graph technology will also evolve
hand-in-hand. As well as being a useful format for feeding training data to algorithms,
machine learning can quickly build and structure graph databases, drawing connections
between data points that would otherwise go unnoticed. Machine learning is great for
answering questions, and knowledge graphs are a step towards enabling machines to
more deeply understand data in all formats such as text, video and audio that don’t �t
neatly into the rows and columns of a relational database.

It’s a new era of entity centric data based research, in which KG would be a key
factor de�nitely. The Internet could thus shift from being a document centric resource
to being an entity-centric repository of knowledge and services, that is, a knowledge
graph. If this happens only search engine might be enough for answering any types of
queries.
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