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Nowadays, graphs play a very important role in representing the data in our daily life,
such as the world wide web, users and their relations in a social network, geography or
biological information. With the increasing demand of analyzing large-scale graphs
generated by the modern applications, lots of research has been invested in distributed
graph systems, a technique that can make use of the memory space of a bunch of
computation devices, in order to make large-scale graph processing practical and
efficient. However, analyzing graphs on distributed-memory is known to be challenging,
and the difficulties come from many aspects of a graph analytic task including the high
complexity in distributed graph algorithms, the limited parallelism in many graph
computations, and all kinds of practical issues like the fault tolerance, load balancing,
cache effect and so on.

In the past decade, great efforts have been devoted to making large-scale graph
processing practical, and the key is the computational model that bridges the
algorithmic thinking and the parallel execution. The mainstream graph analytics
systems can be classified into two classes based on their computation model, the
systems using the vertex-centric paradigm and the systems using the linear algebra
abstraction, both trying to provide users with user-friendly programming interface and
high efficiency. The most popular vertex-centric paradigm is based on the Bulk-
synchronous (BSP) model with message passing. In this model, to implement a graph
algorithm, A user-specified vertex-program is executed on every vertex, and the whole
graph computation is an iterative procedure consisting of synchronous rounds, each of
which performs the vertex-centric computation and the synchronized communication
phase between the vertices. Then, the linear algebra approach is also drawing attention.
It uses standardized matrix and vector operations to describe graph computation and
can be implemented on many kinds of hardware architectures. Such clear separation of
algorithm design and implementation makes this technique more portable on various
frameworks.

The rapid development of the graph processing frameworks in both computational
models not only shows new ideas for improving large-scale graph analytics, but also
reveals the limitations of the existing solutions. A crucial problem at present is that,
with various sophisticated techniques proposed to improve graph analytics frameworks,
it is becoming more difficult to have the user-friendliness and efficiency at the same

time.



In the vertex-centric paradigm, a big problem is that the programming interface is not
user-friendly. For example, the Shiloach-Vishkin (SV) algorithm for solving the
connected component problem is very complicated due to the need of frequent state
transition and low-level message passing mechanism. Even though there are domain-
specific languages (DSLs) proposed for simplifying the programming in the vertex-
centric model, the main issue is that not all commonly used graph algorithms can be
implemented. Essentially, these DSLs do not support general remote data access,
reading or writing attributes of other vertices through references, making them less
expressive in practice. In addition to the programming interface, there are also many
potential issues in the vertex-centric model that may hurt the performance. Lots of
research has proposed effective optimizations for dealing with these problems, but these
optimizations do not compose, which means for some complex algorithms requiring
multiple optimizations they can only choose which problem to solve but cannot enjoy
all the optimizations.

For the linear algebra approach, it also has severe limitations in both user-friendliness
and efficiency on distributed-memory. First of all, a graph computation may have
different implementations using the linear algebra approach, and for ordinary users it is
not easy to know which one runs faster on a particular architecture. A typical example
is the connected component problem which can be solved by the traditional label
propagation algorithm (a.k.a. parallel BFS), ParConnect, LACC, FastSV and so on.
Then, in addition to the different choices of algorithms, even the same algorithm can be
implemented in different ways in GraphBLAS API due to the redundancies in the
standard. For example, GraphBLAS distinguishes the matrix-vector multiplication
with the vector-matrix multiplication despite their similarity in functionality, and in
some libraries their performance can differ a lot depending on which graph format is
used. Therefore, although developing a linear algebra graph algorithm is not difficult,
tuning a program can be very tricky. The linear algebra approach also has limitations in
dealing with performance issues. Unlike the vertex-centric paradigm that the system
designer can use any optimization that works for the graph computa‘tion, in linear
algebra, many of those optimizations are not easy to apply. The reason is that, in the
vertex-centric graph frameworks, many kinds of external information are used to trigger
the optimizations (e.g. the number of active vertices, the vertices' degree distribution
and so on), but in linear algebra such information is not captured in the semantics of
the APIs in the GraphBLAS standard. In practice, none of the linear algebra libraries
on distributed-memory are GraphBLAS compliant in order to use more powerful
optimizations for some graph algorithms.

In this thesis give a comprehensive overview of the existing graph analytics systems,
analyze the difficulties in achieving both user-friendliness and efficiency, and propose
our solution for achieving both goals. Our main contribution is a vertex-centric graph
analytics framework using our domain-specific language (DSL) as the programming



interface with a powerful back end for efficient graph analytics. Our framework is built
on three key techniques, a more expressive high-level DSL to ease vertex-centric
programming by hiding the message passing from users, an efficient vertex-centric back
end that can arbitrarily combine various optimizations in the same vertex-program, and
a novel compilation technique from our DSL to the back end as well as the cost-based
compilation technique to choose the best optimizations for a graph algorithm. The
resultant framework achieved comparable performance to the state-of-the-art vertex-
centric system. We also made efforts to designing user-friendly and efficient graph
analytics systems in the language of linear algebra. We currently focus on the linear
algebra graph algorithms and their efficient implementation, and our results include a
new connected component algorithm FastSV and Boruvka's minimum spanning forest
algorithm, both of which outperform the state-of-the-art distributed algorithm
significantly with our algorithm specific optimizations. In the future, we are interested
in compilation techniques to make the detection of optimizations viable under the
standardized linear algebra graph APIs.
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