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Recent advances in Al technologies are dramatically changing the world and impacting our
daily life. The application areas are rapidly expanding, such as autonomous cars, industrial robots,
medical services, and various web services. Human users essentially need to cooperate with Al
systems to complete tasks as such technologies are never perfect.

One key aspect of human-Al cooperation is that human users should trust AI systems, just as
humans normally do with other human partners. The presence and absence of trust definitely impact
human behavior and the outcome of cooperation. For optimal performance and safety of human-
Al cooperation, the human users must appropriately adjust their level of trust to the actual
reliability of Al systems. This process is called *“trust calibration". Users often fail to calibrate
their trust properly and end up in a status called "‘over-trust’ or ‘under-trust’ in dynamically
changing environments in which an AI's reliability may fluctuate. Poorly calibrated trust can be a
major cause of serious issues with safety and efficiency.

A large number of existing studies on trust calibration emphasize the importance of system
transparency to maintain appropriate trust. They claim that appropriate trust could be developed if
an Al system provides enough information for a human user to obtain a good understanding of the
system. Their primary goal is to avoid over-trust or under-trust, not to deal with improper trust
calibration.

Trust is notoriously hard to measure as it is a psychological construct. Self-reported scales of
trust that are widely used in most trust literature are too intrusive to use during task executions.
Extensive studies have been conducted to examine the factors influencing trust. Although the
findings of these pieces of literature revealed the diversified latent structures of human trust, they
suggest that it would be difficult to influence human trust intentionally just by manipulating these
factors. Thus, both measuring and influencing trust are challenging issues.

This dissertation focuses on the problem of over-trust and under-trust in human-Al cooperation
by exploring two research questions: (1) Can we detect if a user is over-trusting or under-trusting
an Al system? (2) Can we mitigate a user's over-trust or under-trust?

We approach the research challenges with a behavior-based trust measurement to capture the
status of calibration. Human-AI cooperation is defined as a series of actions taken by a human user
and an Al system working on repeated selection problems to decide on either AI execution or
manual execution for better performance. A method of adaptive trust calibration is proposed,
including a formal framework for detecting improper trust calibration; cognitive cues called *trust
calibration cues'; and a technical architecture of human-Al cooperation with a concept called trust

calibration Al



Three empirical studies were done to evaluate the proposed method. We designed two
experimental tasks for human-AI cooperation: a pothole inspection task and a continuous
cooperative navigation task. Three online experiments using a simulated drone environment were
conducted. We observed both the status of over-trust and the under-trust for the participants of all
three experiments. The results of the first empirical study demonstrate that our proposed method
has significant effects on changing human behavior in the case of over-trust. A verbal cue showed
the largest effect amongst the other cues of visual, audio, and anthropomorphic. The second
empirical study shows that the proposed method also works well under dynamic trust changes of
ABA and BAB, where A and B mean over-trust and under-trust. The third empirical study indicates
that the proposed method is effective in a continuous real-time task involving navigating a semi-
autonomous drone. This result can open the possibility of applying the proposed method to
practical real-time applications such as autonomous driving. We also discuss a possible extension
to the framework with expected utility functions to incorporate trust factors other than performance.

The results of the empirical evaluations indicate that the proposed method could detect and
mitigate the status of improper trust calibration; therefore, we conclude that our proposed method
provides a reasonable basis for answering the two research questions.

As the proposed method is based on a simple and task-independent framework, it could be
applied to many application situations. Despite several limitations, this dissertation contributes to
providing a basic framework for managing trust calibration, leading to better interaction designs

for human-AI cooperation.
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