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Speech synthesis is the technology of generating speech from an input. While the term is
commonly used to refer to text-to-speech (TTS), there are many types of speech synthesis
systems which handle different input interfaces such as voice conversion (VC), which converts
speech of a source speaker to the voice of a target, or video-to-speech, which generates speech
from an image sequence (video) of facial movements.

This thesis focuses on voice cloning task which is the developing of a speech synthesis system
with an emphasis on speaker identity and data efficiency. A voice cloning system is expected to
handle less than ideal data circumstance of a particular target speaker. More specifically, we do
not have control over the target speaker, recording environment, or the quality and quantity of
speech data. Such system will be useful for many practical applications involve generating
speech with desired voices. However, it is also vulnerable to misuse which can cause significant
damages to the society by people with malicious intentions. By first breaking down the structures
of conventional TTS and VC systems into common functional modules, we propose a versatile
deep learning based voice cloning framework which can be used to create a unified speech
generation system of TTS and VC with a target voice. Given such unified system, which is
expected to have consistent performance between its TTS and VC modes, we can use it to handle
many application scenarios that are difficult to tackle by just one or the other, as TTS and VC
have their own strengths and weaknesses.

As this thesis is dealing with two major research subject, which are TTS and VC, to provide a
comprehensive narrative, its content can be considered as comprising of two segments which
tackle two different issues: (1) developing a versatile speaker adaptation method for neural TTS
systems. Unlike VC which existing voice cloning methods are capable of producing high-quality
generated speech, existing TTS adaptation methods are lacking behind in performance and
scalability. The proposed method is expected to be capable of cloning voices using either
transcribed or untranscribed speech with varying amount of adaptation data while producing
generated speech with high quality and speaker similarity; (2) establishing a unified speech
generation system of TTS and VC with highly consistent performance between two. To achieve
this consistence, is is desirable to reduce the differences between the methodology and use a
same framework for both systems. Beside for convenient purposes, such system also has the
ability to solve many unique speech generation tasks, as TTS and VC are operated under
different application scenarios and complement each other.

On the first issue, by investigating the mechanism of a multi-speaker neural acoustic model, we
proposed a novel multimodal neural TTS system with the ability to perform crossmodal
adaptation. This ability is the fundamental for cloning voices with untranscribed speech on the
basis of backpropagation algorithm. Comparing with existing unsupervised speaker adaptation
methods which only involve a forward pass, a backpropagation-based unsupervised adaptation
method has significant implication on performance as it allows us to expand the speaker
component to other part of the neural networks beside the speaker bias. This hypothesis is tested
by using speaker scaling together with speaker bias, or the entire module as adaptable
components. The proposed system unites the procedure of supervised and unsupervised speaker
adaptation.

On the second issue, we test the feasibility of using the multimodal neural TTS system proposed
previously to bootstrap a VC system for a particular target speaker. More specifically, the



proposed VC system is tested on standard intra-language scenarios and cross-lingual scenarios
with the experiment evaluations show promising performance in both. Finally given the proof-
of-concept provided by earlier experiments, the proposed methodology is incorporated with
relevant techniques and components of modern neural speech generation systems to push
performance of the unified TTS/VC system further. The experiments suggest that the proposed
unified system has comparable performance with existing state-of-the-art TTS and VC systems,
at the time this thesis was written, but higher speaker similarity and better data efficiency.

At the end of this thesis, we have successfully created a versatile voice cloning system which can
be used for many interesting speech generation scenarios. Moreover, the proposed multimodal
system can be extended to other speech generation interfaces or enhanced to provide controls
over para-linguistic features (e.g., emotions). These are all interesting directions for future
works.
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