K e

AL (B 24y )

¥R F S

PN GO A AF

ARG O
AL GRS H
MXEAEETER

Padipat SITKRONGWONG

1 (1 )

b K H 2194 =5

2020 29 A 28H

HWER R HH T EL
FALH A6 1 HE Y
Unsupervised Context Extraction
Recommendations
¥ & Biz mAE BE

Bz HiE 21

B LHE

HeZz MR R

WEH S Saranya Maneeroj

Fagurar K

for

Review—Based




(Form 3)

Summary of Doctoral Thesis

Name in full Padipat SITKRONGWONG

Title Unsupervised Context Extraction for Review-Based Recommendations

Recommender system (RS) was invented to provide a personalized recommendation
on the suitable items that would be interested by an individual user. A standard RS
approach such as collaborative filtering utilizes past interactions from users (e.g. their
numeric ratings on items) to build a predictive model for future recommendations on
unseen items. However, considering only rating data might not be sufficient to overcome
two common challenges in RS that need to be addressed in order to produce effective
recommendations: how to improve the prediction accuracy, and how to alleviate the
rating sparsity. First, the success of the recommendation engines are often measured by
their prediction accuracy. The highly accurate recommendations would increase user
satisfactions on the systems, and consequently increases their revenues. On the other
hand, the rating sparsity occurs when most users only rate few portion of all available
items. Having insufficient amount of ratings, the recommendation engines would not be
able to learn high-quality preference patterns from users, and therefore, result in low
recommendation accuracy.

In order to improve recommendation accuracy, a context-aware recommendation
approach has been introduced. The main idea is that a contextual information or simply
“‘context" such as location, weather or season could have a major influence on users’
decisions when they are choosing items. For example, most users tend to travel to the
beaches in summer, whereas the ski-resorts are more preferred in winter. Incorporating
contexts could help suggesting more relevant items to users, which can be a crucial
factor for producing more accurate recommendations than the standard rating-only
recommendation methods. However, there are two main concerns that could have
significant impact on the performances of context-aware recommendations. First,
obtaining contexts is not a trivial task. Many works collected them by first predefining
a list of contexts, and then ask users to select from those values as their contexts at the
time they consumed items. Predefining optimal values of contexts, however, could
potentially be very expensive since their values are varied across different
recommendation domains. After obtaining contexts, the next challenge is to identify
which contexts are relevant to a specific recommendation task. Incorporating too many
contexts not only degrades the quality of recommendations, but also increases
dimension of data and thus triggering a sparsity problem.

On the other hand, a review-based recommendation approach has been proposed with
the main goal to alleviate rating sparsity problem occurred in standard RS by utilizing



user-generated reviews. In many systems, users have options to write text reviews on
products or services they have purchased, in addition to the ratings. In reviews, users
can provide comments explaining reasons behind their decisions on items, which offer
more meaningful and useful information than numeric ratings. Many review-based
recommendation methods take this opportunity to effectively extract the user personal
preferences and item unique features from reviews in the form of numeric user and item
representation vectors. Recent works in review-based recommendations proved that,
learning such representations from reviews and using them for rating prediction, is more
robust to rating sparsity than learning them from ratings alone.

Furthermore, in reviews users can express opinions describing their experiences,
situations, and satisfaction on their selected items, which can be a valuable source of
contexts. Extracting contexts from reviews could be the key to overcome the challenge
of obtaining contexts, and provides recommendations with high accuracy as well as
robustness to rating sparsity. Moreover, since contexts are information that affects users'
decisions on items, they might be useful in constructing high-quality user and item
representations for review-based recommendations.

In addition to a contextual information and user-generated reviews, this thesis also
studies another type of data, the multi-criteria ratings. Unlike a standard RS approach
that considers only single overall ratings from users, the multi-criteria recommendation
approach lets users express their preferences toward items in multiple aspects, such as
service or cleanliness of hotels, with multi-criteria ratings. Effectively utilizing such
multi-criteria ratings could help analyzing user preferences and item features in more
details, and yielding even more accurate recommendations.

In summary, this thesis studies extensively the challenges on extracting contexts from
reviews, and how to utilize such extracted contexts for personalizing recommendations
that would satisfy both accuracy and sparsity. In addition to contexts and reviews, this
thesis also studies on how to improve the prediction accuracy with multi-criteria ratings.
These studies result in three main proposed methods as follows.

First, the context-aware region embedding (CARE), a novel unsupervised method for
defining and extracting contexts from reviews, is proposed. CARE deals with the
problems of obtaining and identifying relevant contexts in a standard context-aware
recommendations by applying region embedding techniques to extract and represent
contexts from reviews. Such relevant contexts are represented as text regions that
influence the distributions of ratings. The experiments demonstrated that CARE has a
flexibility to extract contexts from review data in any recommendation domains.
Moreover, the extracted contexts effectively captured the polarity of reviews' ratings,
which can be useful for the rating prediction task.

Next, the attentional interaction model for context-aware region embedding (CARE-
Al), an extended model of CARE for rating prediction is proposed. CARE-AI aims to
overcome the challenges of learning user and item representations from reviews of the



recent review-based recommendations. This model introduces the interaction and
attention modules for constructing the user and item representations from the extracted
contexts, which are derived from CARE. Such representations are generated specifically
for each particular review, based on the different level of relevance among contexts in
that review. Extensive experiments show that, not only achieving better prediction
accuracy compared to the state-of-the-art review-based recommendations, CARE-AI
was also more robust in generating recommendations in the rating sparsity situations.
Finally, a novel method for multi-criteria rating conversion is proposed. This method
aims to overcome the limitation of applying a standard rating conversion techniques to
multi-criteria recommendations, which might cause a loss in implicit relation among
multi-criteria ratings. The proposed method applies the principle component analysis to
extract the multi-criteria rating patterns from users, which are then used to convert all
multi-criteria ratings simultaneously to maintain their implicit relation. The
experiments demonstrated that the proposed method outperforms both single and multi-
criteria rating conversion techniques with higher accuracy and prediction coverage.
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