K

£ Minh-Duc VO
FAL (B B) L FHRT)
S VAV S RAJE R 2 2195
AL 5O | 2020 4 9 H 28 H
AR G0 EA: BERFER FHRFHEK
FALALH 65 1 HL Y
A Em SCRE H Learning—based Image Synthesis by Utilizing Disentangled
Feature Representations
ML EAEZR *+ & ¥z R R
oy ERE WED
By w)m G
B ER O
HOX KT KPR G e T R b se kb
¥z )l fE

YT EE N S R 2 () 7




(Form 3)

Summary of Doctoral Thesis

Name in full: Minh-Duc VO

Title: Learning-based Image Synthesis by Utilizing Disentangled Feature
Representations

Image synthesis is to render a novel image from given inputs. Besides having a wide
range of applications, it plays an important role to further step in computer vision
research in which many work effort to move from visual-level understanding to
reasoning-level understanding. Thanks to deep learning, learning-based image synthesis
has been established where a deep network is used to first learn feature space from given
inputs and then map the learned feature space to the image domain. Though learning-
based models obtain remarkable results, they still limit in generating faithful and
realistic images. Their shortcomings come from the fact that the inputs of image
synthesis are themselves diverse and multi-meaning, leading multiple descriptive
feature representations can be obtained in the feature space along with the depth of the
network. Consequently, simply mapping all the feature representations (at the same
layer in the network) 1s unable to elaborate the contribution of each feature
representation in the generated image as our expectation. Based on the fact that the
more helpful feature space is attained, the more chance to generate better images,
faithfully understanding and effectively utilizing the feature representations thus is
crucial in robustly elevating the performance of image synthesis.

Needless to say, the feature representations are disentangled and have different roles in
generating image. This dissertation, therefore, addresses learning-based image
synthesis by an introduction to a novel approach that fully takes into account the feature
space. Our approach first selects disentangled feature representations depending on the
role to obtain descriptive information. It then combines the disentangled feature
representations using an appropriate mapping process to generate images faithfully and
realistically. Generally, our approach is potential to deal with a wide range of image
synthesis tasks. We therefore apply our proposed way on three interestingly challenging
tasks including (1) rendering image contents in different styles (i.e., style transfer), (ii)
image manipulation with text and (iii) text-to-image synthesis tasks. The comprehensive
experiments manifest that our proposed approach is sufficient and flexible to handle
many tasks in image synthesis.

The first task, rendering image contents in different styles, is to render given image
contents in given styles. This task requires to preserve contents and to faithfully render
of styles. We thus propose a feed-forward network having two distinct streams to learn
disentangled content and style features. These features are then combined using our



proposed adaptive feature injection and concatenation which fully take into account
contribution of the content and the style features in stylized images. In order to train
our proposed network, we employ a loss network, the pre-trained VGG-16, to compute
content loss and style loss, both of which are efficiently used for the feature injection
as well as the feature concatenation.

The second task, image manipulation with text, on the other hand, is to render
foreground (object) given as a text description into a given source image. It requires to
disentangle the semantics contained in (source) image and text information and then
combine the disentangled semantics to synthesize realistic images. We propose a
generative adversarial network (GAN) where the network possesses one generator and
a pair of discriminators with different architecture, call Paired-D GAN. The generator
has encoder-decoder architecture with skip-connections and synthesizes an image
matching the given text description while preserving other parts of the source image.
Two discriminators, on the other hand, judge foreground and background of the
generated image separately to meet an input text description and a source image. We
also propose a three-player adversarial learning process to simultaneously and
effectively train our Paired-D GAN.

The third task, text-to-image synthesis, is to render a novel image that is consistent with
a given text description. This task requires not only entity information (i.e., object type,
attribute, shape...) but also relation among entities (i.e., position, interaction...). Since
the gap between text description and image is large, we thus follow two-step approach
where inference of the scene layout as an intermediate representation between text and
image is followed by using the layout to generate images. The layout in previous work
is constructed through only the comprehensive usage of relation among entities for
bounding-boxes' localization, resulting generated images may have poor scene structure
as a whole even 1f each entity is realistically rendered. We step further in predicting
visual-relation layout by employing not only all available relations together but also
individual relation separately. More precise, we first comprehensively use all available
relations together to localize initial bounding-boxes of all the entities. Next, we use
individual relation separately to predict from the initial bounding-boxes relation-units
for all the relations in the input text. Since each entity may involve in multiple relations,
we then unify all the relation-units to produce the visual-relation layout. Finally, our
visual-relation layout 1s conditioned on a stack of three GAN, namely stacking-GAN,
to generate images that consistently capture the scene structure.

We evaluate our approach on publicly available dataset. More precise, for rendering
image contents in different styles, we use images in the MS-COCO 2014 dataset as our
content images, and six famous paintings widely used in style transfer as our style
images. For image manipulation with text, we conduct experiments on the Caltech-200
bird dataset and the Oxford-102 flower dataset. For text-to-image synthesis, we verify
our method on challenging 2017 COCO-stuff dataset and Visual GENOME dataset. The



intensive and extensive experiments show outperformances of our approach against
state-of-the-arts.
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