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Name in full: Donghuo Zeng

Title: Deep Alignment Representation Learning for Multimodal Information Retrieval

Deep alignment representation learning is to map low-level features of different modalities
into a semantic shared space based on latent concept alignment by the deep learning method.
This dissertation aims at learning deep alignment representations for multimodal information
retrieval (MIR), including audio-visual cross-modal retrieval and cross-modal retrieval between
every two modalities from sheet music, audio, and lyrics, which is to use a query in one modality
to obtain relevant data in another modality. The challenge of MIR mainly discussed here is the
semantic gap or the heterogeneous gap. Especially, the widely used low-level features of
different modalities have inconsistent distributions and representations, which leads to the
features is unable to be directly compared with each other to accomplish the retrieval
achievements. The objective of this dissertation is to develop new architecture to project the low-
level features of different modalities to high-level semantic representation in a common space to
bridge the gap. The contribution of this dissertation is that we proposed three different advanced
approaches for deep alignment representation learning in MIR areas. Our experiments suggest
that these kinds of representations are useful for MIR.

With the high-speed development of innovative technology and user interaction on the
Internet, various multimedia data and information have been aggregated. In order to enable MIR
system to perceive and understand the unstructured multimedia data and conduct
indistinguishable multimodal information interaction from a large amount of data, it requires the
multimodal models can abstract the data and build similarity link from one modality item to
anther modalities of the items there are semantically related by representation learning.

Different from learning representations for single modality, this dissertation learns
representations across modalities. Imagine a scene: when there is lightning in the air visually, the
same concept also appears aurally, such as a thunder sound, and the concept also can be written
in a sentence "Lightning flashed around and thunder rumbled". In the case of representation
learning, a robust is often the one that captures the alignment in representations across modalities
for the observed inputs. In this way, the lightning video or image, the thunder sound, and the
sentence description should have similar representations for MIR.

Among the various ways of learning aligned representation, Canonical Correlation Analysis
(CCA) is a classical linear method to learn the correlation of two sets of variables (V1, V2) by
utilizing two views of the same semantic object to learn the aligned representation of the
semantics. In order to find linear transforms to map V1 and V2 into a common space, where the
correlation of similar item pairs are optimized, supposed the linear transformsW1 and W2 are the
matrices and Y wvivi and Y vavz are the covariance matrices of Vi and V2 and Yviv2is the cross-
covariance matrix, which uses to maximize the correlation in the latent subspace as follows.
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Based on the CCA, some extension methods are proposed. Before projecting the features into a
common space, Kernel CCA first map the features into a higher dimensional feature space. In
order to be beneficial from the deep learning method, Deep CCA learns complex nonlinear
transformations for two different sets of variants. Unlike the standard pair in the CCA training, in
Cluster-CCA divided each set into several clusters, the new pairs between two sets defined by
the label then applied CCA to optimize the correlation between new pairs.

This dissertation focused on learning aligned representation based on deep learning by the
composition of multiple non-linear transformations. The first two works can be viewed as two
different nonlinear extension ways of CCA. The third work use CCA embedding to transfer one
close relationship to the other two relationships. _

In the first work, we propose S-DCCA model to learn aligned representations in a shared
latent space by finding nonlinear transforms for audio and visual to optimize the correlation
between them. The contribution of this work is that we utilize the temporal structure of our
collected MV-10K dataset to retrieve full-length visual with audio chunks as query by using
attention mechanism to capture local properties of audio. The experiment results show that the
aligned representations for audio and visual of our proposed architecture is useful for music
video retrieval.

In the second work, we present TNN-C-CCA method that can be viewed as an improvement
of S-DCCA with a deep triplet network to optimize the correlation between audio and visual by
establishing triplet as training based on the similar or dissimilar semantic paired. The implication
of this work is to learn a better aligned representation for audio-visual cross-modal retrieval.
Compared with other state-of-the-art methods, the proposed method can achieve better
performances.

In the third work, we introduce DARLearning approach transfers strong semantic relevant
pairs from two different modalities to the weak relevant data of another modality by adversarial
learning. The contribution of this work is that our approach can learn useful representations of
three different modalities for MIR. The learned discriminative aligned representations of this
approach in the experiments indicate the results can beneficial from the representations.
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Figure 1.1: Overview of techniques used in this dissertation.



Fig. 1.1 presents the relationship between our three proposed methods and their related
existing methods. The first model supervised-DCCA extends cluster-CCA by finding nonlinear
transformations instead of a linear projection model to optimize the correlation between audio
and visual modalities, which can be used for retrieving full-length visual with audio chunk.
Compared with supervised-DCCA, our second model TNN-C-CCA can use negative samples to
reduce the noisy samples that the samples in the supervised-DCCA shared subspace are grouped
to the wrong cluster. The former two architectures constrain on two cross-modal data and it
highly relies on the user’s annotation, our third approach DARLearning model can learn
alignment representation for three different modalities by unsupervised learning.
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