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## Abstract

Cyber-Physical Systems (CPS) are physical systems integrated with digital control. Quality assurance of CPS is a problem of great importance, but it is also challenging due to the hybrid nature of CPS in which both discrete and continuous dynamics exist. While formal verification suffers from a severe scalability issue, stochastic optimization-based falsification, which aims to find a counterexample input to refute the system specification, is a viable approach to solving the problem. This technique turns the problem into an optimization one based on the robust semantics of the specification language, namely Signal Temporal Logic (STL), and employs stochastic optimization algorithms to search for an answer.

Although falsification has proved to be an effective approach, many methodological weaknesses are still there, limiting its usage in practice. In this work, we address three important ones, namely, improper balance between exploration and exploitation during search, superposing robustness values from signals of different scales in STL robust semantics, and inability of handling input constraints.

In order to tackle those problems, we propose a general two-layered hierarchical optimization framework, in which a problem is firstly decomposed into a set of sub-problems, and then solved via a two-layered methodology: the top layer selects a sub-problem as the next step to proceed based on the information given by the bottom layer; the bottom layer performs numerical optimization with the selected sub-problem and returns feedback to the top layer. In this way, the two layers collaborate with each other and work together to solve the problem.

This framework is instantiated to three techniques, each addressing one specific weakness in the existing falsification workflow. In summary, these techniques are:

- A two-layered optimization framework that combines Monte Carlo Tree Search
and hill-climbing optimization for balancing exploration and exploitation during the search;
- A framework for falsifying safety properties with Boolean connectives via the introduction of the Multi-Armed Bandit model;
- A search space transformation approach integrated with the Multi-Armed Bandit model for handling constraints on input signals.
Experimental results show the effectiveness of our approaches. Together, these approaches enhanced the existing falsification technique. Moreover, these approaches also exemplify our hierarchical optimization framework, which is potentially applicable in other contexts.
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## 1

## Introduction: Quality Assurance of Cyber-Physical Systems

### 1.1 Cyber-Physical Systems

Cyber-Physical Systems (CPS) are physical systems with digital control of computers. With the rapid development of computer technology, especially artificial intelligence these years, the collaboration between physical and digital components of systems is getting much closer than ever before, giving birth to many applications of CPS. These applications are facilitating people's daily life: for example, domestic robots are saving people's time from household duties; autonomous driving cars are giving people easier and safer driving experiences; unmanned aerial vehicles (UAV) are being used for photography, package delivery, or even fire fighting; some advanced medical devices, such as artificial pancreas ${ }^{1}$, are helping people fight with diseases. Actually, it

[^0]is already such an era: machines are equipped with "brain"s, so they behave not only mechanically, but also intelligently.

CPS are usually referred to as hybrid systems in the abstract sense: they combine discrete and continuous dynamics together in a single system. Discrete dynamics exhibits stepwise behaviors, and they are empowered by computer software. Continuous dynamics exhibits continuous behaviors, and they are composed of traditional physical systems. The roles that computer software play are usually controlling and monitoring: they monitor the behaviors of mechanical systems, and send commands to control them based on a set of business logical rules. Mechanical systems execute the commands, and also feedback information to the computer system. Therefore, they do not work independently, but interact with each other actively.

### 1.2 Quality Assurance of CPS

Quality assurance of CPS products is a topic of great significance. On the one hand, many of the CPS applications are life-critical; system failures can cause unacceptable consequences. For example, many CPS serve as transportation tools, such as airplane, train, car, etc. System faults of these applications can cause huge financial damages or even loss of human lives. Moreover, software systems are prone to error; it is still a challenging job to guarantee the quality of software products. In the history, there are many tragedies due to system failures caused by software errors, such as the well-known Apollo 13 Accident ${ }^{1}$.

Verifying software systems is a difficult problem, and it is still one of the major research topics in computer science. CPS, as a family of more complicated systems, pose many new challenges in their quality assurance. We list some of the major concerns below:

- Infinite state space. Due to the existence of physical components, the system state space of CPS is usually infinite. This feature poses challenges in modeling and reasoning about the system. New formalisms have been invented for modeling hybrid systems, such as hybrid automata [1], Simulink ${ }^{2}$, etc. However,

[^1]verification of such models is usually undecidable.

- Complex dynamics. White-box methods based on rigorous mathematical proofs are highly reliable approaches to quality assurance. However, the dynamics equations of CPS are typically so complicated that even if they are known, there is still a barrier to a tractable way of verifying them.
- Scalability. Scalability refers to the ability of extending reasoning techniques that are applicable to small models to systems of much larger magnitude. As real-world CPS products are usually gigantic and complex, developing techniques that are scalable remains a big challenge.
- Black-box components. Nowadays, many CPS products are produced by commercialized collaborations, so they contain black-box components. A black box component indicates that the internal dynamics of the component are not accessible. One reason is that those components include confidential techniques; also modern CPS are produced by interdisciplinary collaborations, so one individual is not supposed to hold all the domain expertise. As a consequence, black box gives rise to more uncertainties and more uninterpretabililities compared to white-box models.
- Environmental uncertainty. In practice environmental noises can be introduced into the system execution in many ways, and the uncertainty brought by them is an important issue that needs to be considered. Even worse, they are typically difficult to model or handle. Firstly, it is hard to precisely describe them with a formal model; secondly, taking them into consideration during reasoning is also a complicated work.

Specification In quality assurance, properties related to safety, user experience, industrial international standards etc. are referred to as specifications; violation of a specification is undesired. Quality assurance consists in guaranteeing that all the system behaviors satisfy the specification; however, since rigorous guarantee is most of the times infeasible, some quality assurance methods try to show the existence of a system behavior that violates the specification.

Specifications can be described in natural language on some informal occasions. However, natural languages usually suffer from the ambiguity issue: the same sentence can be interpreted completely differently by different people. Moreover, natural language processing is a huge burden for computer systems; it is unreasonable to involve this process into the loop of quality assurance. Therefore, a formal language that is easily understandable by computer systems is needed. This is not a trivial task. There has been a lot of research attention paid on building up such formal language. Many of the languages are in the form of mathematical logic, such as propositional logic, first-order logic, etc. Specifically, in the context of reasoning about temporal properties, people usually use temporal logics. They feature the use of temporal operators, such as always (or $\square$ ), eventually (or $\diamond$ )-these allow reasoning about events of presence or persistence on a timeline.

In the next section, we show a usage scenario about a quality assurance task of an automotive system. The model is a hybrid system, and the specification is a temporal property about safety.

### 1.2.1 A Usage Scenario: an Automotive System

In this section, we present a usage scenario which engineers may encounter in practice. Suppose an engineer is designing a car in a Simulink development environment (an introduction to Simulink is given in $\S 1.3$ ). As Fig. 1.1 shows, the car ${ }^{1}$ is composed of many blocks; it accepts throttle and brake as inputs, and outputs rounds per minute (RPM), speed, gear, etc. Note that this is an automatic transmission system, so gear is an output here.

Now a task comes to the engineer: he/she would like this car to satisfy such a safety property-whenever the gear is 4 (a relatively high gear value), the speed should never be too low, say lower than $35 \mathrm{~km} / \mathrm{h}$. This is a reasonable requirement for the car because, once the car runs at a high gear with a low speed, it will harm some components and even threaten the safety of the entire system. However, this is not a trivial problem for the engineer, as the car consists of so many blocks that operate according to complicated dynamics. It sounds hard to give a mathematical proof to

[^2]

Figure 1.1: Simulink model: automatic transmission
rigorously guarantee that property. As a trial, the engineer comes up with several instances of throttle and brake. He/she gives these instances as inputs to the car, gets the car model run, and collects the logs of output signals. Then he/she does an analysis on output data. Through the observation, the car seems not violating that property. Nevertheless, the engineer is not convinced, because the number of test cases is too small. Here the problem arises-is there a good way to determine if the car satisfies that property? It will be helpful either saying yes with a proof, or giving an instance of throttle and brake values under which the car violates the property.

For discrete systems, typical approaches to quality assurance include verification and testing. In the following sections, we discuss on the technical details of these approaches and the problems that arise from applying them to CPS applications.

### 1.2.2 Verification

Formal verification is a quality assurance approach that uses mathematical formal methods to guarantee the correctness of systems. It has been widely used in applica-
tions such as cryptographic protocols, digital circuits, etc. The advantage of formal verification is that it gives rigorous proofs to the properties of interest based on abstract mathematical models, and thus the result is reliable.

Model checking [2] is a major verification approach to quality assurance. This term is usually connected to reachability analysis, a method that aims to determine if a goal state (usually an unsafe state) can be reached by the system. A discrete system, such as a software program, can be modeled as an automaton. The negation of the system specification in the form of temporal logics, which represents the unexpected situation, can be transformed to another automaton. Model checking solves the problem in the following way: firstly it combines the two automata; then it checks, starting from the initial states, if the combined automaton can reach the goal state. This approach is known to be rigorous, but it does not always scale very well.

In the context of hybrid systems, hybrid automata [1] are a widely-used formalism. Fig. 1.2 gives an example of a hybrid automaton (taken from [3]), in which the dynamics of a bouncing ball is formally represented. Here $x_{1}$ denotes the vertical position of the ball, and $x_{2}$ denotes the vertical velocity of the ball. It has two types of state transitions: $x_{1}$ and $x_{2}$ flow continuously when the ball is in the air; the system jumps to the next state when the ball impacts against the ground. This is an elegant way to formalize hybrid systems, but model checking, even on quite simple hybrid automata, is usually


Figure 1.2: Hybrid automaton: a bouncing ball undecidable due to the presence of continuous dynamics.

Timed automata [4] are a sub-class of hybrid automata. They capture the temporal features of systems using several clocks. Each clock flows as the time elapses, and when they reach certain conditions, one state jumps to the next one. Timed automata are mainly used to model and analyze real-time systems. They are severe restrictions of hybrid automata, for which reachability is decidable [4]. There have been several successful tools for verification of timed automata, such as UPPAAL [5], Kronos [6], IMITATOR [7], etc.

Other verification techniques for software systems include theorem proving, which also has a counterpart technique in hybrid systems. For example, KeYmaera [8] and KeYmaera (X) [9] are automated and interactive theorem provers. KeYmaera (X) supports
a first-order logic, named differential dynamic logic (DL) [10,11], as the specification language. Hybrid systems are expressed in the form of hybrid programs [10, 11], and the tools can automatically prove if the system satisfies a given property in DL.

Extension of programming logics by non-standard analysis is studied for reasoning about hybrid systems in [12-14]. It adds a notation of infinitesimal to the traditional programming language, enabling it to express continuous dynamics and thus describe the executions of hybrid systems. Then, it develops the counterpart of Hoare Logic in that context for reasoning about the correctness of the proposed formalism.

Through the aforementioned instances, we can see that, although verification techniques for hybrid systems give elegant formalization and rigorous guarantees for the problem, they also inherit the weaknesses from traditional verification techniques: firstly, scalability is still a major problem, therefore, the class of models and specifications that can be practically handled is limited; secondly, usually they do not handle environmental uncertainty well, restricting their usage to the theory level.

### 1.2.3 Testing

Testing is a dual process to verification. Instead of verifying that a system satisfies a specification, testing aims to find a counterexample showing that the system is possible to violate the specification. In this way, testing exposes the fact that the system is able to behave unexpectedly, so it requires repairing or redesigning. Verification is usually difficult (if not impossible) to many applications in the context of quality assurance of CPS; on these occasions, testing is a viable approach to understanding the behaviors of the system. Indeed, searching for one specific case is much easier than exploring the whole system thoroughly.

Testing usually relies on system executions. However, directly testing on the real system is expensive and inefficient. For instance, if we test a real car on the road, it is not only time and resource consuming, but it may also lead to catastrophic accidents. Therefore, engineers usually develop a model and run simulations on that one instead [15]. A widely-used modeling tool for CPS is Simulink, such as the example shown in Fig 1.1. It provides a graphical interface that allows engineers to quickly prototype systems. It is based on MATLAB, and thus it is convenient to integrate other toolboxes of MATLAB. Other simulation environments include some game engine
applications, such as Unreal Engine ${ }^{1}$, especially for automated driving systems. See a related work in [16]. Although using those simulators can be costly, they provide better interfaces and more powerful functionalities that make simulations closer to the real world.

In order to test a system against specifications, search-based testing is a commonlyused technique. It usually employs optimization algorithms, such as genetic algorithms, to search for test cases that violate the given property, guided by a well-defined fitness function. This technique has been widely applied in many applications, and there have been a lot of research efforts put in that direction. See $[17,18]$ for surveys. Search-based testing is also considered as an approach that is well-suited for testing CPS: one reason is that it works well with black-box models; another reason is that it is more efficient compared to naive random sampling, and thus it saves a lot of simulation costs. In fact, the theme of this work, namely the falsification technique, is also considered as an instance of search-based testing.

### 1.3 Optimization-Based Falsification

As we mentioned, falsification is a search-based testing approach for quality assurance of CPS products. Compared to verification techniques, it needs no exploration of the whole system states, but instead pursues one counterexample to refute the system specification. We firstly introduce a basic problem setting of falsification that has been considered in many literature [19-30].

Model Falsification problem concerns about a model, i.e., the object under test, such as a car. We usually treat the model as a black box; in other words, we do not access its internal dynamics, but the only way we evaluate it is via providing an input signal and observing the corresponding


Figure 1.3: Falsification problem output signal. We have elaborated on the reason in §1.2. This partially explains why falsification is a hard problem: indeed, no other clue is given by the model; the only means to access it is through sampling of input and output

[^3]signals. On the other hand, this setting also gives the technique a better practicality, in that its usage is not limited to any specific type of model.

In industry, Simulink, a toolbox developed by MathWorks, is a commonly used tool for modeling the CPS products. It provides a visualized interface for fast prototyping. It is also convenient to transform Simulink models to C programs. An example of Simulink model is shown in Fig. 1.1. The ports 1 and 2 are input signals for the system, namely throttle and brake; the ports 3, 4 and 5 are output signals, namely RPM (rounds per minute), gear and speed. It is composed of several blocks, and each of them can have several sub-blocks embedded. When an input signal is provided, the model can be executed and then output signals will be generated. In this work, all the experiments are done with Simulink models.

Input signal With the black-box setting, the problem boils down to searching for a specific input signal such that the corresponding output signal violates the system specification. Here, a signal is a time-variant function. It is impossible to search for values point by point in the time domain, as the domain is continuous. Therefore, we adopt parameterized representations of input signals as approximations of them. Commonly-


Figure 1.4: Piecewise constant signal used representations include piecewise constant (see Def. 2), piecewise linear (see Def. 3), pulse signals and so on. Fig. 1.4 shows an example of piecewise constant signals, in which the signal is composed of three constants. In practice, piecewise constant signals can be obtained by sampling the real signals at intervals; as a result, the number of samples, usually called control points, decides how closely the piecewise constant signal approximates the real one. For falsification, by fixing the type of representation and hyperparameters such as control points, the task is reduced to searching for a finite set of parameters that identify an input signal (counterexample).

Specification System specifications (as introduced in §1.2) can be used to formalize the criteria, such as safety concerns, that the system needs to satisfy. Research has been heavily performed on formal languages for expressing specifications, such as [31-40]. Temporal logics are a family of formal languages for describing temporal
properties. A well-known one for reasoning about discrete systems is Linear Temporal Logic (LTL) [41], which is used to express properties in a discrete domain. One of its counterparts for reasoning about hybrid systems is Signal Temporal Logic (STL) [32]. The feature that enables them to express temporal properties is the use of temporal operators, namely, always (or $\square$ ), eventually (or $\diamond$ ) and until (or $\mathcal{U}$ ). For example, STL is able to express the property in §1.2.1 as $\square$ (gear $=4 \rightarrow$ speed $>35$ ) (see the syntax of STL in §2.2). Here, $\square$ is the always temporal operator, requiring the proposition gear $=4 \rightarrow$ speed $>35$ to be true at every moment. Moreover, STL introduces quantitative semantics, of which the optimization algorithm can make use as a guidance to the search. In the next section, we will elaborate on how the quantitative STL robustness works.

### 1.3.1 Quantitative STL Robustness

The Boolean satisfaction of temporal logics is well-known and easy to understand. In the context hybrid systems, it is a relation between a signal $\mathbf{u}$ and an STL formula $\varphi$-we write $\mathbf{u} \mid=\varphi$ if $\mathbf{u}$ satisfies $\varphi$, and $\mathbf{u} \not \models \varphi$ otherwise.

Quantitative semantics of STL introduces quantities into the relation. This quantity is usually called robustness, and written as $\llbracket \mathbf{w}, \varphi \rrbracket$. We will introduce its formal definition in §2.2. The quantitative semantics does not only say that $\mathbf{u}$ satisfies $\varphi$ or not, but also indicates how robustly $\mathbf{u}$ satisfies $\varphi$. See the examples in Table 1.1. There are three signals of speed, and we reason about their satisfaction to the temporal property $\square_{[0,30]}$ (speed $<120$ ), that is, "during the time bound [0,30], the speed is always below 120 ". It is clear that the first 2 signals satisfy the property, while the third one violates it, which corresponds to the Boolean satisfaction shown in the second row. Furthermore, although both of the first two signals satisfy the property, intuitively the second one is more vulnerable to perturbations than the first one, in the sense that once a small change happens to the signal, it may violate the property. This intuition is embodied by the robustness in the third row. These values are computed from the margin between the peak point of each signal and the threshold 120 . We can further see that when this value is negative (as the case of the third signal), the property is violated.

This is just a simple example of STL robustness; in practice, we need to deal with system specifications that are much more complicated. STL provides a well-established

Table 1.1: Boolean satisfaction $\mathbf{w} \vDash \varphi$, and quantitative robustness values, of three signals of speed for the STL formula $\varphi \equiv \square_{[0,30]}($ speed $<120)$

definition of robust semantics (see $\S 2.2$ ), which can always return a real number, given a signal and a property.

### 1.3.2 Stochastic Optimization-Based Falsification

One application of the STL robust semantics is the stochastic optimization-based falsification technique. Stochastic optimization is a family of optimization methods that implement diverse strategies of metaheuristics for the purpose of effective search. These algorithms introduce randomness into the search process, so that the optimization is stochastic-multiple executions of one algorithm with different random seeds lead to


Figure 1.5: Hill-climbing optimization different performances. This feature gives the algorithms more possibilities to reach the optimization goal.

Metaheuristics refer to strategies that generate and utilize heuristic rules for quickly achieving optimization goals. Many of these algorithms are inspired from natural processes, such as hill climbing, genetic algorithms, simulated annealing, etc. (see the detailed introduction to these algorithms in §2.3). For example, hill climbing works with a process as shown in Fig 1.5: it starts with initial random samplings and obtains their objective function values; then it analyzes these values and conjectures the direction where the objective function potentially descends; based on that, it comes up with the next sample following that direction. This loop is repeated until a time budget
is run up; hopefully by that time the optimization goal can be achieved. Just as the name indicates, this process is pretty like climbing (upwards or downwards) a hill. Other metaheuristics take different strategies, but all of them aim at the same goal. In this work, we refer to this body of techniques as hill climbing.

Falsification is turned into an optimization problem in the following way: robustness is treated as the objective function, and optimization aims to minimize it as much as possible. Once a negative robustness value is observed, then it indicates that the system specification is violated.

In order to solve that optimization problem, we employ stochastic optimization algorithms. The key reason why we select them is that they are applicable to black-box models: providing output data of the model is sufficient for them to work. Besides, efficiency and scalability issues are also important. Usually the system simulation that, given an input signal, generates the corresponding output signal is computationally expensive, so in practice it is preferred if an algorithm can work out efficiently with a small number of simulations. We also expect the algorithms to be scalable enough, so that the same workflow can be smoothly applied to systems of larger scale (e.g., with more input signals, system components, etc.). Although hill-climbing optimization algorithms also suffer from this scalability issue, the effect is less severe compared to other exhaustive techniques such as verification.

As the optimization methods are stochastic, different executions can result in different outcomes, depending on the random seeds. Therefore, in the experiments when we assess the algorithms, usually we repeat one experiment many times and then compute the percentage of the number of successful runs (that manages to return a counterexample signal) over the total runs.

So far we have gone through the workflow of the optimization-based falsification technique, as illustrated in Fig 1.6. The model accepts an input signal given by the optimizer, and runs simulation to generate an output signal; the robustness that reflects the relation between the output signal and the system specification is computed according to the STL robust semantics; the optimizer then tries to minimize the robustness by proposing a new input signal. This loop keeps working until a falsifying input is found, or a given time budget is run up.


Figure 1.6: Workflow of stochastic optimization-based falsification

### 1.3.3 Usage Scenario of Falsification

In this section we come back to the usage scenario introduced in §1.2.1. We show how falsification can help the engineer with that problem.


Figure 1.7: Illustration of the tool Breach

Let us say the engineer decided to use a falsification tool Breach [22], one of the most commonly used among the existing falsification tools. As shown in Fig. 1.7, Breach takes a model (usually expressed in Simulink), a specification (in STL), and some other parameters, such as time budget, signal type, choice of an optimization algorithm, etc., as inputs; it then performs the falsification workflow shown in Fig. 1.6, and outputs a result-either succeeding in falsifying the specification with an input signal $\mathbf{u}$ or failing to do so.

In an experiment, the engineer gives the automatic transmission model in Fig. 1.1 to Breach as the system model under test, and then expresses the property in STL, namely


Figure 1.8: Screenshot of a trial by Breach
$\square_{[0,30]}($ gear $=4 \rightarrow$ speed $>35$ ) (see $\S 2.2$ for STL syntax); the engineer sets the time budget as 100 seconds, and uses CMA-ES (see §2.3) as the optimizer. The engineer then can command the program to start running, and wait for a while to see the results.

Breach shows a running instance as Fig. 1.8. On the top of the figure, there are four columns, respectively recording the number of simulations, total time consumed so far, the robustness value resulting from the current input signal, and the best (i.e., smallest) robustness over the input signal history. It is clear that the best robustness is decreasing, which means that Breach is approaching a falsifying input gradually. After 204 simulations ( 53.2 seconds), Breach succeeded in finding a falsifying input, shown on the bottom of the figure, with the robustness -0.198605 . This result demonstrates that the car designed in Fig. 1.1 is not so safe as expected, and the engineer needs to redesign related components to fix some existing problems.

### 1.3.4 Current Status of Falsification in Academia and Industry

Over the years, the methodology of falsification has proved to be effective in practice. There have been several tools developed following the workflow depicted in Fig. 1.6, such as Breach [22] (see §1.3.3), S-TaLiRo [19], and our tool FalStar [27,42], etc. These tools take Simulink models as systems under test. They differ in many implementation details. For example, S-TaLiRo implements MITL (Metric Interval Temporal Logic) [31]
as the specification language, while Breach and FalStar adopt STL. MITL is originally designed for reasoning about discrete systems, but it has a well-defined robust semantics; STL is a counterpart of MITL in a continuous setting. These tools are also used for research purpose-their authors include new research outcomes in them, so they are evolving all the time. In academia, there is an annual friendly competition, held with the workshop of Applied Verification for Continuous and Hybrid Systems $(\mathrm{ARCH})^{1}$, for these tools to compete on their performances. See $[43,44]$ for competition results in recent years.

Falsification techniques are increasingly applied to testing complicated systems, such as autonomous driving systems, aviation systems, etc. These systems are typically large-scale and complex. More system parameters are needed to consider, and simulations are more time-consuming. Regarding these features, falsification provides an efficient way to discover system defects; meanwhile, successful applications to these systems have also proved the strength of falsification and enriched its theory. In many cases, falsification is introduced as a technique for test generation for autonomous vehicles, such as [45-47]. Due to the large system magnitude, reinforcement learningbased falsification techniques are heavily applied in testing those systems [48-51]. Moreover, testing systems with machine learning components is attracting more and more research attention. On the one hand, these components are being increasingly applied in modern CPS, bringing many uncertainties into the system behaviors; on the other hand, these components are known as uninterpretable and difficult to reason about. Many works [52-55] have studied the related topics.

Furthermore, the methodology has been adopted by many industrial manufacturers, such as Toyota [56], Bosch [57], Airbus [58], etc. Toyota is one of the earliest manufacturers that apply this methodology in verifying their products. In [56], they present a fuel control system, and list several requirements that the system is supposed to satisfy; they test those requirements with S-TaLiRo, and experiments show that in most cases S-TaLiRo does not find any violation, so they conclude that "the quality of the manual abstractions that we performed vis-à-vis high-level requirements is reasonable". Bosch has also been working on this for several years. They have been trying to apply the technique in testing autonomous driving systems. In [57] they present their practical experience, in particular they give several interesting tips,

[^4]such as "simulation is costly", "many properties can be formalized by formulas of simple form", etc. which are helpful for practitioners. Airbus [58] recently collaborates with academia on a project of testing their products. They apply Monte Carlo Tree Search (MCTS), a technique introduced to falsification by us [42] (to be presented in Chapter 3), in their work.

### 1.4 Motivation: Existing Problems and Related Works

As we introduced, the methodology introduced in $\S 1.3$ has proved to be effective, and it has been adopted by manufacturers such as Toyota [56], Bosch [57], etc. However, it does not mean that the methodology is already perfect. Many shortcomings emerge from both industrial practice and academic research. In this section, we list and elaborate on these problems as the motivation for this work; we also review the existing literature to show the recent progress on those topics.

The problems arise from the following aspects, corresponding to the three shaded boxes in Fig. 1.6.

### 1.4.1 Exploration and Exploitation

The trade-off between exploration and exploitation is the core of search-based techniques. Exploration prefers to cover the search space as broadly as possible, rather than focusing on a specific local area; exploitation is the other way around that looks into a local area as deeply as possible, without considering big jumps in the search space. It is a challenge how to balance exploration and exploitation, especially given a limited time budget for the search.

In falsification, we usually employ hill-climbing optimization algorithms as the optimizer (see §1.3.2). Nevertheless, these algorithms are usually known for their bias on exploitation, i.e., they tend to perform more exploitation to a specific local area rather than explore the entire search space. This feature leads these algorithms to the "local optimum" trap, as shown in Fig. 1.9. Suppose that an algorithm starts with the


Figure 1.9: "Local optimum"
sample at point $A$, and that it performs hill climbing to proceed; after several loops, it is not hard to reach the local optimum point. However, the algorithm is usually unable to jump out of the local optimum after that, and as a consequence, it returns the local optimum as the optimization result, missing the global one elsewhere.

This problem affects the falsification performance severely, and thus it becomes one of the main directions of the research in falsification. The works that handle this problem can be classified according to the techniques used as a back end, as follows.

Metaheuristics This line of works makes use of metaheuristics to avoid pure exploitation. Many metaheuristic-based approaches implement such a mechanism that triggers a jump when the search falls into a local optimum. For example, Simulated Annealing [59] is an algorithm inspired from the process of annealing in metallurgy. Compared to the naive hill climbing, it has a possibility to jump out of the local search. Its application to falsification is studied in [60,61], and it now has become a basic optimizer for falsification in both Breach and S-TaLiRo. We will give a more detailed introduction in §2.3. In [62], the authors apply the famous ant colony optimization to falsification, in which the search takes a small probability to start a new exploration. In [20], the authors propose the use of tabu search for falsification. The algorithm maintains a tabu list during the search, which is a memory structure that records the sampling history, so that it will not fall into the same local optimum twice. Cross entropy [63] is an importance sampling method that initially explores the search space and then performs biased sampling in the promising area. Its application to falsification is studied in [64]. S-TaLiRo implements the stochastic optimization with the adaptive restart mechanism [65] to avoid trapping into local optima. Some hill-climbing algorithms are able to change the portion of exploration/exploitation through modifying some parameters, such as CMA-ES as studied in [66].

Coverage-guided metrics Coverage is an important notion in software testing. Originally, it is used to measure how much portion of a program is executed by test suites. In the case when no error is found from the program, the larger coverage the test suites achieve, the more reliable the testing result can be considered. Some falsification techniques are developed based on the coverage notion for the aim of avoiding local optimum. Those techniques employ coverage as a guidance for the
search-with that guidance, the search then aims not only to minimize the robustness, but also to enlarge the coverage to the search space. In this way, the search can avoid pure exploitation because that does not help to obtain a good coverage.

As hybrid systems deal with infinite search space, it remains the problem how to define the coverage metric in this context. Different coverage definitions have been proposed. In [67], the coverage is defined based on the internal states of Simulink models, and it is included as a part of the objective function so that the search is guided by both robustness and coverage. However, it is unclear how the defined robustness affects the balance between exploration and exploitation. In [23], the coverage is defined by star discrepancy, a measure for evaluating how well-distributed a set of samples are. This coverage definition thus guarantees exploration; however, as it considers input space only, it emphasizes purely on exploration. In [68], a coverage notion is defined based on classification in input space according to robustness values. This work gives a better balance between exploration and exploitation because it takes not only input space but also robustness into consideration.

Machine learning Machine learning techniques are developing rapidly, and they are also applied to falsification for enhancing the search effectiveness. In general, these techniques learn models or objective functions from sampling data; based on that, they come up with new samples that explore the search space effectively. Specifically two machine learning techniques have been used heavily in falsification, that is, Bayesian optimization and reinforcement learning.

Bayesian optimization makes use of Gaussian Process Regression to learn the objective function (i.e., robustness in our context); this results in a Gaussian process over the search space. Gaussian process is a model in which every finite collection of variables form a multivariate normal distribution; in our context, it predicts the probability distribution of robustness at each point. Bayesian optimization then samples at some potentially interesting places, that is, those predicted to have low robustness. The sampling strategy, known as acquisition function, guarantees the balance between exploration and exploitation. This technique has been studied in [69-72]. In [69], the authors apply a dimension reduction method to mitigate the scalability issue. In [71], the authors exploit the causality between the sub-formulas and the global formula of the specification to accelerate the search. There are also other machine learning
techniques that are based on Gaussian Process Regression, such as active learning that is applied to falsification in [25].

Reinforcement learning is a hot spot in the machine learning community in recent years. It tries to learn the best policy-a sequence of actions-that an agent can take, from the interactions between the agent and the environment. There is also a trade-off between exploration and exploitation in reinforcement learning: when the agent decides which action to take for the next step, the choice is either to explore an action that has not been taken before, or to exploit an already taken action further to get more reliable feedback. In recent years, this technique has been applied to falsification [26,73]. In [26], the authors study the application of reinforcement learning to falsification, where they discretize the input signal as a sequence of actions and search in an incremental way. In [73], the authors also study the technique, with the aim of falsifying a family of models rather than a single one. Reinforcement learning is also applied in the context of testing autonomous vehicles [74] for detecting dangerous scenarios, going through a similar workflow with falsification.

### 1.4.2 Robust Semantics Definition

The definition of robust semantics in our context plays the role of objective function for optimization, and thus it affects the performance of the entire framework significantly. The current widely-used STL robust semantics definition captures only spatial robustness (see $\S 2.2$ for the definition and see the example in Table. 1.1). The formalism [32] that captures the temporal robustness also exists. It formalizes such an intuition: for example, compare the firstly two signals in Table 1.1; the first one arrives at the speed 90 much later than the second one, therefore, the former is more robust than the latter. In [33], the authors propose a way that takes both perspectives into account, resulting in the Averaged STL (AvSTL). While the computation of spatial or temporal robustness is just a matter of obtaining a vertical or horizontal distance, AvSTL requires to compute the integration of the signal over certain interval; the authors then design a specific algorithm for that purpose. They also experimentally show the strength of that semantics applied in the falsification problems.

In this work, we tackle another problem, that is, the robust semantics for Boolean connectives. In the existing definition, when it comes to the robustness for Boolean
connectives, it makes a comparison between the robustness values of different sub-formulas-for conjunctive it takes the minimum, and for disjunctive it takes the maximum (see §2.2 for details). However, this yields new problems. Intuitively, if the sub-formulas concern with different signals ranging over different scales, then the comparison becomes unfair, because one can always beat the other one. This is the so-called scale problem, and we elaborate on that with a concrete example in §4.1. There has been one work handling that problem [75]. In that work, they explicitly declare the input and output signals so that they manually introduce a bias on the comparison. This method solves the problem in many cases, however, it requires domain expertise and human intervention.

### 1.4.3 Input Constraints

As we introduced in §1.3.2 the way hill-climbing optimization works, it relies on random sampling to explore the search space. Therefore, the search space must be unconstrained (usually a hyperrectangle). In this way, falsification can return any input signal that violates the system specification in the search space, once it manages to find one. However, in reality, there usually exist some logical constraints among input signals. One example is that, in an automotive system like the one in Fig. 1.1, the throttle and brake cannot be pushed simultaneously. Such constraints also exist in other literature about CPS products; for example in [76], the authors test an assisted driving system under different environment and system parameters; there is a constraint-"when there is no fog, the visibility range is set to maximum"-that restricts the system inputs. Sometimes, the engineers also desire to impose some conditions on the input when testing systems; for example in [56], the authors aim to test a system under the condition that throttle increases monotonically. In the presence of such constraints, input signals produced by falsification should be guaranteed to satisfy them; otherwise, those signals would be meaningless.

Few works have addressed this issue before. To the best of our knowledge, [77] is the only one. It utilizes a timed automaton, that implements the input constraints, to generate meaningful words, and then it applies Monte Carlo sampling methods to produce input signals. This work does solve the input constraint problem; however, it cannot be integrated with hill-climbing optimization, that is more efficient in finding
counterexamples than Monte Carlo sampling.
In the optimization community, the constrained optimization problem has been heavily studied. Many among those works are white-box methods, but they are not applicable in our context. Methods based on black-box models can be classified into the following categories according to [78]:

- Methods based on penalty functions. The intuition is simple: once the input does not satisfy the constraint, add a penalty value to the objective function. In this way, the constrained optimization problem can be converted into an unconstrained one. Common methods include death penalty [79], static penalty [80], dynamic penalty [81], etc. As these methods change the objective function quite much, the performance of them is very problem-dependent. In §5.2, we will present our study [82] of penalty-based approaches to falsification.
- Methods based on search of feasible solutions. These methods make use of heuristic rules that advise the search to proceed towards the feasible areas. Examples include [83, 84], etc. This is also a commonly-used approach, but as it depends on heuristics, there is no guarantee on the performance.
- Methods based on preserving feasibility of solutions. These methods somehow transform the infeasible samples to feasible ones, with the help of encoding and decoding techniques. This proposal has already studied in [85]. Our contribution in Chapter 5, §5.3 is also based on this idea: we define a new transformation method, and extend it with introduction of multi-armed bandit model.
- Hybrid methods. They are combinations of the methods in the aforementioned categories. Examples include [86, 87], etc.


### 1.5 A Hierarchical Optimization Framework

In this work, we propose a hierarchical optimization framework, used as a general idea for solving the problems that we discussed in §1.4. We then instantiate this framework to three techniques, each addressing one specific problem of §1.4. In this section, we introduce the philosophy of the hierarchical framework, and briefly preview the contributions in the following chapters.


Figure 1.10: Solving problems using a hierarchical optimization framework

Hierarchical framework The hierarchical optimization framework is shown as in Fig. 1.10. It firstly decomposes the problem into a set of sub-problems, and then uses a hierarchical methodology: the top layer makes a decision on selecting one child problem as the next step to proceed, based on the information coming from the bottom layer; the bottom layer performs numerical optimization on the sub-problem suggested by the top layer, and it returns feedback to the top layer. This process takes place iteratively, until the problem is solved. One feature of this framework is the interaction between the two layers: the top layer makes high-level decisions and advises the bottom layer; the bottom layer performs concrete numerical evaluation and gives feedback to the top layer to facilitate the future decisions.

This framework is instantiated into three techniques addressing the problems in §1.4. Concretely, they are:

- A Monte Carlo Tree Search (MCTS)-based technique for balancing exploration and exploitation during the search. MCTS is originally an artificial intelligence technique, and is booming in recent years due to its application to computer Go games. In Chapter 3, we apply MCTS to explore the search space that is organized as a tree by time staging and space discretization. A key notion of MCTS is reward, as the asymmetric search performed by MCTS is guided by rewards attached with branches. We connect the definition of reward with robustness-the branches exposing high robustness have low reward, and vice versa. The robustness values are obtained by running hill-climbing optimization on the sub-spaces identified by branches. In this way, we combine MCTS and hill-climbing optimization, which gives rise to a two-layered optimization framework.
- A Multi-Armed Bandit (MAB)-based technique solving the problem in the definition of STL robust semantics. The MAB problem originally models the
problem of how to maximize the rewards that a gambler can earn in front of a row of bandit machines. In Chapter 4, we take different sub-formulas of a Boolean connective as "bandit machines", and connect the rewards with robustness. We then apply MAB algorithms, such as UCB1, to govern the hill-climbing optimization running with each "machine": once the robustness of one sub-formula descends smoothly, then MAB takes more efforts on that one; otherwise, less budget will be assigned. In this work, MAB algorithms work on the high level, governing the hill-climbing optimization running on the low level.
- A search space transformation-based technique extended with MAB for solving input constrained falsification. Search space transformation is a technique that allows optimization to sample in an unconstrained space. When a sample comes, search space transformation maps it to a point in the constrained space, and computes its fitness according to the robustness of the mapped point. Once a sample with negative fitness is found, the mapped point in the constrained space will be returned as a falsifying input; as that point is from the constrained space, it is guaranteed to satisfy the constraint. The performance of this framework is subject to a hyperparameter on the choice of a transformation map, more specifically, a total order over dimensions of the search space. In order to achieve the best performance, we apply MAB algorithms in this context again to select the optimal order.


### 1.6 Organization

The rest of the work is organized as follows:

- Chapter 2 describes a formal model for falsification.
- Chapter 3 talks about the exploration and exploitation problem, and particularly presents the application of Monte Carlo Tree Search in falsification. This chapter is based on two works: [88] and [42].
- Chapter 4 addresses the problem in STL robust semantics definition for Boolean connectives, and proposes a novel approach based on the Multi-Armed Bandit model to solve it. This chapter is based on the work [89].
- Chapter 5 discusses on the input constraint problem, and introduces a technique named search space transformation and three parameter selection approaches based on that technique. This chapter is based on two works: [82] and [90].
- Chapter 6 concludes this work.


## $\square$

## Preliminaries: Optimization-Based Falsification

In this chapter, we review the widely-accepted methodology of stochastic optimizationbased falsification. Mainly, we give a formal description of the framework.

### 2.1 System Models

We treat the system model as a black box-the system behaviors are only observed from inputs and their corresponding outputs. We firstly define signals, and later introduce system model.

Definition 1 ((Time-bounded) signal) Let $T \in \mathbb{R}_{+}$be a positive real. An M-dimensional signal with a time horizon $T$ is a function $\mathbf{w}:[0, T] \rightarrow \mathbb{R}^{M}$.

Let $\mathbf{w}:[0, T] \rightarrow \mathbb{R}^{M}$ and $\mathbf{w}^{\prime}:\left[0, T^{\prime}\right] \rightarrow \mathbb{R}^{M}$ be $M$-dimensional signals. Their concatenation $\mathbf{w} \cdot \mathbf{w}^{\prime}:\left[0, T+T^{\prime}\right] \rightarrow \mathbb{R}^{M}$ is the $M$-dimensional signal defined by $\left(\mathbf{w} \cdot \mathbf{w}^{\prime}\right)(t)=\mathbf{w}(t)$
if $t \in[0, T]$, and $\left(\mathbf{w} \cdot \mathbf{w}^{\prime}\right)(t)=\mathbf{w}^{\prime}(t-T)$ if $t \in\left(T, T+T^{\prime}\right]$.
Let $0<T_{1}<T_{2} \leq T$. The restriction $\left.\mathbf{w}\right|_{\left[T_{1}, T_{2}\right]}:\left[0, T_{2}-T_{1}\right] \rightarrow \mathbb{R}^{M}$ of $\mathbf{w}:[0, T] \rightarrow \mathbb{R}^{M}$ to the interval $\left[T_{1}, T_{2}\right]$ is defined by $\left(\left.\mathbf{w}\right|_{\left[T_{1}, T_{2}\right]}\right)(t)=\mathbf{w}\left(T_{1}+t\right)$.

The time domain of signals in Def. 1 is continuous. This derives the difference between discrete systems and hybrid systems: in discrete systems all the state transitions are "jumps", while in hybrid systems physical components exhibit such continuous "flows".

In order for computer systems to handle signals, such continuity is a barrier. In practice, engineers consider parameterized representations of continuous signals for approximation. Examples of such approximations include piecewise constant, piecewise linear, etc. See the following definitions.

Definition 2 (Piecewise constant signal) Let K be a positive integer. A signalw: $[0, T] \rightarrow$ $\mathbb{R}^{M}$ is piecewise constant iffor all $k \in\{0, \ldots, \mathrm{~K}-1\}, \mathbf{w}(t)$ is a vector of $M$ constant values in the interval $t \in\left[k \frac{T}{\mathrm{~K}},(k+1) \frac{T}{\mathrm{~K}}\right]$.

Definition 3 (Piecewise linear signal) Let K be a positive integer. A signalw: $[0, T] \rightarrow$ $\mathbb{R}^{M}$ is piecewise linear iffor all $k \in\{0, \ldots, \mathrm{~K}-1\}$, each dimension of $\mathrm{w}(t)$ is linear in the interval $t \in\left[k \frac{T}{\mathrm{~K}},(k+1) \frac{T}{\mathrm{~K}}\right]$.

The parameter $K$ is known as the number of control points. Apparently, once $K$ is fixed as a positive natural number, a piecewise constant/linear signal can be identified by $K \cdot M$ parameters of real number.

Definition 4 (Signal range) Let $\mathbf{w}:[0, T] \rightarrow \mathbb{R}^{M}$ be an $M$-dimensional signal. The range of $\mathbf{w}$ is an $M$-dimensional hyperrectangle $\Omega$ such that $\mathbf{w}(t) \in \Omega$ for all $t \in[0, T]$.

We give a formal description of the system model, which we treat as a black box. We simply define the system model as a function.

Definition 5 (System model $\mathcal{M}$ ) A system model, with $M$-dimensional input and $N$-dimensional output, is a function $\mathcal{M}$ that takes an input signal $\mathbf{u}:[0, T] \rightarrow \mathbb{R}^{M}$ and returns a signal $\mathcal{M}(\mathbf{u}):[0, T] \rightarrow \mathbb{R}^{N}$. Here the common time horizon $T \in \mathbb{R}_{+}$is arbitrary, and the input signal $\mathbf{u}$ is bounded by a range $\Omega$.

Furthermore, we impose the following causality condition on $\mathcal{M}$ : for any timebounded signals $\mathbf{u}:[0, T] \rightarrow \mathbb{R}^{M}$ and $\mathbf{u}^{\prime}:\left[0, T^{\prime}\right] \rightarrow \mathbb{R}^{M}$, we require that $\left.\mathcal{M}\left(\mathbf{u} \cdot \mathbf{u}^{\prime}\right)\right|_{[0, T]}=$ $\mathcal{M}(\mathbf{u})$.

Note that $\mathcal{M}\left(\mathbf{u} \cdot \mathbf{u}^{\prime}\right)=\mathcal{M}(\mathbf{u}) \cdot \mathcal{M}\left(\mathbf{u}^{\prime}\right)$ does not hold in general: feeding $\mathbf{u}$ can change the internal state of $\mathcal{M}$. This motivates the following definition.

Definition $6\left(\right.$ Continuation $\mathcal{M}_{\mathbf{u}}$ ) Let $\mathcal{M}$ be a system model and $\mathbf{u}:[0, T] \rightarrow \mathbb{R}^{M}$ be a signal. The continuation of $\mathcal{M}$ after $\mathbf{u}$, is defined as follows. For an input signal $\mathbf{u}^{\prime}:[0, T] \rightarrow \mathbb{R}^{M}, \mathcal{M}_{\mathbf{u}}\left(\mathbf{u}^{\prime}\right)(t):=\mathcal{M}\left(\mathbf{u} \cdot \mathbf{u}^{\prime}\right)(T+t)$.

### 2.2 Robust Semantics for STL

In this work, we select Signal Temporal Logic (STL) as our specification language. This is a common choice in the falsification community, and it is also adopted by the tool Breach [22]. In this section, we review the syntax and robust semantics of STL.

Our definitions here are taken from [31,32].
Definition 7 (STL syntax) We fix a set Var of variables. In STL, atomic propositions and formulas are defined as follows, respectively: $\alpha:: \equiv f\left(x_{1}, \ldots, x_{N}\right)>0$, and $\varphi:: \equiv \alpha|\perp| \neg \varphi|\varphi \wedge \varphi| \varphi \vee \varphi \mid \varphi \mathcal{U}_{I} \varphi$. Here $f$ is an $N$-ary function $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$, $x_{1}, \ldots, x_{N} \in \operatorname{Var}$, and $I$ is a closed non-singular interval in $\mathbb{R}_{\geq 0}$, i.e. $I=[a, b]$ or $[a, \infty)$ where $a, b \in \mathbb{R}$ and $a<b$.

We omit subscripts $I$ for temporal operators if $I=[0, \infty)$. Other common connectives such as $\rightarrow, T, \square_{I}$ (always) and $\diamond_{I}$ (eventually), are introduced as abbreviations: $\varphi_{1} \rightarrow \varphi_{2} \equiv \neg \varphi_{1} \vee \varphi_{2}, \diamond_{I} \varphi \equiv \top \mathcal{U}_{I} \varphi$ and $\square_{I} \varphi \equiv \neg \diamond_{I} \neg \varphi$. An atomic formula $f(\vec{x}) \leq c$, where $c \in \mathbb{R}$, is accommodated using $\neg$ and the function $f^{\prime}(\vec{x}):=f(\vec{x})-c$.

Below we will introduce the robust semantics of STL. More precisely, this is the definition of spatial robustness.

Definition 8 (Robust semantics [32]) Let $\mathbf{w}:[0, T] \rightarrow \mathbb{R}^{N}$ be an $N$-dimensional signal, and $t \in[0, T)$. The $t$-shift of $\mathbf{w}$, denoted by $\mathbf{w}^{t}$, is the time-bounded signal $\mathbf{w}^{t}:[0, T-t] \rightarrow \mathbb{R}^{N}$ defined by $\mathbf{w}^{t}\left(t^{\prime}\right):=\mathbf{w}\left(t+t^{\prime}\right)$.

Let $\mathbf{w}:[0, T] \rightarrow \mathbb{R}^{\mid \text {Var } \mid}$ be a signal, and $\varphi$ be an STL formula. We define the robustness $\llbracket \mathbf{w}, \varphi \rrbracket \in \mathbb{R} \cup\{\infty,-\infty\}$ as follows, by induction on the construction of formulas. Here $\Pi$
and $\sqcup$ denote infimums and supremums of real numbers, respectively. Their binary version $\sqcap$ and $\sqcup$ denote minimum and maximum.

$$
\begin{aligned}
& \llbracket \mathbf{w}, f\left(x_{1}, \cdots, x_{n}\right)>0 \rrbracket:=f\left(\mathbf{w}(0)\left(x_{1}\right), \cdots, \mathbf{w}(0)\left(x_{n}\right)\right) \\
& \llbracket \mathbf{w}, \perp \rrbracket:=-\infty \quad \llbracket \mathbf{w}, \neg \varphi \rrbracket:=-\llbracket \mathbf{w}, \varphi \rrbracket \\
& \llbracket \mathbf{w}, \varphi_{1} \wedge \varphi_{2} \rrbracket:=\llbracket \mathbf{w}, \varphi_{1} \rrbracket \sqcap \llbracket \mathbf{w}, \varphi_{2} \rrbracket \quad \llbracket \mathbf{w}, \varphi_{1} \vee \varphi_{2} \rrbracket:=\llbracket \mathbf{w}, \varphi_{1} \rrbracket \sqcup \llbracket \mathbf{w}, \varphi_{2} \rrbracket \\
& \llbracket \mathbf{w}, \varphi_{1} \mathcal{U}_{I} \varphi_{2} \rrbracket:=\bigsqcup_{t \in I \cap[0, T]}\left(\llbracket \mathbf{w}^{t}, \varphi_{2} \rrbracket \sqcap \prod_{t^{\prime} \in[0, t)} \llbracket \mathbf{w}^{t^{\prime}}, \varphi_{1} \rrbracket\right)
\end{aligned}
$$

For atomic formulas, $\llbracket \mathbf{w}, f(\vec{x})>c \rrbracket$ stands for the vertical margin $f(\vec{x})-c$ for the signal $\mathbf{w}$ at time 0 . A negative robustness value indicates how far the formula is from being true. It follows from the definition that the robustness for the eventually modality is given by $\llbracket \mathbf{w}, \diamond_{[a, b]}(x>0) \rrbracket=\bigsqcup_{t \in[a, b] \cap[0, T]} \mathbf{w}(t)(x)$.

The above robustness notion taken from [32] is therefore spatial. Other robustness notions [32] take temporal aspects into account, too, such as "how long before the deadline the required event occurs." A robustness definition that integrates both temporal and spatial features is introduced in [33]. Our choice of spatial robustness in this paper is for the sake of simplicity, and is thus not essential.

The original semantics of STL is Boolean, given as usual by a binary relation $\|=$ between signals and formulas. The robust semantics refines the Boolean one in the following sense: $\llbracket \mathbf{w}, \varphi \rrbracket>0$ implies $\mathbf{w} \vDash \varphi$, and $\llbracket \mathbf{w}, \varphi \rrbracket<0$ implies $\mathbf{w} \not \models \varphi$, see [31, Prop. 16]. Optimization-based falsification via robust semantics hinges on this refinement.

### 2.3 Hill Climbing-Guided Falsification

We firstly make clear the basic problem setting in this work, and then introduce the optimization-based solution to it.

Definition 9 (Falsification problem) Let $\mathcal{M}$ be a system model, and $\varphi$ be an STL formula. Falsification aims to find an input signal $\mathbf{u}$ such that the corresponding output signal $\mathcal{M}(\mathbf{u})$ violates $\varphi$, i.e., $\mathcal{M}(\mathbf{u}) \not \models \varphi$. Here, input signal $\mathbf{u}$ is called a falsifying input.

In general, it is infeasible to search for a continuous falsifying input $\mathbf{u}$. Therefore, we use parameterized representations of input signals, such as piecewise constant/linear
(see Def. 2 and Def. 3), and thus the task is reduced to searching for a finite set of parameters that identify $\mathbf{u}$. In this work, we use piecewise constant signals for the sake of simplicity.

The solution to falsification problem is via transforming it into an optimization problem, shown as follows.

Definition 10 (Optimization problem derived from falsification) The optimization problem derived from falsification is shown as follows:

$$
\begin{array}{ll}
\underset{\mathbf{u}}{\operatorname{minimize}} & \llbracket \mathcal{M}(\mathbf{u}), \varphi \rrbracket \\
\text { subject to } & \mathbf{u}(t) \in \Omega
\end{array}
$$

where the robustness $\llbracket \mathcal{M}(\mathbf{u}), \varphi \rrbracket \in \mathbb{R} \cup\{\infty,-\infty\}$ serves as the objective function (a.k.a. fitness function), and the input signal $\mathbf{u}$ is bounded by a signal range $\Omega$. The goal of the optimization is to find an input signal $\mathbf{u}$ such that $\llbracket \mathcal{M}(\mathbf{u}), \varphi \rrbracket<0$.

In order to solve the optimization problem in Def. 10, we apply hill-climbing optimization. It is a metaheuristic-based stochastic optimization algorithm. We present the workflow of hill-climbing optimization in Def. 11.

Definition 11 (Hill climbing-guided falsification) Assume the setting in Def. 9. For finding a falsifying input, the methodology of hill climbing-guided falsification is presented in Algorithm 2.1.

The algorithm requires a system model $\mathcal{M}$, an STL formula $\varphi$ as the system specification, and a budget K that can be in the form of time limit or the number of simulations.

Here the function Hill-Climb makes a guess of an input signal $\mathbf{u}_{k}$, aiming at minimizing the robustness $\llbracket \mathcal{M}\left(\mathbf{u}_{k}\right), \varphi \rrbracket$. It does so, learning from the previous observations $\left(\mathbf{u}_{l}, \llbracket \mathcal{M}\left(\mathbf{u}_{l}\right), \varphi \rrbracket\right)_{l \in[1, k-1]}$ of input signals $\mathbf{u}_{1}, \ldots, \mathbf{u}_{k-1}$ and their corresponding robustness values (cf. Table 1.1).

The Hill-Climb function can be implemented by various metaheuristic strategies. These strategies are usually inspired by natural processes or phenomena; we will see some examples below.

```
Algorithm 2.1 Hill climbing-guided falsification
Require: a system model \(\mathcal{M}\), an STL formula \(\varphi\), and a budget K
    function \(\operatorname{Hill-Climb-Falsify}(\mathcal{M}, \varphi, \mathbf{K})\)
        \(\mathrm{rb} \leftarrow \infty ; \quad k \leftarrow 0 \quad \triangleright \mathrm{rb}\) is the smallest robustness so far, initialized to \(\infty\)
        while \(\mathrm{rb} \geq 0\) and \(k \leq \mathbf{K}\) do
            \(k \leftarrow k+1\)
            \(\mathbf{u}_{k} \leftarrow \operatorname{Hill-Climb}\left(\left(\mathbf{u}_{l}, \llbracket \mathcal{M}\left(\mathbf{u}_{l}\right), \varphi \rrbracket\right)_{l \in[1, k-1]}\right)\)
            \(\mathrm{rb}_{k} \leftarrow \llbracket \mathcal{M}\left(\mathbf{u}_{k}\right), \varphi \rrbracket\)
            if \(\mathrm{rb}_{k}<\mathrm{rb}\) then
                \(\mathrm{rb} \leftarrow \mathrm{rb}_{k}\)
        \(\mathbf{u} \leftarrow \begin{cases}\mathbf{u}_{k} & \text { if } \mathrm{rb}<0, \text { that is, } \mathrm{rb}_{k}=\llbracket \mathcal{M}\left(\mathbf{u}_{k}\right), \varphi \rrbracket<0 \\ \mathrm{~m}_{2}\end{cases}\)
        \(\left\{\begin{array}{l}\text { Failure otherwise, that is, no falsifying input found within budget } K\end{array}\right.\)
        Return u
```

- Global Nelder-Mead [91]. Nelder-Mead method makes use of the simplex to perform local search. It is specialized in searching for local optimum, but unable to jump out of it to search for the global optimum. Global Nelder-Mead introduces a probabilistic restart mechanism, so that the search is possible to be reinitialized elsewhere and thus not trapped in the local optimum.
- Simulated annealing. Simulated annealing is inspired by the physical process of heating a material and then cooling it down to decrease defects. The algorithm starts with random sampling, and accepts all new points that have a lower temperature (i.e., robustness in our context). The feature of the algorithm is that it also accepts points that have higher temperature with a small probability, therefore the algorithm is able to jump out of the local optimum.
- CMA-ES [92] CMA-ES is the abbreviation for Covariance Matrix Adaption Evolutionary Strategy, belonging the family of evolutionary algorithm (genetic algorithm). Generally, genetic algorithm is inspired by Darwin's theory of evolution: it maintains a set of solutions, known as population. Different individuals in the population consist of different combinations of properties; this combination is known as chromosome. The genetic algorithm proceeds much like the evolution process of creatures: mutations and crossovers can happen to chromosomes, so new individuals are created; population rule out the
individuals that have low fitness and keep those good ones, like the natural selection theory. In this way, the algorithm proceeds towards the optimization goal gradually. CMA-ES, based on the general evolutionary algorithm, employs a multivariate normal distribution to approximate the objective function, and updates its covariance matrix according to the information learned by performing mutations and crossovers.

Compared to naive random sampling, hill climbing learns from sampling history and based on that comes up with the next samplings; therefore, it is a more intelligent and effective approach. Moreover, it suits well for black box-learning from input and output data is sufficient.

### 2.4 Evaluation Metrics of Falsification Algorithms

In this section, we introduce the metrics for assessing falsification algorithms. As falsification employs stochastic optimization as the optimizer (see §1.3.2), different falsification trials with different random seeds can produce different results. The metrics we use in this work thus take this feature into account, so they evaluate falsification algorithms by running them repeatedly and analyzing the results statistically.

We consider two metrics, namely effectiveness (if an algorithm can find an answer) and efficiency (how fast an algorithm manages to find an answer). In general, we prioritize effectiveness rather than efficiency of an algorithm, because the ultimate goal of falsification is to find out the falsifying inputs, as long as the time budget is not run out. These two aspects are embodied by the following two measurements.

Falsification success rate It refers to the percentage of the trials that succeed in finding falsifying inputs within the budget, over the total number of trials. A high success rate certificates the effectiveness of an algorithm, in the sense that it manages to find falsifying inputs with a high probability. Otherwise, it indicates that the algorithm is not effective, or vulnerable to random seeds, thus not stable.

Time consumption For successful trials, time consumption is counted until the time when the algorithm returns a falsifying input; for unsuccessful trials, usually they
will run out of the budget, or it can also be the case that the optimization algorithm meets its internal termination criteria, e.g., local optimum, and thus quits halfway. Therefore, there are two ways of computing time consumption: one is by computing the average time consumption of only successful trials; the other one is by taking also unsuccessful trials into consideration, and thus computing the average time consumption of both successful and unsuccessful trials, in the latter case taking time budget as their values.

The advantage of the first method is that it reflects the efficiency of algorithms better, e.g., in the case that a "greedy" algorithm is fast but not effective; the second method integrates effectiveness into efficiency, exemplifying the principle that only if one is effective can it be efficient. Both methods are adopted by literature, especially the former one. In this work, we also mainly use the former one.

Note that these two metrics are not independent-as the success rate metric is subject to the parameter of budget, in many cases efficiency leads to effectiveness. Therefore, we report both falsification success rate and time consumption in our experiments.

# Balancing Exploration and Exploitation Using Monte Carlo Tree Search 

Balance between exploration and exploitation is the core issue in search-based techniques. Pure exploration is beneficial to covering the entire search space, but it is unlikely to hit the goal state if that is rare; pure exploitation is able to reach the local optimum, but it may miss the global one if that is elsewhere. The collaboration between exploration and exploitation is thus of great importance, especially in the case where budget is limited, as in falsification.

In this chapter, we tackle the problem of balancing exploration and exploitation during the search by using a Monte Carlo Tree Search (MCTS) based technique. This technique discretizes the search space, and then combines MCTS with hill-climbing optimization, yielding a two-layered optimization framework that improves the search effectiveness. We introduce the framework in §3.2. Before that, we firstly introduce an idea of time staging in $\S 3.1$ that preludes the main contribution of this chapter.
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Figure 3.1: Falsification by global optimization

### 3.1 Exploiting Time Causality via Time Staging

The falsification technique introduced in $\S 1.3$ has a weakness, that is, it does not make use of time causal information in the problem. Time causality has been introduced in $\S 2.1$; it says that the continuation of a model $\mathcal{M}$ after a signal $\mathbf{u}$ does not equal to the initial $\mathcal{M}$, since feeding $\mathbf{u}$ to $\mathcal{M}$ changes the state of $\mathcal{M}$. This derives a property of time monotonicity: an input prefix that achieves smaller robustness is more likely to extend to a full falsifying input signal. However, this property is ignored by the existing falsification framework.

See Fig. 3.1 for an illustration. This trial aims to falsify a simple property $\square(\mathbf{v}<120)$, i.e., it aims to find a piecewise constant signal throttle such that the vehicle speed $\mathbf{v}$ is over 120 at some moments. Compare the $i$-th and the $(i+1)$-th samplings. We can observe that $\mathbf{v}^{(i+1)}$ is better than $\mathbf{v}^{(i)}$ in that it has a (globally) lower robustness. This is thanks to the application of hill-climbing optimization that helps the sampling approach the falsification goal. However, if we take a closer look at these two samples, we can find that the prefix of $\mathbf{v}^{(i+1)}$ in the first interval is not as good as that of $\mathbf{v}^{(i)}$, due to that the value of $u_{1}^{(i+1)}$ is lower than $u_{1}^{(i)}$. It is reasonable to hypothesize that keeping the value of $u_{1}^{(i)}$ would have achieved an even better robustness. This example exposes the weakness in the way of applying hill-climbing optimization-as hill climbing treats variables (that identify input signals) of different stages independent, it does not maintain those ones that result in good prefixes.

In addition, it brings about another problem of state space explosion: if we denote


Figure 3.2: The time-staging strategy
$U$ as a sub-space of one interval, then the size of the entire search space is $|U|^{K}$ where K is the number of control points; apparently, it increases exponentially with respect to K .

### 3.1.1 Time-Staging Approach

We proposed a time-staging approach to mitigate the problem. Time staging refers to discretizing the time domain of the input signal $\mathbf{u}$ and then searching for each segment incrementally. In the case that $\mathbf{u}$ is piecewise constant, a natural way of discretization is to break it at the $K$ control points.

The algorithm is shown in Alg. 3.1. The function Time-Stage starts with an empty signal $\mathbf{u}$. Then it calls the function Hill-Climb-Falsify for K times; at each loop, Hill-Climb-Falsify figures out the best signal segment $\mathbf{u}^{\prime}$, and concatenate it to $\mathbf{u}$. Finally, if the constructed $\mathbf{u}$ is a falsifying input, then just return it; otherwise, report a failure of the trial. The function Hill-Climb-Falsify differs from Alg. 2.1 a bit in the following aspects: it has one more input argument $\mathbf{u}^{*}$, which drives the model to an initial state; the signal that Hill-Climb searches for in Line 11 is not a complete one but a segment; the returned $\mathbf{u}^{\prime}$ is a signal segment that results in the smallest robustness over the loops rather than a falsifying input. This process is also illustrated by Fig. 3.2, in which the optimization algorithm searches for the best signal segment at

```
Algorithm 3.1 The time-staging approach for falsification
Require: a system model \(\mathcal{M}\) that accepts input signal \(\mathbf{u}:[0, T] \rightarrow \mathbb{R}^{M}\) and gives output signal
    \(\mathcal{M}(\mathbf{u}):[0, T] \rightarrow \mathbb{R}^{N}\), an STL formula \(\varphi\), the time budget \(K \in \mathbb{R}_{+}\)and the number of control points
    (time stages) \(\mathrm{K} \in \mathbb{N}\)
    function \(\operatorname{Time-Stage}(\mathcal{M}, \varphi, \mathbf{K}, \mathrm{K})\)
        \(\mathbf{u} \leftarrow() \quad \triangleright\) start with the empty signal ()
        for \(j \in\{1, \ldots, K\}\) do
            \(\mathbf{u}^{\prime} \leftarrow \operatorname{Hill-Climb-Falsify}\left(\mathcal{M}, \varphi, \mathbf{u}, \frac{\mathrm{K}}{\mathrm{K}}\right) \quad \triangleright\) synthesizing the \(j\)-th input segment
            \(\mathbf{u} \leftarrow \mathbf{u} \cdot \mathbf{u}^{\prime} \quad \triangleright\) concatenate \(\mathbf{u}^{\prime}\)
        Return \(\begin{cases}\mathbf{u} & \text { if } \mathrm{rb}_{k}=\llbracket \mathcal{M}(\mathbf{u}), \varphi \rrbracket<0 \\ \text { Failure } & \text { otherwise, that is, no falsifying input found within budget } K\end{cases}\)
    function \(\operatorname{Hill-Climb-Falsify}\left(\mathcal{M}, \varphi, \mathbf{u}^{*}, \mathbf{K}\right)\)
        \(\mathrm{rb} \leftarrow \infty ; \quad \mathbf{u}^{\prime} \leftarrow() ; \quad k \leftarrow 0 \quad \triangleright \mathrm{rb}, \mathbf{u}^{\prime}\) record the best robustness and signal segment so far
        while \(\mathrm{rb} \geq 0\) and \(k \leq \mathrm{K}\) do
            \(k \leftarrow k+1\)
            \(u_{k} \leftarrow \operatorname{Hill}-\operatorname{Climb}\left(\left(u_{l}, \llbracket \mathcal{M}\left(\mathbf{u}^{*} \cdot u_{l}\right), \varphi \rrbracket\right)_{l \in[1, k-1]}\right) \quad \triangleright\) Hill-Climb searches for a segment
            \(\mathrm{rb}_{k} \leftarrow \llbracket \mathcal{M}\left(\mathbf{u}^{*} \cdot u_{k}\right), \varphi \rrbracket\)
            if \(\mathrm{rb}_{k}<\mathrm{rb}\) then \(\quad \triangleright\) update rb and \(\mathbf{u}^{\prime}\) if applicable
                \(\mathrm{rb} \leftarrow \mathrm{rb}_{k}\)
                \(\mathbf{u}^{\prime} \leftarrow u_{k}\)
        Return \(\mathbf{u}^{\prime}\)
                        - return the \(\mathbf{u}\) with the least robustness
```

each interval, and concatenate them in the end.
This approach makes use of the time causality: it maintains the best prefix at each stage, and proceeds based on that. In this way, the search is more efficient. In addition, this approach reduces the search space, from $|U|^{K}$ to $K \cdot|U|$, because the search does not take place at all stages simultaneously, but in a one-by-one manner.

Apparently, this strategy is greedy. It does not work in such an occasion, that is, the best prefix is not included in any falsifying input. Actually, this is common, especially when it comes to complicated systems or properties. This gives rise to a new problem, i.e., the trap of "local optimum" brought from time staging.

In order to solve this problem, an ideal way is to introduce a "backtracking" mechanism to this approach: when the concatenated signal is not a falsifying input, we backtrack to one stage earlier to search for a substitution, and then proceed again. This derives a tree search structure, as shown in Fig. 3.3: the hierarchy of the tree comes from time staging; and each path identifies a signal prefix. This idea is also challenging, in that the tree has infinitely many paths and thus it is impossible to explore the whole


Figure 3.3: A hypothetical tree that implements "backtracking"
tree. An "intelligent" technique is needed that helps identify the essential parts of the tree and explore only there within the limited budget.

In the following sections, we introduce a falsification technique based on Monte Carlo Tree Search, which solves the problem.

### 3.2 Falsification with Monte Carlo Tree Search

In this section we present the main contribution of this chapter, namely, a two-layered optimization framework for hybrid system falsification. It combines: Monte Carlo tree search (MCTS) for high-level planning in the upper layer; and hill-climbing optimization for local search in the lower layer. The upper layer steers the lower layer using the UCT strategy [93], an established method in machine learning for balancing exploration and exploitation. We present two algorithms: the basic two-layered algorithm (Alg. 3.2), and a version enhanced with progressive widening (Alg. 3.4).

### 3.2.1 Monte Carlo Tree Search

We firstly give an introduction to Monte Carlo Tree Search (MCTS) in this section. MCTS is a famous algorithm in the artificial intelligence community. Especially in recent years, its successful application on the AlphaGo ${ }^{1}$ [94], the AI board game player
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Figure 3.4: An example of the workflow of MCTS
who beat the world champion Lee Sedol ${ }^{1}$, leads to prevalence of the algorithm.
MCTS has a long history, but nowadays it mainly refers to the Upper Confidence Bounds applied to Trees (UCT) [93] algorithm. It concerns with a problem of search in a huge tree. In the basic setting, the tree yields a huge search space, but its number of nodes is still finite. The aim of MCTS is to select the most promising child of the root node to move, with which the search can gain the best reward. Here, the definition of reward depends on the problem context. For example, in the Go game, reward is correlated to the result of the game, i.e., winning or losing. In the following paragraphs, we use the example in Fig. $3.4^{2}$ to elaborate on how MCTS works. In the figure, there is a fraction attached with each node; the denominator is the number of total visits to that node, while the numerator is the number of winnings. Therefore, the fractions represent the rewards of nodes.

Selection The first step is to select a child node to reason about. Initially, only the root node is available; when there are several children that have already been expanded, the selection is based on the Upper Confidence Bound version 1 (UCB1) [95] algorithm. It selects the best candidate according to the following equation:

$$
a_{b e s t}=\underset{a \in A}{\arg \max }\left(R_{a}+c \sqrt{\frac{2 \ln N}{N_{a}}}\right)
$$

[^7]where $A$ is the set of children, $R_{a}$ is the reward of child $a, c$ is a scalar parameter, and $N, N_{a}$ are the numbers of visits to the parent and child $a$ respectively. This algorithm exemplifies the balance between exploration and exploitation: on the one hand, if a child holds a good reward, that one is more likely to be exploited further; on the other hand, if a child has not been visited much often, it will get a better chance to be explored in the future. This balance can also be adjusted by tuning $c$, so that the user can impose a bias on either exploration or exploitation. For example in Fig. 3.4, when the search visits the root, there are three children to be selected; by applying UCB1, it selects the one with the best reward 7/10.

Expansion If all the children of a selected node have been expanded, then it just continues selection; otherwise, an unexpanded child will be expanded. This is usually done by choosing randomly from the list of the unexpanded children. Then, the expanded child will be initialized with the reward $0 / 0$, as shown in Fig. 3.4.

Simulation (a.k.a. Playout or Rollout) Simulation aims to evaluate a node that has just been expanded. This is by applying Monte Carlo methods: firstly, it collects the sequence of nodes from the root to the node just expanded; then this sequence is concatenated by the nodes randomly chosen from the lower layers of the tree, ending with a leaf node. The sequence can be evaluated according to the context. For example, in a board game, this sequence identifies a way how a player plays the game, and thus a result, either "winning" or "losing", comes out. In the case of "winning", we update the numerator of the reward with 1 ; otherwise, it will be 0 . In both cases, the number of visits will be updated to 1 . In the example of Fig. 3.4, it loses the game, so the reward is updated to $0 / 1$.

Backpropagation In this step, the information obtained from simulation is used to update the nodes along the path from the root to the expanded node. Namely, for all the nodes along that path, their denominators of rewards will be added by 1 , and their numerators of rewards will be added by 0 or 1 depending on the simulation result.


Figure 3.5: Asymmetric tree growth

MCTS repeats this loop for many times, until reaching the given budget. Then, it can select the best child of the root that has the best reward as the output of the algorithm. The generated tree in the end is an asymmetric tree, as the one shown in Fig. $3.5^{1}$ : it has rich branches in those promising areas; meanwhile it does take care of other areas, though barely.

Although MCTS is an effective search method, it is not trivial to apply it in the falsification context. There are several challenges as listed below:

- Falsification reasons about an infinite search space, which is a different setting from the original one of MCTS. Therefore, it is a problem how to build up the search tree.
- Intuitively, the concept of "winning" in falsification may refer to finding a falsifying input. However, the latter is the ultimate goal in falsification, which is rare and hard to reach. Therefore, rewards must be redefined.
- Following up the last item, it is also a challenge to perform simulation (playout) in this context in order to evaluate each node.
In the following sections, we address these issues with the proposal of our twolayered optimization framework.


### 3.2.2 The Basic Two-Layered Algorithm

We start with the basic two-layered algorithm.

Time staging Similar to the method presented in §3.1, we search for a falsifying input signal, focusing on piecewise constant signals (see Def. 2). The interval $[0, T]$ is divided into $K$ equal sub-intervals, where $K$ is the number of control points. We call this discretization to the time domain time staging. Our goal is therefore to find a sequence $\mathbf{u}_{1}, \ldots, \mathbf{u}_{K}$, where each $\mathbf{u}_{i}=\left(u_{i 1}, \ldots, u_{i M}\right)$ is an $M$-dimensional real vector $(M$ is the number of input signal dimensions for the model $\mathcal{M}$ ), so that the corresponding piecewise constant signal is a falsifying one (Def. 9).

We assume intervals $I_{i}=\left[u_{i}^{\min }, u_{i}^{\max }\right], i \in\{1, \ldots, M\}$, for the ranges of input $u_{1}, \ldots, u_{M}$ of the model $\mathcal{M}$.
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Algorithm 3.2 Basic Two-Layered Algorithm
Require: a system model \(\mathcal{M}\), an STL formula \(\varphi\), intervals \(I_{i}=\left[u_{i}^{\min }, u_{i}^{\max }\right], i \in\{1, \ldots, M\}\), for the
    ranges of input \(u_{1}, \ldots, u_{M}\) of \(\mathcal{M}\), time horizon \(T \in \mathbb{R}_{+}\), and the following tunable parameters: the
    number K of control points, the number \(L_{i}\) of partitions of the input range \(\left[u_{i}^{\min }, u_{i}^{\max }\right]\) for each
    \(i \in\{1, \ldots, M\}\), the scalar \(c\) in Line 2 of Alg. 3.3, and an MCTS budget (the maximum number of
    MCTS samples, Line 9)
    function MCTSPreprocess
        \(A \leftarrow\left\{1, \ldots, L_{1}\right\} \times \cdots \times\left\{1, \ldots, L_{M}\right\} \quad \triangleright\) the set of actions
        \(\mathcal{T} \leftarrow\{\varepsilon\} \quad \triangleright\) the MCTS search tree, initially root-only
        \(N \leftarrow(\varepsilon \mapsto 0) \quad \triangleright\) visit count \(N\) initialized, defined only for \(\varepsilon\)
        \(R \leftarrow(\varepsilon \mapsto \infty) \quad \triangleright\) reward function \(R\) initialized
        \(\overrightarrow{\mathbf{u}} \leftarrow\) null \(\quad \triangleright\) place holder for a falsifying input
        \(R_{\text {min }} \leftarrow \infty \quad \triangleright\) place holder for a minimum reward
        \(\vec{a}_{\text {min }} \leftarrow\) null \(\quad \triangleright\) the most promising action sequence
        while \(R(\varepsilon) \geq 0\) and within the MCTS budget do
            MCTSSAMPLE( \(\varepsilon\) )
        if \(\overrightarrow{\mathbf{u}} \neq\) null then Return \(\overrightarrow{\mathbf{u}} \quad \triangleright\) a falsifying input is found already in preprocessing
        else Return \(\vec{a}_{\text {min }} \quad \triangleright\) return the most promising action sequence
    function MCTSSAMPLE \((w)\)
                                    \(\triangleright\) let \(w=a_{1} \ldots a_{d}\) with \(a_{i} \in A\)
        \(N(w) \leftarrow N(w)+1\)
        if \(|w|<K\) then
            if \(w a^{\prime} \in \mathcal{T}\) for all \(a^{\prime} \in A\) then \(\quad \triangleright\) if all children have been expanded
                \(a \leftarrow \operatorname{UCBSAMPLE}(w) \quad \triangleright\) pick a child \(w a\) by UCB
                \(\operatorname{MCTSSAMPLE}(w a) \quad \triangleright\) recursive call
                    \(R(w) \leftarrow \min _{a^{\prime} \in A} R\left(w a^{\prime}\right) \quad \triangleright\) back-propagation
            else
                    randomly sample \(a \in A\) from \(\{a \mid w a \notin \mathcal{T}\} \quad \triangleright\) expand a random unexpanded child \(w a\)
                \(\mathcal{T} \leftarrow \mathcal{T} \cup\{w a\}\)
            \(\mathbf{u}_{1}, \ldots, \mathbf{u}_{\mathrm{K}} \leftarrow \underset{\substack{\mathbf{u}_{1} \in \operatorname{ReG}\left(a_{1}\right), \ldots, \mathbf{u}_{d} \in \operatorname{ReG}\left(a_{d}\right), \mathbf{u}_{d+1} \in \operatorname{REG}(a),}}{\arg \min } \operatorname{HillClimb}^{\mathcal{M}}\left(\mathbf{u}_{1} \ldots \mathbf{u}_{K}\right), \varphi \rrbracket \quad \triangleright\) playout by hill-climbing
            \(N(w a) \leftarrow 0\)
            \(R(w a) \leftarrow \llbracket \mathcal{M}\left(\mathbf{u}_{1} \ldots \mathbf{u}_{\mathrm{K}}\right), \varphi \rrbracket\)
            if \(R(w a)<0\) then
                \(\overrightarrow{\mathbf{u}} \leftarrow \mathbf{u}_{1} \ldots \mathbf{u}_{K} \quad \triangleright\) a falsifying input is found and stored in \(\overrightarrow{\mathbf{u}}\)
            if \(R(w a)<R_{\text {min }}\) then
                \(R_{\text {min }} \leftarrow R(w a)\)
\(\vec{a}_{\text {min }} \leftarrow a_{1} \ldots a_{d} a\)
            \(R(w) \leftarrow \min _{a^{\prime} \in A} R\left(w a^{\prime}\right) \quad \triangleright\) back-propagation
    function MAIN
        \(\vec{x} \leftarrow\) MCTSPreprocess
        if \(\vec{x}=\overrightarrow{\mathbf{u}}\), an input signal then \(\quad \triangleright\) Line 11
            Return \(\overrightarrow{\mathbf{u}}\)
        else \(\quad \triangleright \vec{x}=a_{1} a_{2} \ldots a_{K^{\prime}} \in A^{*}\) with some \(\mathrm{K}^{\prime} \leq \mathrm{K}\), Line 12
            Return \(\quad \arg \min ^{\text {HillClimb }} \quad \llbracket \mathcal{M}\left(\mathbf{u}_{1} \ldots \mathbf{u}_{K}\right), \varphi \rrbracket\)
                \(\mathbf{u}_{1} \in \operatorname{REG}\left(a_{1}\right), \ldots, \mathbf{u}_{\mathrm{K}^{\prime}} \in \operatorname{REG}\left(a_{\mathrm{K}^{\prime}}\right)\),
                \(\mathbf{u}_{\mathrm{K}^{\prime}+1}, \ldots, \mathbf{u}_{\mathrm{K}} \in I_{1} \times \cdots \times I_{M}\)
```

```
Algorithm 3.3 Auxiliary Functions for Algs. 3.2 \& 3.4
    function UCBSAMPLE \((w)\)
        Return \(\underset{a \in A}{\arg \max }\left(\left(1-\frac{R(w a)}{\max _{w^{\prime} \in \mathcal{T}} R\left(w^{\prime}\right)}\right)+c \sqrt{\frac{2 \ln N(w)}{N(w a)}}\right)\)
    function \(\operatorname{Reg}(a) \quad \triangleright\) The input region for an action \(a \in A\) is of the form \(\left(k_{1}, \ldots, k_{M}\right)\), see Line 2 of
    Alg. 3.2
        Return \(\prod_{i=1}^{M}\left[u_{i}^{\min }+\frac{k_{i}-1}{L_{i}}\left(u_{i}^{\max }-u_{i}^{\min }\right), u_{i}^{\min }+\frac{k_{i}}{L_{i}}\left(u_{i}^{\max }-u_{i}^{\min }\right)\right]\)
```

The search tree A search tree in MCTS has a branching degree $|A|$, where the set $A$ is called an action set in the MCTS literature. In Go, for example, an action set $A$ consists of possible moves.

We use, as the action set $A$, a partitioning of the input space $I_{1} \times \cdots \times I_{M}$. We partition the input space into $L_{1} \times \cdots \times L_{M}$ hyperrectangles of equal size, according to predetermined parameters $L_{1}, \ldots, L_{M}$, where $M$ is the number of input signals of the system and $L_{i}$ indicates how finely the $i$-th input should be partitioned. In Fig. 3.6 we present an example where $M=2$ and $L_{1}=L_{2}=2$. There we have four actions in the set $A$, corresponding to the four square regions.

An edge in our search tree represents a choice of an input region-from which we choose the input value $\mathbf{u}_{i}-$ for a single control point $\frac{(i-1) T}{K}$. The depth of the tree is $K$ (the number of control points). We follow the usual convention and specify a node of a $|A|$-branching tree by a word $w=a_{1} a_{2} \ldots a_{j}$ over the alphabet $A$, where $j \leq \mathrm{K}$. That is: the root is $\varepsilon$ (the empty word), its child in the direction $a_{1} \in A$ is $a_{1}$, its children are $a_{1} a_{1}, a_{1} a_{2}, \ldots$, and so on.

In general, a node in an MCTS search tree is decorated by two values: reward $R$ and visit count $N$. In our case, $R$ stores the current estimate of the smallest (i.e. the best) robustness value. Both values are updated explicitly during backpropagation (see below).

Monte Carlo Tree Search sampling Much like usual MCTS, Alg. 3.2 iteratively expands the search tree $\mathcal{T}$. Initially the tree $\mathcal{T}$ is root-only (Line 3), and in each iteration-called MCTS sampling-the invocation of MCTSSAMPLE on Line 10 adds one new node to $\mathcal{T}$. In the MCTS literature, expanding a child means adding the child to $\mathcal{T}$. We repeat MCTS sampling until a counterexample is found, or the MCTS budget is


Figure 3.6: Our MCTS search tree for a system model $\mathcal{M}$ with two input signals, throttle and brake, whose ranges are [ 0,100 ] and $[0,325]$, respectively. We partition each range into two intervals, i.e. $L_{1}=L_{2}=2$, hence the branching degree $|A|$ is $2 \times 2$.
used up after the maximum number of iterations (Line 9).
The exploration-exploitation trade-off in MCTS comes in the choice of the node to add. In each MCTS sampling, we start from the root (Line 10), walk down the tree $\mathcal{T}$, choosing already expanded nodes (Lines 17-18), until we expand a child (Lines 21-22). Growing a wider tree means exploration, while a deeper tree means exploitation.

We use the UCT strategy [93], the most commonly used strategy in MCTS, to resolve the dilemma. UCT is based on the UCB strategy for the multi-armed bandit problems [95]; Line 2 of Alg. 3.3 follows UCB1, where the exploitation score $1-\frac{R(w a)}{\max _{w^{\prime} \in \mathcal{T} \mathcal{T}} R\left(w^{\prime}\right)}$ and the exploration score $\sqrt{\frac{2 \ln N(w)}{N(w a)}}$ are superposed using a scalar $c$. Recall that our rewards $R(w a)$ for $w$ 's children are given by robustness estimates from previous simulations, and that falsification favors smaller $R$. Note also that values of $R$ can be greater than 1 . In the exploitation score $1-\frac{R(w a)}{\max _{w^{\prime} \in \mathcal{T}} R\left(w^{\prime}\right)}$, therefore, we normalize rewards to the interval $[0,1]$ and reverse their order. ${ }^{1}$ The exploration score $\sqrt{\frac{2 \ln N(w)}{N(w a)}}$ is taken from UCB1: the visit count $N(w)$ gives how many times the node $w$ has been visited, that is, how many offspring the node $w$ currently has in $\mathcal{T}$. The scalar, for the trade-off, is a tunable parameter, as usual in MCTS.

[^9]

Playout by hill-climbing optimization
Figure 3.7: Playout by hill-climbing optimization

Playout and backpropagation In MCTS, the reward of a newly expanded node $a_{1} a_{2} \ldots a_{d} a$ (see e.g. Line 22) is computed by an operation called playout (or simulation as in §3.2.1). The result is then back-propagated, in a suitable manner, to the ancestors: $a_{1} \ldots a_{d}, a_{1} \ldots a_{d-1}, \ldots$, and finally $\varepsilon$.

In our MCTS algorithms for falsification we use hill-climbing optimization (e.g. SA, GNM and CMA-ES) for playout. See Line 23, where input values $\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{\mathrm{K}}$ are sampled by stochastic hill-climbing optimization, so that the resulting robustness value of the specification $\varphi$ becomes smaller. The regions from which to sample those values are dictated by the MCTS tree: $\mathbf{u}_{1} \in \operatorname{REG}\left(a_{1}\right), \ldots, \mathbf{u}_{d} \in \operatorname{REG}\left(a_{d}\right)$ follow the actions $a_{1}, \ldots, a_{d}$ determined so far (here Reg is from Alg. 3.3); $\mathbf{u}_{d+1} \in \operatorname{REG}(a)$ follows the newly chosen action $a$ (Line 21); and the remaining values $\mathbf{u}_{d+2}, \ldots, \mathbf{u}_{\mathrm{K}}$ can be chosen from the whole input range $I_{1} \times \cdots \times I_{M}$.

Figure 3.7 illustrates an example of playout by hill-climbing optimization. Smaller gray squares represent actions, and red dots represent input values (notice that they are chosen from the gray regions). The values $\mathbf{u}_{1}, \ldots, \mathbf{u}_{\mathrm{K}}$ are sampled repeatedly so that the robustness value $\llbracket \mathcal{M}\left(\mathbf{u}_{1} \ldots \mathbf{u}_{K}\right), \varphi \rrbracket$ becomes smaller.

An intuition of this playout operation is that we sample the best input signal, $\mathbf{u}_{1} \ldots \mathbf{u}_{K}$, under the constraints imposed by the MCTS search tree (namely, the input regions prescribed by the actions). The least robustness value thus obtained is assigned to the newly expanded node $w a$ as its reward (Line 25). If $R(w a)<0$ then this means we have already succeeded in falsification (Line 27).

Backpropagation is an important operation in MCTS. Following the intuition that


Figure 3.8: Our two-layered optimization framework
the reward $R(w)$ is the smallest robustness achievable at the node $w$, we define the reward of an internal node $w$ by the minimum of its children's rewards. See Lines 19 and 31. Note that, via recursive calls of MCTSSAmple (Line 18), the result of playout is propagated to all ancestors.

A two-layered framework In Alg. 3.2, hill-climbing optimization occurs twice, in Lines 23 and 37. The first occurrence is in playout of MCTS-this way we interleave MCTS optimization (by growing a tree) and hill-climbing optimization. See Fig. 3.8. MCTS optimization is considered to be a preprocessing phase in Alg. 3.2 (Line 33): its principal role is to find an action sequence $\vec{a}_{\text {min }}$, i.e. a sequence of input regions, that is most promising. In the remainder of the Main function, the second hill-climbing optimization is conducted for falsification, where we sample according to $\vec{a}_{\text {min }}$.

The two occurrences of hill-climbing optimization therefore have different roles. Given also the fact that the first occurrence is repeated every time we expand a new child, we choose to spend less time for the former than the latter. In our implementation, we set the timeout to be 5-15 seconds for the first hill-climbing sampling in Line 23 ( $\mathrm{TO}_{\mathrm{po}}$ in $\S 3.3$ ), while for the second hill-climbing sampling in Line 37 the timeout is 300 seconds.

A falsifying input $\overrightarrow{\mathbf{u}}$ is often found already in the preprocessing phase. In this case the Main function simply returns $\overrightarrow{\mathbf{u}}$ (Line 35).

### 3.2.3 The Two-Layered Algorithm with Progressive Widening

Our second algorithm (Alg. 3.4) differs from the basic one (Alg. 3.2) in two ways:

```
Algorithm 3.4 Two-Layered Algorithm with Progressive Widening
Require: The algorithm is the same as Alg. 3.2, except that the function MCTSSAMPLE is replaced by
    the following one.
Require: The same data as required in Alg. 3.2, and additionally, constants \(C, \alpha\) (used in Line 4)
    function \(\operatorname{MCTSSAMPLE}(w) \quad \triangleright\) let \(w=a_{1} \ldots a_{d}\) with \(a_{i} \in A\)
        \(N(w) \leftarrow N(w)+1\)
        if \(|w|<K\) then
            if \(\binom{\left|\left\{a^{\prime} \in A \mid w a^{\prime} \in \mathcal{T}\right\}\right| \geq C \cdot N(w)^{\alpha}}{\) or \(w a^{\prime} \in \mathcal{T}\) for all \(a^{\prime} \in A}\) then \(\quad\) \(\quad\) progressive widening
                \(a \leftarrow \operatorname{UCBSAMPLE}(w) \quad \triangleright\) pick a child \(w a\) by UCB
                \(\operatorname{MCTSSAMPLE}(w a) \quad \triangleright\) recursive call
                \(R(w) \leftarrow \min _{a^{\prime} \in A} R\left(w a^{\prime}\right) \quad \triangleright\) back-propagation
            else
                \(S \leftarrow\) (a maximal convex subset of \(\left.\bigcup_{w a^{\prime} \notin \mathcal{T}} \operatorname{REG}\left(a^{\prime}\right)\right)\)
                \(\mathbf{u}_{1}, \ldots, \mathbf{u}_{\mathrm{K}} \leftarrow \underset{\mathbf{u}_{1} \in \operatorname{ReG}\left(a_{1}\right), \ldots, \mathbf{u}_{d} \in \operatorname{ReG}\left(a_{d}\right),}{\arg \min ^{\operatorname{HillClimb}}} \llbracket \mathcal{M}\left(\mathbf{u}_{1} \ldots \mathbf{u}_{\mathrm{K}}\right), \varphi \rrbracket \quad \triangleright\) playout by hill-climbing
                    \(\mathbf{u}_{1} \in \operatorname{ReG}\left(a_{1}\right), \ldots, \mathbf{u}_{d} \in \operatorname{REG}\left(a_{d}\right)\)
\(\mathbf{u}_{d+1} \in S\),
\(\mathbf{u}_{d+2}, \ldots, \mathbf{u}_{K} \in I_{1} \times \cdots \times I_{M}\)
                \(a \leftarrow\left(a \in A\right.\) such that \(\left.\mathbf{u}_{d+1} \in \operatorname{REG}(a)\right)\)
                \(\mathcal{T} \leftarrow \mathcal{T} \cup\{w a\}\)
                \(N(w a) \leftarrow 0\)
                \(R(w a) \leftarrow \llbracket \mathcal{M}\left(\mathbf{u}_{1} \ldots \mathbf{u}_{\mathrm{K}}\right), \varphi \rrbracket\)
                if \(R(w a)<0\) then
                    \(\overrightarrow{\mathbf{u}} \leftarrow \mathbf{u}_{1} \ldots \mathbf{u}_{\mathrm{K}}\)
                if \(R(w a)<R_{\min }\) then
                    \(R_{\text {min }} \leftarrow R(w a)\)
\(\vec{a}_{\text {min }} \leftarrow a_{1} \ldots a_{d} a\)
                \(R(w) \leftarrow \min _{a^{\prime} \in A} R\left(w a^{\prime}\right) \quad \triangleright\) back-propagation
```

Progressive widening Alg. 3.4 uses progressive widening [97]; see Line 4. Unlike in the basic algorithm (Line 16 of Alg. 3.2), we do not always expand a new child, even if there are unexpanded ones; the threshold $C \cdot N(w)^{\alpha}$ is computed using the visit count $N(w)$ and tunable parameters $C, \alpha$.

Progressive widening is a widely employed technique in MCTS for coping with a large or infinite action set $A$-in such a case expanding all children incurs a lot of computational cost. See e.g. [48]. In our Alg. 3.4 the action set $A$ can be large, depending on the numbers $L_{1}, \ldots, L_{m}$ of input range partitions.

Hill-climbing optimization for expanding children In progressive widening, since we may not expand all the children, it makes sense to be selective about which child to expand. This is in contrast to random sampling in Alg. 3.2 (Line 21). See Line 10 of Alg. 3.4, where we first playout by hill-climbing optimization. The value $\mathbf{u}_{d+1}$ thus obtained is then used to determine which child wa to expand, in Line 11. In order to ensure that the new child $w a$ is indeed previously unexpanded, the value $\mathbf{u}_{d+1}$ is sampled from the set $\bigcup_{w a^{\prime} \notin \mathcal{T}} \operatorname{REG}\left(a^{\prime}\right)$; in fact, we restrict to its convex subset (Line 9), because many hill-climbing optimization algorithms work best in a convex domain. See Fig. 3.9 for illustration.


Figure 3.9: Lines 9-11 of Alg. 3.4

### 3.3 Experimental Evaluation

We have implemented our basic algorithm (Alg. 3.2, denoted "Basic") and our progressive widening algorithm (Alg. 3.4, denoted "P.W.") in MATLAB, using Breach [22] as a front-end for hill-climbing optimization and for its implementation of the robust semantics.

The experiments have two goals. Firstly, in §3.3.2, we evaluate the falsification performance of our proposal in comparison to the state-of-the-art. Since our MCTS enhancement emphasizes coverage, our interest is in the success rate in hard problem instances rather than in execution time. Secondly, in §3.3.3, we evaluate the impact of different choices of parameters for our algorithms (such as the UCB scalar $c$ in Alg. 3.3).

### 3.3.1 Experiment Setup

The experiments are based on the following benchmarks.
The automatic transmission (AT) model is exactly the Simulink model in Fig. 1.1, and it was proposed as a benchmark for falsification in [98]. It has input signals throttle $\in[0,100]$ and brake $\in[0,325]$, and computes the car's speed speed, the engine rotation rpm, and the selected gear gear. We consider the following specifications, taken in part from [98].

S1 $\equiv \square_{[0,30]}($ speed $<120)$ can be falsified easily by hill climbing with an input throttle $=100$ and brake $=0$ throughout.
$\mathrm{S} 2 \equiv \square_{[0,30]}($ gear $=3 \rightarrow$ speed $\geq 20)$ states that in gear three, the speed should not get too low. The difficulty arises from the lack of guidance by robustness as long as gear $\neq 3$ : we follow [98] and take gear $=1, \ldots$, gear $=4$ as Boolean propositions, instead of taking gear as a numeric variable. In contrast to [98], we use a more difficult speed threshold of 20 instead of 30 .

S3 $\equiv \diamond_{[10,30]}($ speed $\notin[53,57])$ states that it is not possible to maintain a constant speed after 10s. A falsifying trace needs precise inputs to hit and maintain the narrow speed range.
$S 4 \equiv \square_{[0,29]}($ speed $<100) \vee \square_{[29,30]}($ speed $>65)$ is a specification designed to demonstrate the limitation of robustness-guided falsification by hill-climbing optimization only. Here, a falsifying trajectory has to reach high speed before braking. Similarly to S2, the speed 100 has to be reached much earlier than the indicated time bound of 29 to give sufficient time for deceleration. However, by using the maximum as semantics for the $\vee$-connective, the robustness computation can shadow either of the disjuncts .
$S 5 \equiv \square_{[0,30]}\left(r p m<4770 \vee \square_{[0,1]}(r p m>600)\right)$ aims to prevent systematic sudden drops from high to low rpm. It is falsified if an $r p m$ peak above 4770 is immediately followed by a drop to $\mathrm{rpm} \leq 600$.

The second benchmark is the Abstract Fuel Control (AFC) model [56]. It takes two input signals, pedal angle and engine speed, and outputs the critical signal air-fuel ratio $(A F)$, which influences fuel efficiency and car performance. The value is expected to be close to a reference value AFref. The pedal angle varies in the range [0,61.1] and the engine speed varies in the range [900, 1100]. According to [56], this setting corresponds to normal mode, where AFref $=14.7$.

The basic requirement of the AFC is to keep the air-to-fuel ratio $A F$ close to the reference $A F r e f$. However, changes to the pedal angle cause brief spikes in the output signal $A F$ before the controller is able to regulate the engine. Falsification is used to discover the amplitude and periods of such spikes.

The formal specification Sbasic is $\square_{[11,30]}(\neg(|A F-A F r e f|>0.05 * 14.7))$. It is violated when $A F$ deviates from its $A F r e f$ too much. Another specification is Sstable: $\neg\left(\diamond_{[6,26]} \square_{[0,4]}(|A F-A F r e f|>0.01 * 14.7)\right)$. The goal is to find spikes where the ratio is off by a fraction 0.01 of the reference value for at least $t^{\prime}$ seconds during the
interval $[6,26]$.
The third benchmark model is called Free Floating Robot (FFR) that has been considered as a falsification benchmark in [69]. It is a robot vehicle powered by four boosters and moving in two spatial dimensions. It is governed by the following second-order differential equations:

$$
\begin{aligned}
& \ddot{x}=0.1 \cdot\left(u_{1}+u_{3}\right) \cos (\varphi)-0.1 \cdot\left(u_{2}+u_{4}\right) \sin (\varphi) \\
& \ddot{y}=0.1 \cdot\left(u_{1}+u_{3}\right) \sin (\varphi)+0.1 \cdot\left(u_{2}+u_{4}\right) \cos (\varphi) \\
& \ddot{\varphi}=5 / 12 \cdot\left(u_{1}+u_{3}\right)-5 / 12 \cdot\left(u_{2}+u_{4}\right)
\end{aligned}
$$

The goal of the robot is to steer from $(x, y, \varphi)=(0,0,0)$ to $x=y=4$, with a tolerance of 0.1 , such that $\dot{x}$ and $\dot{y}$ are within $[-1,1]$, given a time horizon of $T=5$. The four inputs $u_{i} \in[-10,10]$ range over the same domain. We run falsification on the negated requirement: Strap $\equiv \neg \diamond_{[0,5]} x, y \in[3.9,4.1] \wedge \dot{x}, \dot{y} \in[-1,1]$.

The experiments use Breach version 1.2.9 and MATLAB R2017b on an Amazon EC2 c4.large instance ( 2.9 GHz Intel Xeon E5-2666, 2 virtual CPU cores, 4 GB main memory).

### 3.3.2 Performance Evaluation

The results are shown in Table 3.1 and are grouped with respect to the method: uniform random sampling ("Random") as a baseline, Breach, our "Basic" algorithm (Alg. 3.2) and our "P.W." algorithm (Alg. 3.4), as well as with respect to the underlying hill-climbing optimization solver (CMA-ES, Global Nelder-Mead (GNM) and Simulated Annealing (SA)). Run times are shown in seconds. Since the algorithms are stochastic, we give the success rate out of a number of trials-here it is 10 trials for each experiment.

For all the experiments, input signals are chosen to be piecewise constant, with $K=5$ control points for AT and AFC, and $K=3$ control points for FFR (due to the shorter time horizon). These numbers coincide with the depth of the MCTS search trees. In Breach, this is achieved with the "UniStep" input generator, with its . cp attribute set to K. The timeout for Breach was set to 900 seconds (which is well above all successful falsification trials) with no upper limit on the number of simulations. For our P.W. algorithm, we used the parameters $C=0.7$ and $\alpha=0.85$ (Line 4 of Alg. 3.4).

Table 3．1：Comparison of uniform random sampling and Breach against Algs． 3.2 （Basic）and 3.4 （P．W．）．
（a）Experimental results of Automatic Transmission

| Algorithm | Parameters |  |  | AT model |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | M＿b TO ${ }_{\text {po }}$ |  | $c$ | S1 |  | S2 |  | S3 |  | S4 |  | S5 |  |
|  |  |  | succ． | time | succ． | time | succ． | time |  | time | succ． | time |
| Random |  |  |  |  | 10／10 | 108.9 | 10／10 | 289.1 | 1／10 | 301.1 | 0／10 | － | 0／10 | － |
| Wreach |  |  |  | 10／10 | 21.9 | 6／10 | 30.3 | 10／10 | 193.9 | 4／10 | 208.8 | 3／10 | 75.5 |
| S Basic | 40 |  | 0.20 | 10／10 | 15.8 | 10／10 | 108.5 | 10／10 | 697.1 | 7／10 | 786.8 | 9／10 | 384.4 |
| U P．W． | 40 |  | 0.20 | 10／10 | 10.8 | 10／10 | 65.7 | 10／10 | 728.6 | 7／10 | 767.8 | 10／10 | 648.1 |
| $\sum$ Breach |  |  |  | 10／10 | 5.4 | 10／10 | 151.4 | 0／10 | － | 0／10 | － | 0／10 | － |
| $\sum_{O}$ Basic | 20 |  | 0.20 | 10／10 | 12.4 | 10／10 | 162.3 | 10／10 | 185.6 | 7／10 | 261.9 | 7／10 | 163.7 |
| P．W． | 20 |  | 50.05 | 10／10 | 60.8 | 9／10 | 110.7 | 8／10 | 211.2 | 8／10 | 313.0 | 10／10 | 178.7 |
| Breach |  |  |  | 10／10 | 160.1 | 0／10 | － | 3／10 | 383.7 | 0／10 | － | 3／10 | 80.4 |
| ふ Basic | 20 |  | 0.05 | 10／10 | 264.8 | 9／10 | 236.1 | 8／10 | 385.6 | 8／10 | 505.3 | 7／10 | 341.2 |
| P．W． | 40 |  | 0.20 | 10／10 | 208.7 | 10／10 | 377.6 | 8／10 | 666.0 | 7／10 | 795.4 | 10／10 | 624.2 |

（b）Experimental results of Abstract Fuel Control and Free Floating Robot

| Algorithm | Parameters |  | AFC model |  |  |  | $\frac{\text { FFR model }}{\text { Strap }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | asic time |  | table time |  |  |
| Random |  |  | 6／10 | 278.7 | 10／10 | 242.6 | 4／10 | 409.3 |
| 䍖Breach |  |  | 10／10 | 111.7 | 3／10 | 256.3 | 10／10 | 119.8 |
| 发Basic | 40 | 150.20 | 10／10 | 182.0 | 7／10 | 336.9 | 10／10 | 338.0 |
| S P．W． | 40 | 150.20 | 10／10 | 177.1 | 8／10 | 272.9 | 10／10 | 473.9 |
| $\sum$ Breach |  |  | 10／10 | 171.4 | 0／10 |  | 0／10 |  |
| $\sum_{\text {Basic }}$ | 20 | 50.20 | 10／10 | 227.1 | 2／10 | 378.5 | 10／10 | 162.2 |
| P．W． | 20 | 50.05 | 10／10 | 252.0 | 6／10 | 153.2 | 6／10 | 197.4 |
| Breach |  |  | 0／10 | － |  | 307.0 | 3／10 | 92.8 |
| ふ Basic | 20 | 150.05 | 5／10 | 391.3 | 8／10 | 273.8 | 10／10 | 273.2 |
| P．W． | 40 | 150.20 | 8／10 | 665.7 | 6／10 | 293.7 | 10／10 | 390.9 |

The choice of parameters for our two MCTS-based algorithms is as follows: for each combination with the hill-climbing optimization solvers, we present a set of parameters that give good results over all the specifications. This is justified, because the performance is quite dependent on these parameters, and one choice that works for a given combination of a falsification algorithm and a hill-climbing solver might just not work for another combination. However, note that we do not change the settings across the specifications.

As we discuss at the end of §3.2.2, different timeouts are set for hill-climbing in playout (Line 23 of Alg. 3.2) and to hill-climbing at the end (Line 37 of Alg. 3.2). Specifically, the timeout for the former is $\mathrm{TO}_{\mathrm{po}}$ in Table 3.1 ( $5-15$ seconds) while the timeout for the latter is globally 300 seconds. M_b (MCTS budget) is the maximum visit count for the root of the MCTS search tree (i.e. the maximum number of nodes of the tree).

The cells with bold fonts are local best performers w.r.t. each hill-climbing solver, and green backgrounded cells are the global performers w.r.t. each property. Here, the ranking criterion takes success rate as first priority, and average time as second priority.

The results in Table 3.1 indicate, at a high-level, that for seemingly hard problems, the benefit of the extra exploration done by the MCTS layer significantly increases the falsification rate. This is most evident in S4 and S5, where Breach (with any of CMA-ES, GNM or SA) has at most $30-40 \%$ success rates. Our MCTS enhancements succeed much more often.

For easy problems, the increased exploration typically increases the falsification times, which is expected. One reason is that falsification is in general a hard problem that can only be tackled by heuristics. We note from Table 3.1 that the additional execution time is often not prohibitively large. We also note that there is generally no single algorithm that works on all instances equally well. For example, for Sstable, both Breach and our algorithms are even weaker than random testing. However, our algorithms still increase the falsification rate compared to Breach.

The choice of a hill-climbing optimization solver has a great influence on the outcome. CMA-ES has built-in support for some exploration before the search converges in the most promising direction. Nevertheless, we see that the upper-layer optimization by MCTS can improve success rates (S4, S5, Sstable). The Nelder-Mead variant GNM
has very little support for exploration and furthermore, Breach's implementation is not stochastic (it uses deterministic low-discrepancy sequences as a source of quasi-randomness). For this reason, the method quickly converges to non-falsifying minima that are local and cannot be escaped without extra measures. Thus, using MCTS pays off especially with GNM; see for example S3 and S4. Conversely, SA heavily relies on exploration and keeps just a single good trace found so far, limiting its exploitation. In combination with MCTS, SA shows mixed performance. In some cases falsification time becomes longer (S1, S3), whereas for S4, MCTS is able to overcome this particular limitation, presumably because it maintains several good prefixes. For the free floating robot, we observe that our approach needs additional time in comparison to Breach with CMA-ES (within an order of magnitude), which is reasonable given the added exploration on the exponentially larger state space. However, it does increase the falsification rate with GNM and SA, for the same reasons as before.

The difference between the two variants, Algs. 3.2 and 3.4 (the latter with progressive widening), is not significant on most of the examples. However, progressive widening has a positive effect on the success rate and falsification time for S2 and S5.

In the experiments, we set the MCTS budget (number of iterations of the main loop) to be $20-40$. Note that the number of all possible nodes is much greater: it is $\left(1+|A|+|A|^{2}+\cdots+|A|^{K}\right)$. For AT and AFC (2 input signals, $L=3 \times 5$ and $\mathrm{K}=5$ ), it is 813616; and for FFR ( 4 input signals, $L=2 \times 2 \times 2 \times 2$ and $\mathrm{K}=3$ ), it is 4369 . The overall success rates seem to suggest that, not only in computer Go but also in hybrid system falsification, MCTS is very effective in searching in a vast space with limited resources.

### 3.3.3 Evaluation of Parameter Choices

We evaluate the effect of the parameters using the specification S4 for the AT model, where the success of falsification varies strongly. For the experiments in this section we focus on Alg. 3.2 (Basic).

Table 3.2 contains 4 sub-tables, each showing the results for the different optimization solvers when varying a hyperparameter. The results are shown in terms of success rate and average time in seconds for those successful trials. The default parameter settings are: maximum tree size (MCTS budget) is 60 , and $c=0.2, L=2, \mathrm{TO}_{\mathrm{po}}=10$,
$K=5$ (gray headed columns). The green cells are the best performers w.r.t. each solver.
The first concern is about the scalar $c$ for exploration/exploitation. We observe that there is a general trend that falsification rate improves with increased focus on exploration. It is particularly evident when comparing the results of $c=0.02$ and $c=0.5$. However, no significant performance gap is observed between $c=0.5$ and $c=1.0$, indicating that $c=0.5$ is already sufficient for optimization solvers to benefit from exploration.

Next, consider the results for different partitioning of the input space, where $L=n \times m$ means that the throttle range is partitioned into $n$ actions and the brake range into $m$ actions (for the AT model; pedal and engine for the AFC model). We note that the different choices have much less influence than the scalar $c$. However, there are some differences, e.g., GNM seems to cope badly with the coarse partitioning $2 \times 2$ in the first column, which could be attributed to its reliance on guidance by the MCTS layer.

With respect to the timeout for individual playouts $\mathrm{TO}_{\mathrm{PO}}$, we observe that it is correlated with overall falsification time. This is expected, as we spend more time in non-falsifying regions of the input space as well.

Varying the number of control points K (and therefore the depth of the MCTS tree), shows that for the respective requirement, $K=3$ is insufficient but the results for more control points are not clear. As more control points make the problem harder due to the larger search space, the falsification rate drops (specifically for $\mathrm{K}=10$ ). Note that we purposely keep the MCTS budget and playout time consistent to expose this effect, whereas in practice one might want to increase the limits when the problem is more complex.

### 3.4 Discussion

Our algorithms interleave MCTS optimization and hill-climbing optimization: the latter is used in the playout operation of the former, for sampling and estimating the reward of a high-level input-synthesis strategy. This high-level strategy is concretely given by a sequence $a_{1} a_{2} \ldots a_{d}$ of input regions. Via the UCT tree search strategy, we ensure that our search in a search tree is driven not only by depth, but also by width. This way we enhance exploration in search-based falsification, in the sense that

Table 3.2: Parameter variation for Alg. 3.2 (Basic)

| Solver | $c=0.02$ | $c=0.2$ | $c=0.5$ | $c=1.0$ |
| :---: | :---: | :---: | :---: | :---: |
|  | succ. time | succ. time | succ. time | succ. time |
| CMA-ES | 6/10 826.1 | $7 / 10 \quad 728.7$ | 8/10 725.7 | 9/10 744.3 |
| GNM | 0/10 | $4 / 10 \quad 807.3$ | $3 / 10 \quad 779.4$ | $3 / 10 \quad 791.4$ |
| SA | $1 / 10 \quad 719.5$ | 8/10 733.5 | $9 / 10 \quad 736.3$ | 8/10 799.1 |
| Solver | $L=2 \times 2$ | $L=3 \times 3$ | $L=3 \times 5$ | $L=5 \times 5$ |
|  | succ. time | succ. time | succ. time | succ. time |
| CMA-ES | $7 / 10 \quad 728.7$ | 9/10 674.4 | 9/10 740.2 | 8/10 743.4 |
| GNM | $4 / 10 \quad 807.3$ | $3 / 10 \quad 712.3$ | $9 / 10 \quad 721.6$ | 10/10 724.2 |
| SA | 8/10 733.5 | 6/10 755.7 | 8/10 832.0 | 6/10 832.8 |
| Solver | $\mathrm{TO}_{\mathrm{po}}=5$ <br> succ. time | $\mathrm{TO}_{\mathrm{po}}=10$ <br> succ. time | $\begin{array}{ll} \hline \mathrm{TO}_{\mathrm{po}}= & 15 \\ \text { succ. } \quad \text { time } \end{array}$ | $\mathrm{TO}_{\mathrm{po}}=20$ <br> succ. time |
| CMA-ES | 8/10 431.8 | $7 / 10 \quad 728.7$ | 9/10 776.2 | 7/10 13330.1 |
| GNM | $3 / 10 \quad 502.6$ | $4 / 10 \quad 807.3$ | $4 / 10 \quad 809.4$ | $2 / 10 \quad 1397.1$ |
| SA | $7 / 10 \quad 510.5$ | 8/10 733.5 | 7/10 1108.0 | 8/10 1342.5 |
| Solver | $\mathrm{K}=3$ | $\mathrm{K}=5$ | $\mathrm{K}=7$ | $K=10$ |
|  | succ. time | succ. time | succ. time | succ. time |
| CMA-ES | 0/10 | $7 / 10 \quad 728.7$ | 6/10 711.5 | 5/10 777.9 |
| GNM | 0/10 | $4 / 10 \quad 807.3$ | $1 / 10 \quad 664.3$ | 6/10 892.8 |
| SA | 0/10 | 8/10 733.5 | 8/10 709.7 | $3 / 10 \quad 750.9$ |

different regions of the input space are sampled in a structured and disciplined manner. It is an interesting topic for future work to quantify the coverage guarantees that can potentially be achieved by our approach.

In falsification of hybrid systems, it is often the case that simulation, i.e. running a model $\mathcal{M}$ under a given input signal, is computationally the most expensive operation. In our algorithm this occurs in Lines 23 and 37, since a hill-climbing optimization algorithm tries many samples of $\mathbf{u}_{1}, \ldots, \mathbf{u}_{\kappa}$. Simplifying Line 23 , e.g. by decimating the control points, can result in a useful variation of our algorithm.

Among the tunable parameters of the algorithm is the scalar $c$, used for the UCB sampling (Line 2 of Alg. 3.3). Having this parameter is unique to our falsification framework, in comparison to simple robustness-guided optimization (with hill-climbing only). Specifically, the parameter $c$ endows our algorithm with flexibility in the
exploration-exploitation trade-off. Given the diversity of instances of the hybrid system falsification problem, it is unlikely that there is a single value of $c$ that is optimal for all falsification examples. An engineer can then use her/his expert domain knowledge to tune the parameter $c$.

## 4

## Multi-Armed Bandits for Boolean Connectives in STL

In this chapter, we tackle the scale problem that arises from the definition of STL robust semantics for Boolean connectives (conjunctive and disjunctive) in the existing falsification framework. We propose a novel technique based on the Multi-Armed Bandit (MAB) problem to falsify safety properties embedded with Boolean connectives. Our solution consists of integration of the MAB algorithms in hill climbing-guided falsification: it takes different sub-formulas of the Boolean connective as bandit machines, and applies MAB algorithms, namely UCB1 and $\varepsilon$-Greedy, to govern the hill-climbing optimization processes running on different machines. As a result, the MAB algorithms tend to select the machine that is more likely to falsify the property, and therefore the problem can be solved effectively.

We firstly explain the problem caused by the improper definition of robust semantics for Boolean connectives in $\S 4.1$, and then present the proposed approach in $\S 4.2$.

### 4.1 Motivation: the Scale Problem

Safety properties are a class of properties of great importance. Intuitively, they require that "something bad will never happen". In STL, safety properties are expressed by the "always" modality, i.e., they are in the form $\square\left(\varphi^{\prime}\right)$, where $\varphi^{\prime}$ refers to that "something bad does not happen". The examples we use in §1.2.1 and Table 1.1 are both safety properties. In industrial practice, safety properties are usually used in combination with conjunctive or disjunctive. In other words, these two forms of formulas are usually tested against, $\square\left(\varphi_{1} \wedge \varphi_{2}\right)$ and $\square\left(\varphi_{1} \vee \varphi_{2}\right)$; the former requires a system to satisfy more than one property, while the latter indicates a logical constraint between properties.

However, the existing falsification framework is problematic in handling such properties. The problem arises from the definition of STL robust semantics that has been presented in $\S 2.2$. As robustness plays the role of objective function for hill-climbing optimization, it affects the performance of the framework significantly. We firstly take a glance at the problem via an example.

Recall the usage scenario introduced in §1.2.1; it regards the following property: when the gear of the car is 4 , the speed should not be lower than $35 \mathrm{~km} / \mathrm{h}$. In STL, it is written as $\varphi \equiv \square($ gear $=4 \rightarrow$ speed $>35)$, and thus equivalent to $\square(\neg$ gear $=$ 4) $\vee$ speed $>35$ ), i.e., it belongs to the form $\square\left(\varphi_{1} \vee \varphi_{2}\right)$. Fig. 4.1 and Fig. 4.2 show two samples, Sample1 and Sample2, that happen chronologically during a falsification process to $\varphi$. In each figure, on the left (Fig. 4.1a and Fig. 4.2a) are the input and output signals, and on the right (Fig. 4.1b and Fig. 4.2b) are the Boolean satisfaction and quantitative robustness for sub-formulas. Compare Sample1 and Sample2; in both cases, the robustness to $\varphi$ is 1 . This is troublesome to hill-climbing optimization: recall the way how hill-climbing optimization works (see Alg. 2.1); it compares the robustness of different samples, and figures out the direction for future sampling based on that comparison. In the case that robustness stays the same over different samples, hill climbing will get lost and report a failure.

We analyze the reason why this situation of flat robustness happens. The robustness computation processes for Sample1 and Sample2 are presented in Fig. 4.1b and Fig. 4.2b respectively. In both cases, the final robustness 1 is obtained from the robustness to $\varphi$ itself, i.e., the last sub-figures in Fig. 4.1b and Fig. 4.2b. Those two are derived from the second last sub-figures, i.e., the robustness to $\neg($ gear $=4) \vee$ speed $>35$. The

(a) Input signals throttle, brake and output signals gear, speed of Sample1

(b) Boolean satisfaction and quantitative robustness of Sample 1 to sub-formulas of $\varphi$

Figure 4.1: Sample1: A sample from hill-climbing optimization during falsification to $\varphi \equiv \square($ gear $=4 \rightarrow$ speed $>35)$


Figure 4.2: Sample2: A sample occurring after Sample1, from the same process with that in Fig. 4.1
computations of these two ones are interesting: they are based on the robustness to $\neg$ gear $=4$ and speed $>35$ (the first 2 sub-figures), and computed by applying the robust semantics for disjunctive in Def. 8:

$$
\llbracket \mathbf{w}, \varphi_{1} \vee \varphi_{2} \rrbracket:=\llbracket \mathbf{w}, \varphi_{1} \rrbracket \sqcup \llbracket \mathbf{w}, \varphi_{2} \rrbracket
$$

Namely, taking the maximum of the robustness of two sub-formulas. Therefore, the robustness to $\neg($ gear $=4) \vee$ speed $>35$ (the third sub-figures in Fig. 4.1b and Fig. 4.2b) comes from comparing the robustness of $\neg($ gear $=4)$ and that of speed $>35$ point by point and taking the maximum accordingly. We can see that the robustness to $\neg($ gear $=4) \vee$ speed $>35$ is composed of the robustness to $\neg($ gear $=4)$ and speed $>35$; and in both cases the lowest parts come from the robustness to $\neg($ gear $=4)$. In conclusion, the problematic situation results from the robust semantics for disjunctive; more precisely, it results from comparing the robustness concerned with gear and the robustness concerned with speed.

Here it gives rise to the problem: gear usually ranges from 1 to 5 , while speed ranges over about $[0,150]$; therefore, it is not fair to compare the robustness values of them directly, as one can always win the comparison. In this example, when we compare the robustness values at the point where both are positive, the one w.r.t. speed is likely to be larger, e.g., in the interval [25,30] of Sample1 or the interval [20,30] of Sample2. This is the so-called scale problem. Even worse, gear, of which the robustness contributes the final robustness, is a discrete variable-tuning an input signal may not lead to a different robustness value. That is the direct reason why the failure in this section takes place.

Few existing work has tackled the problem. In [75], the authors propose a method that explicitly declares input signals and output signals, so it manually introduces a bias when comparing the robustness values of sub-formulas concerned with different signals. This method mitigates the problem in the presence of knowledge about input/output signals; however, it cannot handle the following cases. Firstly, domain expertise is not available. Although it is generally not difficult to classify signals into input and output, sometimes that is not the case, e.g., gear can be an input signal in some applications, but in Fig. 1.1, it is an output signal. Secondly, if both signals are output signals, their method becomes not working unless manually assigning a
priority, but that does not give any guarantee on the performance.
Our work proposes a novel approach to handling the problem by introducing the Multi-Armed Bandit (MAB) model into the falsification framework. During the falsification to a Boolean connective, we take sub-formulas as bandit machines as shown in Fig. 4.3, and apply MAB algorithms on the high level to govern the hill-climbing optimization processes running on the low level. The proposed approach overcomes the weakness of [75], in that it does not need human intervention but it learns the falsifying priority between sub-formulas automatically.


Figure 4.3: Sub-formulas treated as bandit machines

### 4.2 Multi-Armed Bandit-Based Falsification Algorithm

In this section, we present our contribution, namely a falsification algorithm that addresses the scale problem in Boolean superposition. The main novelties in the algorithm are as follows.

1. (Use of MAB algorithms) For binary Boolean connectives, unlike most works in the field, we do not superpose the robustness values of the constituent formulas $\varphi_{1}$ and $\varphi_{2}$ using a fixed operator (such as $\Pi$ and $\sqcup$ in Def. 8). Instead, we view the situation as an instance of the Multi-Armed Bandit problem (MAB): we use an algorithm for MAB to choose one formula $\varphi_{i}$ to focus on (here $i \in\{1,2\}$ ); and then we apply hill climbing-guided falsification to the chosen formula $\varphi_{i}$.
2. (Hill-climbing gain as rewards in MAB) For our integration of MAB and hill-climbing optimization, the technical challenge is find a suitable notion of reward for MAB. We introduce a novel notion that we call hill-climbing gain: it formulates the (downward) robustness gain that we would obtain by applying hill-climbing optimization, suitably normalized using the scale of previous robustness values.
Later, in $\S 4.3$, we demonstrate that combining those two features gives rise to falsification algorithms that successfully cope with the scale problem in Boolean superposition.

Our algorithms focus on a fragment of STL as target specifications. They are called (disjunctive and conjunctive) safety properties. In §4.2.1 we describe this fragment of

STL, and introduce necessary adaptation of the semantics. After reviewing the MAB problem in §4.2.2, we present our algorithms in §4.2.3-4.2.4.

### 4.2.1 Conjunctive and Disjunctive Safety Properties

Definition 12 (conjunctive/disjunctive safety property) An STL formula of the form $\square_{I}\left(\varphi_{1} \wedge \varphi_{2}\right)$ is called a conjunctive safety property; an STL formula of the form $\square_{I}\left(\varphi_{1} \vee \varphi_{2}\right)$ is called $a$ disjunctive safety property.

It is known that, in industry practice, a majority of specifications is of the form $\square_{I}\left(\varphi_{1} \rightarrow \varphi_{2}\right)$, where $\varphi_{1}$ describes a trigger and $\varphi_{2}$ describes a countermeasure that should follow. This property is equivalent to $\square_{I}\left(\neg \varphi_{1} \vee \varphi_{2}\right)$, and is therefore a disjunctive safety property.

In §4.2.3-4.2.4, we present two falsification algorithms, for conjunctive and disjunctive safety properties respectively. For the reason we just discussed, we expect the disjunctive algorithm should be more important in real-world application scenarios. In fact, the disjunctive algorithm turns out to be more complicated, and it is best introduced as an extension of the conjunctive algorithm.

We define the restriction of robust semantics to a (sub)set of time instants. Note that we do not require $\mathcal{S} \subseteq[0, T]$ to be a single interval.

Definition $13\left(\llbracket \mathbf{w}, \psi \rrbracket_{\mathcal{S}}\right.$, robustness restricted to $\mathcal{S} \subseteq[0, T]$ ) Letw: $[0, T] \rightarrow \mathbb{R}^{\mid \text {Var } \mid}$ be a signal, $\psi$ be an STL formula, and $\mathcal{S} \subseteq[0, T]$ be a subset. We define the robustness of w under $\psi$ restricted to $\mathcal{S}$ by

$$
\begin{equation*}
\llbracket \mathbf{w}, \psi \rrbracket_{\mathcal{S}}:=\prod_{t \in \mathcal{S}} \llbracket \mathbf{w}^{t}, \psi \rrbracket . \tag{4.1}
\end{equation*}
$$

Obviously, $\llbracket \mathbf{w}, \psi \rrbracket_{\mathcal{S}}<0$ implies that there exists $t \in \mathcal{S}$ such that $\llbracket \mathbf{w}^{t}, \psi \rrbracket_{\mathcal{S}}<0$. We derive the following easy lemma; it is used later in our algorithm.

Lemma 1 In the setting of Def. 13, consider a disjunctive safety property $\varphi \equiv \square_{I}\left(\varphi_{1} \vee \varphi_{2}\right)$, and let $\mathcal{S}:=\left\{t \in I \cap[0, T] \mid \llbracket \mathbf{w}^{t}, \varphi_{1} \rrbracket<0\right\}$. Then $\llbracket \mathbf{w}, \varphi_{2} \rrbracket \mathcal{S}<0$ implies $\llbracket \mathbf{w}, \square_{I}\left(\varphi_{1} \vee \varphi_{2}\right) \rrbracket<$ 0 .

### 4.2.2 The Multi-Armed Bandit (MAB) Problem

The Multi-Armed Bandit (MAB) problem describes a situation where,

- a gambler sits in front of a row $A_{1}, \ldots, A_{n}$ of slot machines;
- each slot machine $A_{i}$ gives, when its arm is played (i.e. in each attempt), a reward according to a prescribed (but unknown) probability distribution $\mu_{i}$;
- and the goal is to maximize the cumulative reward after a number of attempts, playing a suitable arm in each attempt.
The best strategy of course is to keep playing the best arm $A_{\max }$, i.e. the one whose average reward $\operatorname{avg}\left(\mu_{\max }\right)$ is the greatest. This best strategy is infeasible, however, since the distributions $\mu_{1}, \ldots, \mu_{n}$ are initially unknown. Therefore the gambler must learn about $\mu_{1}, \ldots, \mu_{n}$ through attempts.

The MAB problem exemplifies the "learning by trying" paradigm of reinforcement learning, and is thus heavily studied. The greatest challenge is to balance between exploration and exploitation. A greedy (i.e. exploitation-only) strategy will play the arm whose empirical average reward is the maximum. However, since the rewards are random, this way the gambler can miss another arm whose real performance is even better but which is yet to be found so. Therefore one needs to mix exploration, too, occasionally trying empirically non-optimal arms, in order to identity their true performance.

The relevance of MAB to our current problem is as follows. Falsifying a conjunctive safety property $\square_{I}\left(\varphi_{1} \wedge \varphi_{2}\right)$ amounts to finding a time instant $t \in I$ at which either $\varphi_{1}$ or $\varphi_{2}$ is falsified. We can see the two subformulas ( $\varphi_{1}$ and $\varphi_{2}$ ) as two arms, and this constitutes an instance of the MAB problem. In particular, playing an arm translates to a falsification attempt by hill climbing, and collecting rewards translates to spending time to minimize the robustness. We show in §4.2.3-4.2.4 that this basic idea extends to disjunctive safety properties $\square_{I}\left(\varphi_{1} \vee \varphi_{2}\right)$, too.

A rigorous formulation of the MAB problem is presented for the record.
Definition 14 (the Multi-Armed Bandit problem) The Multi-Armed Bandit (MAB) problem is formulated as follows.
Input: arms $\left(A_{1}, \ldots, A_{n}\right)$, the associated probability distributions $\mu_{1}, \ldots, \mu_{n}$ over $\mathbb{R}$, and a time horizon $H \in \mathbb{N} \cup\{\infty\}$.
Goal: synthesize a sequence $A_{i_{1}} A_{i_{2}} \ldots A_{i_{H}}$, so that the cumulative reward $\sum_{k=1}^{H} \operatorname{rew}_{k}$ is

```
Algorithm 4.1 The \(\varepsilon\)-greedy algorithm for multi-armed bandits
Require: the setting of Def. 14, and a constant \(\varepsilon>0\) (typically very small)
    At the \(k\)-th attempt, choose the arm \(A_{i_{k}}\) as follows
    \(: j_{\text {emp-opt }} \leftarrow \arg \max R(j, k-1) \quad \triangleright\) the arm that is empirically optimal
        \(j \in[1, n]\)
2: Sample \(i_{k} \in[1, n]\) from the distribution
    \(\left[\begin{array}{rll}j_{\text {emp-opt }} & \longmapsto & (1-\varepsilon)+\frac{\varepsilon}{n} \\ j & \longmapsto & \frac{\varepsilon}{n} \quad \text { for each } j \in[1, n] \backslash\left\{j_{\text {emp-opt }}\right\}\end{array}\right]\)
    Return \(i_{k}\)
```

maximized. Here the reward rew $_{k}$ of the $k$-th attempt is sampled from the distribution $\mu_{i_{k}}$ associated with the arm $A_{i_{k}}$ played at the $k$-th attempt.

We introduce some notations for later use. Let $\left(A_{i_{1}} \ldots A_{i_{k}}, \mathrm{rew}_{1} \ldots \mathrm{rew}_{k}\right)$ be a history, i.e. the sequence of arms played so far (here $i_{1}, \ldots, i_{k} \in[1, n]$ ), and the sequence of rewards obtained by those attempts ( $\mathrm{rew}_{l}$ is sampled from $\mu_{i_{l}}$ ).

For an arm $A_{j}$, its visit count $N\left(j, A_{i_{1}} A_{i_{2}} \ldots A_{i_{k}}\right.$, rew $_{1}$ rew $\left._{2} \ldots \mathrm{rew}_{k}\right)$ is given by the number of occurrences of $A_{j}$ in $A_{i_{1}} A_{i_{2}} \ldots A_{i_{k}}$. Its empirical average reward $R\left(j, A_{i_{1}} A_{i_{2}} \ldots A_{i_{k}}\right.$, rew $\left._{1} \mathrm{rew}_{2} \ldots \mathrm{rew}_{k}\right)$ is given by $\sum_{l \in\left\{l \in[1, k] i_{l}=j\right\}} \mathrm{rew}_{l}$, i.e. the average return of the arm $A_{j}$ in the history. When the history is obvious from the context, we simply write $N(j, k)$ and $R(j, k)$.

## MAB Algorithms

There have been a number of algorithms proposed for the MAB problem; each of them gives a strategy (also called a policy) that tells which arm to play, based on the previous attempts and their rewards. The focus here is how to resolve the exploration-exploitation trade-off. Here we review two well-known algorithms.

The $\varepsilon$-Greedy algorithm This is a simple algorithm that spares a small fraction $\varepsilon$ of chances for empirically non-optimal arms. The spared probability $\varepsilon$ is uniformly distributed. See Algorithm 4.1.

The UCB1 algorithm The UCB1 (upper confidence bound) algorithm is more complex; it comes with a theoretical upper bound for regrets, i.e. the gap between the expected cumulative reward and the optimal (but infeasible) cumulative reward (i.e. the

```
Algorithm 4.2 The UCB1 algorithm for multi-armed bandits
Require: the setting of Def. 14, and a constant \(c>0\)
    At the \(k\)-th attempt, choose the arm \(A_{i_{k}}\) as follows
    \(i_{k} \leftarrow \underset{j \in[1, n]}{\arg \max }\left(R(j, k-1)+c \sqrt{\frac{2 \ln (k-1)}{N(j, k-1)}}\right)\)
    Return \(i_{k}\)
```

result of keep playing the optimal arm $A_{\max }$. It is known that the UCB1 algorithm's regret is at most $O(\sqrt{n H \log H})$ after $H$ attempts, improving the naive random strategy (which has the expected regret $O(H)$ ).

See Alg. 4.2. The algorithm is deterministic, and picks the arm that maximizes the value shown in Line 1. The first term $R(j, k-1)$ is the exploitation factor, reflecting the arm's empirical performance. The second term is the exploration factor. Note that it is bigger if the arm $A_{j}$ has been played less frequently. Note also that the exploration factor eventually decays over time: the denominator grows roughly with $O(k)$, while the numerator grows with $O(\ln k)$.

### 4.2.3 Our MAB-Guided Algorithm I: Conjunctive Safety Properties

Our first algorithm targets at conjunctive safety properties. It is based on our identification of MAB in a Boolean conjunction in falsification-this is as we discussed just above Def. 14. The technical novelty lies in the way we combine MAB algorithms and hill-climbing optimization; specifically, we introduce the notion of hill-climbing gain as a reward notion in MAB (Def. 15). This first algorithm paves the way to the one for disjunctive safety properties, too (§4.2.4).

The algorithm is in Algorithm 4.3. Some remarks are in order.
Algorithm 4.3 aims to falsify a conjunctive safety property $\varphi \equiv \square_{I}\left(\varphi_{1} \wedge \varphi_{2}\right)$. Its overall structure is to interleave two sequences of falsification attempts, both of which are hill climbing-guided. These two sequences of attempts aim to falsify $\square_{I} \varphi_{1}$ and $\square_{I} \varphi_{2}$, respectively. Note that $\llbracket \mathcal{M}(\mathbf{u}), \varphi \rrbracket \leq \llbracket \mathcal{M}(\mathbf{u}), \square_{I} \varphi_{1} \rrbracket$, therefore falsification of $\square_{I} \varphi_{1}$ implies falsification of $\varphi$; the same holds for $\square_{I} \varphi_{2}$, too.

In Line 5 we run an MAB algorithm to decide which of $\square_{I} \varphi_{1}$ and $\square_{I} \varphi_{2}$ to target at

```
Algorithm 4.3 Our MAB-guided algorithm I: conjunctive safety properties
Require: a system model \(\mathcal{M}\), an STL formula \(\varphi \equiv \square_{I}\left(\varphi_{1} \wedge \varphi_{2}\right)\), and a budget \(\mathbf{K}\)
    function MAB-Falsify-Conj-Safety \((\mathcal{M}, \varphi, K)\)
        \(\mathrm{rb} \leftarrow \infty ; \quad k \leftarrow 0\)
                        \(\triangleright \mathrm{rb}\) is the smallest robustness seen so far, for either \(\square_{I} \varphi_{1}\) or \(\square_{I} \varphi_{2}\)
        while \(\mathrm{rb} \geq 0\) and \(k \leq \mathrm{K}\) do \(\quad \triangleright\) iterate if not yet falsified, and within budget
            \(k \leftarrow k+1\)
            \(i_{k} \leftarrow \operatorname{MAB}\left(\left(\varphi_{1}, \varphi_{2}\right),\left(\mathcal{R}\left(\varphi_{1}\right), \mathcal{R}\left(\varphi_{2}\right)\right), \varphi_{i_{1}} \ldots \varphi_{i_{k-1}}\right.\), rew \(\left._{1} \ldots \operatorname{rew}_{k-1}\right)\)
                    \(\triangleright\) an MAB choice of \(i_{k} \in\{1,2\}\) for optimizing the reward \(\mathcal{R}\left(\varphi_{i_{k}}\right)\)
            \(\mathbf{u}_{k} \leftarrow \operatorname{Hill}-\operatorname{Climb}\left(\left(\left(\mathbf{u}_{l}, \mathrm{rb}_{l}\right)\right)_{l \in[1, k-1] \text { such that } i_{l}=i_{k}}\right)\)
            \(\triangleright\) suggestion of the next input \(\mathbf{u}_{k}\) by hill climbing, based on the previous
                    observations on the formula \(\varphi_{i_{k}}\) (those on the other formula are ignored)
            \(\mathrm{rb}_{k} \leftarrow \llbracket \mathcal{M}\left(\mathbf{u}_{k}\right), \square_{I} \varphi_{i_{k}} \rrbracket\)
            if \(\mathrm{rb}_{k}<\mathrm{rb}\) then
                \(\mathrm{rb} \leftarrow \mathrm{rb}_{k}\)
        \(\mathbf{u} \leftarrow \begin{cases}\mathbf{u}_{k} & \text { if } \mathrm{rb}<0 \\ \text { Failure } & \text { otherwise, that is, no falsifying input found within budget } \mathrm{K}\end{cases}\)
        Return u
```

```
Algorithm 4.4 Our MAB-guided algorithm II: disjunctive safety properties
Require: a system model \(\mathcal{M}\), an STL formula \(\varphi \equiv \square_{I}\left(\varphi_{1} \vee \varphi_{2}\right)\), and a budget \(\mathbf{K}\)
    function MAB-Falsify-Disj-Safety \((\mathcal{M}, \varphi, K)\)
    The same as Algorithm 4.3, except that Line 7 is replaced by the following Line 7'.
    \(7^{\prime}: \quad \mathrm{rb}_{k} \leftarrow \llbracket \mathcal{M}\left(\mathbf{u}_{k}\right), \varphi_{i_{k}} \rrbracket \mathcal{S}_{k} \quad\) where \(\mathcal{S}_{k}=\left\{t \in I \cap[0, T] \mid \llbracket \mathcal{M}\left(\mathbf{u}_{k}^{t}\right), \varphi_{\overline{i_{k}}} \rrbracket<0\right\}\)
                                    \(\Delta\) here \(\varphi_{\overline{i_{k}}}\) denotes the other formula than \(\varphi_{i_{k}}\), among \(\varphi_{1}, \varphi_{2}\)
```

in the $k$-th attempt. The function MAB takes the following as its arguments: 1 ) the list of arms, given by the formulas $\left.\varphi_{1}, \varphi_{2} ; 2\right)$ their rewards $\left.\mathcal{R}\left(\varphi_{1}\right), \mathcal{R}\left(\varphi_{2}\right) ; 3\right)$ the history $\varphi_{i_{1}} \ldots \varphi_{i_{k-1}}$ of previously played arms ( $\left.i_{l} \in\{1,2\}\right)$; and 4 ) the history rew $_{1} \ldots$ rew $_{k-1}$ of previously observed rewards. This way, the type of the MAB function in Line 5 matches the format in Def. 14, and thus the function can be instantiated with any MAB algorithm such as Algorithms 4.1-4.2.

The only missing piece is the definition of the rewards $\mathcal{R}\left(\varphi_{1}\right), \mathcal{R}\left(\varphi_{2}\right)$. We introduce the following notion, tailored for combining MAB and hill climbing.

Definition 15 (hill-climbing gain) In Algorithm 4.3, in Line 5, the reward $\mathcal{R}\left(\varphi_{i}\right)$ of
the $\operatorname{arm} \varphi_{i}($ where $i \in\{1,2\})$ is defined by

$$
\mathcal{R}\left(\varphi_{i}\right)= \begin{cases}\frac{\max -\mathrm{rb}(i, k-1)-\operatorname{last}-\mathrm{rb}(i, k-1)}{\max -\mathrm{rb}(i, k-1)} & \text { if } \varphi_{i} \text { has been played before } \\ 0 & \text { otherwise }\end{cases}
$$

Here $\max -\mathrm{rb}(i, k-1):=\max \left\{\mathrm{rb}_{l} \mid l \in[1, k-1], i_{l}=i\right\}$ (i.e. the greatest $\mathrm{rb}_{l}$ so far, in those attempts where $\varphi_{i}$ was played), and last $-\mathrm{rb}(i, k-1):=\mathrm{rb}_{l_{\text {last }}}$ with $l_{\text {last }}$ being the greatest $l \in[1, k-1]$ such that $i_{l}=i$ (i.e. the last $\mathrm{rb}_{l}$ for $\varphi_{i}$ ).

Since we try to minimize the robustness values $\mathrm{rb}_{l}$ through falsification attempts, we can expect that $\mathrm{rb}_{l}$ for a fixed $\operatorname{arm} \varphi_{i}$ decreases over time. (In the case of the hill-climbing algorithm CMA-ES that we use, this is in fact guaranteed). Therefore the value max-rb $(i, k-1)$ in the definition of $\mathcal{R}\left(\varphi_{i}\right)$ is the first observed robustness value. The numerator max-rb( $i, k-1)$ - last-rb( $i, k-1$ ) then represents how much robustness we have reduced so far by hill climbing-hence the name "hill-climbing gain." The denominator max-rb $(i, k-1)$ is there for normalization.

In Algorithm 4.3, the value $\mathrm{rb}_{k}$ is given by the robustness $\llbracket \mathcal{M}\left(\mathbf{u}_{k}\right), \square_{I} \varphi_{i_{k}} \rrbracket$. Therefore the MAB choice in Line 5 essentially picks $i_{k}$ for which hill climbing yields greater effect (but also taking exploration into account-see §4.2.2).

In Line 6 we conduct hill-climbing optimization-see §2.3. The function Hill-Climb learns from the previous attempts $\mathbf{u}_{l_{1}}, \ldots, \mathbf{u}_{l_{m}}$ regarding the same formula $\varphi_{i_{k}}$, and their resulting robustness values $\mathrm{rb}_{l_{1}}, \ldots, \mathrm{rb}_{l_{m}}$. Then it suggests the next input signal $\mathbf{u}_{k}$ that is likely to minimize the (unknown) function that underlies the correspondences $\left[\mathbf{u}_{l_{j}} \mapsto \mathrm{rb}_{l_{j}}\right]_{j \in[1, m]}$.

Lines 6-8 read as follows: the hill-climbing algorithm suggests a single input $\mathbf{u}_{k}$, which is then selected or rejected (Line 8) based on the robustness value it yields (Line 7). We note that this is a simplified picture: in our implementation that uses CMA-ES (it is an evolutionary algorithm), we maintain a population of some ten particles, and each of them is moved multiple times (our choice is three times) before the best one is chosen as $\mathbf{u}_{k}$.

### 4.2.4 Our MAB-Guided Algorithm II: Disjunctive Safety Properties

The other main algorithm of ours aims to falsify a disjunctive safety property $\varphi \equiv$ $\square_{I}\left(\varphi_{1} \vee \varphi_{2}\right)$. We believe this problem setting is even more important than the conjunctive case, since it encompasses conditional safety properties (i.e. of the form $\left.\square_{I}\left(\varphi_{1} \rightarrow \varphi_{2}\right)\right)$. See §4.2.1 for discussions.

In the disjunctive setting, the challenge is that falsification of $\square_{I} \varphi_{i}$ (with $i \in\{1,2\}$ ) does not necessarily imply falsification of $\square_{I}\left(\varphi_{1} \vee \varphi_{2}\right)$. This is unlike the conjunctive setting. Therefore we need some adaptation of Algorithm 4.3, so that the two interleaved sequences of falsification attempts for $\varphi_{1}$ and $\varphi_{2}$ are not totally independent of each other. Our solution consists of restricting time instants to those where $\varphi_{2}$ is false, in a falsification attempt for $\varphi_{1}$ (and vice versa), in the way described in Def. 13.

Algorithm 4.4 shows our MAB-guided algorithm for falsifying a disjunctive safety property $\square_{I}\left(\varphi_{1} \vee \varphi_{2}\right)$. The only visible difference is that Line 7 in Algorithm 4.3 is replaced with Line 7'. The new Line 7' measures the quality of the suggested input signal $\mathbf{u}_{k}$ in the way restricted to the region $\mathcal{S}_{k}$ in which the other formula is already falsified. Lem. 1 guarantees that, if $\mathrm{rb}_{k}<0$, then indeed the input signal $\mathbf{u}_{k}$ falsifies the original specification $\square_{I}\left(\varphi_{1} \vee \varphi_{2}\right)$.

The assumption that makes Alg. 4.4 sensible is that, although it can be hard to find a time instant at which both $\varphi_{1}$ and $\varphi_{2}$ are false (this is required in falsifying $\square_{I}\left(\varphi_{1} \vee \varphi_{2}\right)$ ), falsifying $\varphi_{1}$ (or $\varphi_{2}$ ) individually is not hard. Without this assumption, the region $\mathcal{S}_{k}$ in Line 7' would be empty most of the time. Our experiments in $\S 4.3$ demonstrate that this assumption is valid in many problem instances, and that Alg. 4.4 is effective.

### 4.3 Experimental Evaluation

### 4.3.1 Experiment Setup

We name MAB-UCB and MAB- $\epsilon$-greedy the two versions of MAB algorithm using strategies $\varepsilon$-Greedy (see Alg. 4.1) and UCB1 (see Alg. 4.2). We compared the proposed approach (both versions MAB-UCB and MAB- $\epsilon$-greedy) with a state-of-the-art falsification framework, namely Breach [22]. Breach encapsulates several hill-
climbing optimization algorithms, including CMA-ES (covariance matrix adaptation evolution strategy) [92], SA (simulated annealing), GNM (global Nelder-Mead) [91], etc. According to our experience, CMA-ES outperforms other hill-climbing solvers in Breach, so the experiments for both Breach and our approach rely on the CMA-ES solver.

Experiments have been executed using Breach 1.2.13 on an Amazon EC2 c4.large instance, 2.9 GHz Intel Xeon E5-2666, 2 virtual CPU cores, 4 GB RAM.

Benchmarks We selected three benchmark models from the literature, each one having different specifications. The first one is the Automatic Transmission (AT) model [44, 98]. It has two input signals, throttle $\in[0,100]$ and brake $\in[0,325]$, and computes the car's speed, engine rotation in rounds per minute $r p m$, and the automatically selected gear. The specifications concern the relation between the three output signals to check whether the car is subject to some unexpected or unsafe behaviors. The second benchmark is the Abstract Fuel Control (AFC) model [44,56]. It takes two input signals, pedal angle $\in[8.8,90]$ and engine speed $\in[900,1100]$, and outputs the critical signal air-fuel ratio $(A F)$, which influences fuel efficiency and car performance. The value is expected to be close to a reference value AFref; $m u \equiv|A F-A F r e f| / A F r e f$ is the deviation of $A F$ from $A F r e f$. The specifications check whether this property holds under both normal mode and power enrichment mode. The third benchmark is a model of a magnetic levitation system with a NARMA-L2 neurocontroller (NN) [44, 99]. It takes one input signal, $\operatorname{Ref} \in[1,3]$, which is the reference for the output signal Pos, the position of a magnet suspended above an electromagnet. The specifications say that the position should approach the reference signal in a few seconds when these two are not close.

We built the benchmark set Bbench, as shown in Table 4.1a that reports the name of the model and its specifications (ID and formula). In total, we found 11 specifications. In order to increase the benchmark set and obtain specifications of different complexity, we artificially modified a constant (turned into a parameter named $\tau$ if it is contained in a time interval, named $\rho$ otherwise) of the specification: for each specification $S$, we generated $m$ different versions, named as $S_{i}$ with $i \in\{1, \ldots, m\}$; the complexity of the specification (in terms of difficulty to falsify it) increases with increasing $i .{ }^{1}$ In total, we

[^10]Table 4.1: Benchmark sets Bbench and Sbench

| (a) Bbench (here $\delta_{t^{\prime}}(\mathbf{w})$ represents $\left.\mathbf{w}^{t}\left(t^{\prime}\right)-\mathbf{w}^{t}(0)\right)$. |  |  |  | (b) Sbench |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bench | $\overline{\text { ID }}$ | Formula Specification | Parameter | Spec ID | scaled output | factor $10^{k}$ |
|  | ID | Formu |  | AT1 $_{1}$ |  |  |
| AT | AT1 | $\square_{[0,30]}(($ gear $=3) \rightarrow($ speed $>\rho))$ | $\rho \in\{20.6,20.4,20.2,20,19.8\}$ | $\mathrm{AT}_{1}$ |  |  |
|  | AT2 | $\square_{[0,30]}(($ gear $=4) \rightarrow($ speed $>\rho))$ | $\rho \in\{43,41,39,37,35\}$ | $\mathrm{AT1}_{3}$ | speed | $k \in\{-2,0,1,3\}$ |
|  | AT3 | $\square_{[0,30]}(($ gear $=4) \rightarrow(r p m>\rho))$ | $\rho \in\{700,800,900,1000,1100\}$ | $\mathrm{AT1}_{4}$ |  |  |
|  | AT4 | $\square_{[0,30-\tau]}\left(\left(\delta_{10}(r p m)>2000\right) \rightarrow\left(\delta_{\tau}(\right.\right.$ gear $\left.\left.)>0\right)\right)$ | $\tau \in\{15,16,17,18,19\}$ | $\mathrm{AT1}_{5}$ |  |  |
|  | AT5 | $\square_{[0,30]}(($ speed $<\rho) \wedge(R P M<4780))$ | $\rho \in\{130,131,132,133,134,135,136,137\}$ | $\mathrm{AT5}_{4}$ |  |  |
|  | AT6 | $\square_{[0,26]}\left(\left(\delta_{4}(\right.\right.$ speed $\left.)>\rho\right) \rightarrow\left(\delta_{4}(\right.$ gear $\left.\left.)>0\right)\right)$ | $\rho \in\{20,25,30,35,40\}$ | $\mathrm{AT}_{5}$ |  |  |
|  | AT7 | $\square_{[0,30-\tau]}\left(\left(\delta_{\tau}(\right.\right.$ speed $\left.)>30\right) \rightarrow\left(\delta_{\tau}(\right.$ gear $\left.\left.)>0\right)\right)$ | $\tau \in\{2,3,4,5,6,7,8\}$ | AT5 $_{6}$ | speed | $k \in\{-2,0,1,3\}$ |
| AFC | AFC1 | $\square_{[11,50]}(($ controller_mode $=0) \rightarrow(m u<\rho))$ | $\rho \in\{0.16,0.17,0.18,0.19,0.2\}$ | $\mathrm{AT5}_{7}$ |  |  |
|  | AFC2 | $\square_{[11,50]}(($ controller_mode $=1) \rightarrow(m u<\rho))$ | $\rho \in\{0.222,0.224,0.226,0.228,0.23\}$ | ${ }_{\text {AT5 }}^{8}$ |  |  |
| NN |  | $\text { close } \equiv \mid \text { Pos }-\operatorname{Ref}\|<=\rho+\alpha *\| \operatorname{Ref} \mid$ |  | $\mathrm{AFCl}_{1}$ <br> $\mathrm{AFCl}_{2}$ |  |  |
|  | NN1 | reach $\equiv \diamond_{[0,2]}\left(\square_{[0,1]}\right.$ (close $)$ ) $\square_{[0,18]}(\neg$ close $\rightarrow$ reach $), \alpha=0.04$ | $\rho \in\{0.001,0.002,0.003,0.004,0.005\}$ | $\mathrm{AFC1}_{3}$ | mu | $k \in\{0,1,2,3\}$ |
|  | NN1 | $\square_{[0,18]}(\neg$ close $\rightarrow$ reach $), \alpha=0.03$ | $\rho \in\{0.001,0.002,0.003,0.004,0.005\}$ | $\mathrm{AFCl}_{4}$ <br> $\mathrm{AFC}_{5}$ |  |  |

produced 60 specifications. Column parameter in the table shows which concrete values we used for the parameters $\rho$ and $\tau$. Note that all the specifications but one are disjunctive safety properties (i.e., $\left.\square_{I}\left(\varphi_{1} \vee \varphi_{2}\right)\right)$, as they are the most difficult case and they are the main target of our approach; we just add AT5 as example of conjunctive safety property (i.e., $\square_{I}\left(\varphi_{1} \wedge \varphi_{2}\right)$ ).

Our approach has been proposed with the aim of tackling the scale problem. Therefore, to better show how our approach mitigates this problem, we generated a second benchmark set Sbench as follows. We selected 15 specifications from Bbench (with concrete values for the parameters) and, for each specification $S$, we changed the corresponding Simulink model by multiplying one of its outputs by a factor $10^{k}$, with $k \in\{-2,0,1,2,3\}$ (note that we also include the original one using scale factor $10^{0}$ ); the specification has been modified accordingly, by multiplying with the scale factor the constants that are compared with the scaled output. This makes sense, because we may use a different measurement in real life, such as $\mathrm{m} / \mathrm{s}$ instead of $\mathrm{km} / \mathrm{h}$ for speed. We implement this by adding a product block to the Simulink model. Fig. 4.4 shows an example, where speed is amplified by 10 . We name a specification $S$ scaled with factor $10^{k}$ as $S^{k}$. Table 4.1b reports the IDs of the original specifications, the output that has been scaled, and the used scaled factors; in total, the benchmark set Sbench contains 60 specifications .


Figure 4.4: Automatic transmission model with speed amplified by 10

Experiment In our context, an experiment consists in the execution of an approach $A$ (either Breach, MAB- $\epsilon$-greedy, or MAB-UCB) over a specification $S$ for 30 trials, using different initial seeds. For each experiment, we record the success SR as the number of trials in which a falsifying input was found, and average execution time of the trials. Complete experimental results are reported in Appendix $\S A .2^{1}$. We report aggregated results in Table 4.2.

For benchmark set Bbench, it reports aggregated results for each group of specifications obtained from $S$ (i.e., all the different versions $S_{i}$ obtained by changing the value of the parameter); for benchmark set Sbench, instead, results are aggregated for each scaled specification $S^{k}$ (considering the versions $S_{i}^{k}$ obtained by changing the parameter value). We report minimum, maximum and average number of successes $S R$, and time in seconds. For MAB- $\epsilon$-greedy and MAB-UCB, both for SR and time, we also report the average percentage difference ${ }^{2}(\Delta)$ w.r.t. to the corresponding value of Breach.

[^11]Table 4.2: Aggregated results for benchmark sets Bbench and Sbench (SR: \# successes out 30 trials. Time in secs. $\Delta$ : percentage difference w.r.t. Breach). Outperformance cases are highlighted, indicated by positive $\Delta$ of $S R$, and negative $\Delta$ of time.

| Spec. <br> ID | Breac |  |  | MAB- $\epsilon$-greed |  |  |  |  |  |  | MAB-UCB |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left\lvert\, \begin{gathered} \mathrm{SR}(/ 30) \\ \text { Min Max Avg } \end{gathered}\right.$ |  | time (sec.) | SR (/30) |  |  | time (sec.) |  |  |  | SR (/30) |  |  | time (sec.) |  |  |  |
|  |  |  | Min Max |  | Max Avg | $\Delta$ |  | M | Avg |  |  | ax Avg | $\Delta$ |  | Ma | Avg | $\Delta$ |
|  | 14 | 2520.2 | 25 | 24 | 3028.6 | 35.7 | 62.7 | 213.4 | 06.4 | -7 | 28 | 3029.2 | 37.8 | 45.1 | 46 | 7.4 | 7.1 |
| AT2 | 11 | 30 | 390.6209 .8 | 30 | $30 \quad 30$ | 3.9 | 11 | 26.3 | 54.5 | -96.9 | 27 | 3029.4 | 42.2 | 17.7 | 92.5 | 6.8 | -112.1 |
| AT3 | 29 | 30 | $\begin{array}{llll}2.3 & 22.2 & 14.2\end{array}$ | 30 | $30 \quad 30$ | 2 | 2.5 | 7 | 3.5 | -82.9 | 30 | $30 \quad 30$ |  | . 5 | 3.6 |  | -88.6 |
| AT4 | 18 | 3025.8 | 19.5265 .3109 .6 | 29 | 3029.8 | 16 | 7.8 | 45.1 | 24.4 | -105 | 30 | $30 \quad 30$ | 16.6 | 6.2 | 36.2 | 22.2 | -113.5 |
| AT5 | 6 | 2314.1 | 203.1525 .9366 .2 | 26 | 3028.5 | 72.1 | 35.2 | 149 | 93.7 | -120.6 | 26 | 3028.2 | 71. | 37.7 | 54.1 | 9.2 | -116.8 |
| 6 | 5 | 2922.8 | 30.1509 .5157 | 21 | $30 \quad 27$ | 28 | 2.3 | 300 | 95.1 | -98.3 | 22 | $30 \quad 27$ | 27. |  | 247.3 | 6.1 | -99.4 |
| 7 | 15 | 3026.6 | 12.231481 .5 | 20 | 3028.6 | 8.4 |  | 283.9 | 49.9 | -92 | 23 | $30 \quad 29$ | 10.3 |  | 223.3 | 42.9 | -88.3 |
| C 1 | 6 | 3014.4 | 124.8565 .6413 .5 | 4 | $28 \quad 12$ | -28.4 |  | 1568.4 | 446 | 10.8 | 5 | 3016.4 | 9.7 |  | 559.8 | 389.9 | -9.3 |
| AFC2 | 2 | 3018 | 80.7582 .3343 .4 | 5 | $30 \quad 20$ | 23.8 | 43.2 | 547.8 | 301.9 | -23.8 | 5 | $30 \quad 20$ | 22.9 | 59.4 | 568.4 | 320.5 | -11.1 |
| NN1 | 17 | 2520.8 | 212.9384 .7292 .9 | 14 | 2720.2 | -4.5 | 189.5 | 5422.8 | 320.3 | 6.2 | 17 | 2822.6 | 7.3 | 148.2 | 403.3 | 272.3 | -11.8 |
| NN2 | 27 | 2827.2 | $\begin{array}{lllllllllllll}55.5 & 93.4 & 73.1\end{array}$ | 30 | $30 \quad 30$ | 9.8 |  | 39.3 | 26.3 | -97.8 | 30 | $30 \quad 30$ | 9.8 | 14.6 | 38.2 | 27. | -92.3 |
| A | 30 | $30 \quad 30$ | 42.597 .456 .9 | 28 | $30 \quad 29$ | -3.4 | 75.6 | . 178.3 | 18.7 | 68.7 | 28 | 29.4 | -2.1 | 54.3 | 36.3 | 0.3 | 33.3 |
| AT1 ${ }^{0}$ | 14 | 2520.2 | 125361.2223 .1 | 24 | 3028.6 | 35.7 | 62.7 | 213.4 | 106.4 | -73.4 | 28 | 3029.2 | 37.8 | 45. | 46.8 | 77.4 | -97.1 |
| AT1 ${ }^{1}$ | 4 | 21 | 204.5527 .6310 .2 | 25 | $30 \quad 29$ | 68.4 |  | 234. | 102.1 | -108 | 27 | 2928.2 | 64.5 | 77.5 | 128.7 | 105.1 | -93 |
| AT1 ${ }^{3}$ | 8 | 2419.8 | 164471.7240 .1 | 29 | 3029.8 | 44.6 | 67.5 | 170.6 | 101.9 | -77.3 | 29 | 3029.4 | 43. | 55.4 | 104.8 | 0.6 | -93.6 |
| $\mathrm{AT5}^{-2}$ | 29 | 3029.6 | 61.1163 .7102 | 25 | 3027.8 | -6.4 | 76.9 | 9 139.5 | 111.9 | 12.6 | 28 | 3029.4 | -0.7 | 48.5 | 131.9 |  | -17 |
| AT5 ${ }^{0}$ | 6 | 1811.2 | 291.1525 .9423 .1 | 28 | 3028.4 | 90.5 | 80.2 | 151.3 | 107.4 | -117.7 | 26 | $30 \quad 28$ | 89.4 | 68.3 | 154.1 | 14.9 | -114.5 |
| AT5 ${ }^{1}$ | 0 | 20.4 | 566.4600593 .3 | 27 | 3028.4 | 194.8 | 70.7 | 7 184.5 | 110.3 | -138.5 | 25 | 3027.6 | 194.1 | 83.1 | 150 | 123.7 | -131.2 |
| AT5 ${ }^{3}$ | 0 | 0.2 | 586.4600597 .3 | 27 | 3028.6 | 197.2 | 66.8 | 163.3 | 102.5 | -142.3 | 27 | $29 \quad 28$ | 197.2 | 80.4 | 160.91 | 11.9 | -137.4 |
| $\mathrm{AFC1}^{0}$ | 6 | 3014.4 | 124.8565 .6413 .5 | 4 | 2916.4 | 8.5 | 115.1 | 1559.9 | 411.1 | -2.8 | 5 | 3016.4 | 9.7 | 98.7 | 559.8 | 889.9 | -9.3 |
| AFC1 ${ }^{1}$ | 7 | 3016.6 | 99548.2393 .3 | 3 | 2910.8 | -60.9 | 198.1 | 1 587.6 | 465.8 | 24.6 | 7 | 2917.8 | 10.3 | 105.7 | 527.3 | 354.3 | -10.3 |
| AFC1 ${ }^{2}$ | 0 | 125.2 | $434.4 \quad 600535.8$ | 3 | 2811.6 | 96.2 | 180.8 | 577.6 | 463 | -20.7 | 4 | 3017 | 127 | 73.7 | 556.3 | 374.5 | -47.3 |
| $\mathrm{AFC1}^{3}$ | 1 | 12 | 425.7587 .4532 .6 | 3 | 3014.4 | 109 |  | 585.5 | 436.5 | -28 | 7 | $30 \quad 15$ | 113 | 77.15 | 553.4 | 403.7 | -39.9 |

Comparison In the following, we compare two approaches $A_{1}, A_{2} \in\{$ Breach, MAB-$\epsilon$-greedy, MAB-UCB $\}$ by comparing the number of their successes SR and average execution time using the non-parametric Wilcoxon signed-rank test with $5 \%$ level of significance ${ }^{1}$ [100]; the null hypothesis is that there is no difference in applying $A_{1} A_{2}$ in terms of the compared measure (SR or time).

### 4.3.2 Evaluation

We evaluate the proposed approach with some research questions.

## RQ1 Which is the best MAB algorithm for our purpose?

In §4.2.2, we described that the proposed approach can be executed using two different strategies for choosing the arm in the MAB problem, namely MAB- $\epsilon-$

[^12]Table 4.3: Experimental results - Sbench (SR: \# successes out of 30 trials. Time in secs)

| Spec. <br> ID | Breach |  | MAB-UCB |  | Spec. <br> ID | Breach |  | MAB-UCB |  | Spec. <br> ID | Breach |  | MAB-UCB |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SR | me | SR | time |  | SR | time | SR |  |  | SR | tim | SR | me |
|  | (/30) | (sec.) | (/30) | (sec.) |  | (/30) | (sec.) | (/30) | (sec.) |  | (/30) | (sec.) | (/30) | (sec.) |
| $\mathrm{AT1}_{1}^{-2}$ | 30 | 51.3 | 30 | 54.3 | $\mathrm{AT5}_{4}^{-2}$ | 30 | 61.1 | 30 | 48.5 | AFC1 ${ }_{1}^{0}$ | 30 | 124.8 | 30 | 98.7 |
| AT1 ${ }_{1}$ | 25 | 125 | 29 | 75 | $\mathrm{AT5}_{4}^{0}$ | 18 | 291.1 | 28 | 94.5 | AFC1 ${ }_{1}^{1}$ | 30 | 99 | 29 | 105.7 |
| AT1 ${ }_{1}^{1}$ | 20 | 221.1 | 28 | 107.9 | $\mathrm{AT5}_{4}^{1}$ | 2 | 566.4 | 25 | 150 | $\mathrm{AFC1}_{1}^{2}$ | 12 | 434.4 | 30 | 73.7 |
| AT1 ${ }_{1}^{3}$ | 23 | 170 | 29 | 55.4 | $\mathrm{AT}_{4}^{3}$ | 1 | 586.4 | 28 | 96.2 | $\mathrm{AFC1}_{1}^{3}$ | 12 | 425.7 | 30 | 77.1 |
| $\mathrm{AT1}_{2}^{-2}$ | 30 | 49 | 29 | 67.5 | $\mathrm{AT}_{5}{ }^{-2}$ | 30 | 71.3 | 29 | 67.8 | $\mathrm{AFC1}_{2}^{0}$ | 16 | 421.5 | 23 | 346.8 |
| AT1 ${ }_{2}^{0}$ | 22 | 187.5 | 30 | 45.1 | AT5 ${ }_{5}^{5}$ | 15 | 369.1 | 27 | 114 | $\mathrm{AFC1}_{2}^{1}$ | 25 | 345.9 | 27 | 227.9 |
| AT1 ${ }_{2}^{1}$ | 21 | 204.5 | 29 | 77.5 | AT5 ${ }^{1}$ | 0 | 600 | 29 | 83.1 | $\mathrm{AFCl}_{2}^{2}$ | 8 | 497.2 | 25 | 320.5 |
| $\mathrm{AT}_{2}{ }_{2}$ | 24 | 164 | 30 | 61 | AT5 ${ }_{5}^{3}$ | 0 | 600 | 27 | 113.8 | $\mathrm{AFC1}_{2}^{3}$ | 5 | 518.1 | 21 | 364 |
| $\mathrm{AT1}_{3}^{-2}$ | 30 | 42.5 | 30 | 62.4 | $\mathrm{AT5}_{6}^{-2}$ | 29 | 110.2 | 28 | 103.3 | $\mathrm{AFCl}_{3}^{0}$ | 11 | 457.7 | 15 | 442 |
| AT1 ${ }_{3}^{0}$ | 19 | 239.5 | 29 | 62.5 | AT5 ${ }_{6}^{0}$ | 10 | 438.2 | 30 | 68.3 | $\mathrm{AFCl}_{3}^{1}$ | 13 | 479.2 | 14 | 455.5 |
| $\mathrm{AT1}_{3}^{1}$ | 16 | 296.2 | 27 | 128.7 | $\mathrm{AT5}_{6}^{1}$ | 0 | 600 | 27 | 126.7 | $\mathrm{AFCl}_{3}^{2}$ | 2 | 590.7 | 15 | 453.2 |
| $\mathrm{AT}_{3}^{3}$ | 21 | 209.8 | 30 | 93.4 | $\mathrm{AT5}_{6}{ }^{3}$ | 0 | 600 | 29 | 80.4 | $\mathrm{AFCl}_{3}^{3}$ | 5 | 545.6 | 8 | 510.6 |
| $\mathrm{AT}_{4}^{-2}$ | 30 | 44.5 | 30 | 80.8 | $\mathrm{AT5}^{-2}$ | 30 | 103.6 | 30 | 77.3 | $\mathrm{AFCl}_{4}^{0}$ | 9 | 498.2 | 9 | 502.1 |
| AT1 ${ }_{4}^{0}$ | 21 | 202.2 | 30 | 57.4 | AT5 ${ }_{7}$ | 7 | 491.4 | 26 | 154.1 | $\mathrm{AFCl}_{4}^{1}$ | 8 | 494 | 12 | 455 |
| $\mathrm{AT}_{1}{ }_{4}$ | 16 | 301.7 | 28 | 119.5 | $\mathrm{AT5}_{7}^{1}$ | 0 | 600 | 27 | 134.3 | $\mathrm{AFCl}_{4}^{2}$ | 4 | 556.8 | 11 | 468.7 |
| $\mathrm{AT}^{3}{ }_{4}$ | 23 | 185.1 | 29 | 88.3 | AT5 ${ }_{7}$ | 0 | 600 | 29 | 108 | $\mathrm{AFCl}_{4}^{3}$ | 1 | 587.4 | 9 | 513.4 |
| $\mathrm{AT1}_{5}^{-2}$ | 30 | 97.4 | 28 | 136.3 | $\mathrm{AT5}_{8}^{-2}$ | 29 | 163.7 | 30 | 131.9 | $\mathrm{AFCl}_{5}^{0}$ | 6 | 565.6 | 5 | 559.8 |
| AT1 ${ }_{5}^{8}$ | 14 | 361.2 | 28 | 146.8 | $\mathrm{AT5}_{8}^{8}$ | 6 | 525.9 | 29 | 143.6 | $\mathrm{AFC1}_{5}^{1}$ | 7 | 548.2 | 7 | 527.3 |
| AT1 ${ }_{5}^{1}$ | 4 | 527.6 | 29 | 91.9 | $\mathrm{AT5}_{8}^{1}$ | 0 | 600 | 30 | 124.2 | $\mathrm{AFCl}_{5}^{2}$ | 0 | 600 | 4 | 556.3 |
| $\mathrm{AT1}_{5}^{3}$ | 8 | 471.7 | 29 | 104.8 | $\mathrm{AT5}_{8}^{3}$ | 0 | 600 | 27 | 160.9 | $\mathrm{AFCl}_{5}^{3}$ | 1 | 586 | 7 | 553.4 |

greedy and MAB-UCB. We here assess which one is better in terms of SR and time. From the results in Table 4.2, it seems that MAB-UCB provides slightly better performance in terms of SR; this has been confirmed by the Wilcoxon test applied over all the experiments (i.e., on the non-aggregated data reported in Appendix, §A.2): the null hypothesis that using anyone of the two strategies has no impact on SR is rejected with $p$-value equal to 0.005089 , and the alternative hypothesis that SR is better is accepted with $p$-value $=0.9975$; in a similar way, the null hypothesis that there is no difference in terms of time is rejected with $p$-value equal to $3.495 \mathrm{e}-06$, and the alternative hypothesis that is MAB-UCB is faster is accepted with $p$-value $=1$. Therefore, in the following RQs, we compare Breach with only the MAB-UCB version of our approach.

RQ2 Does the proposed approach effectively solve the scale problem?
We here assess if our approach is effective in tackling the scale problem. Table 4.3 reports the complete experimental results over Sbench for Breach and MAB-UCB; for each specification $S$, all its scaled versions are reported in increasing order of the scaling factor. We observe that changing the scaling factor affects (sometimes
greatly) the number of successes SR of Breach; for example, for $\mathrm{AT}_{5}$ and $\mathrm{AT}_{7}$ it goes from 30 to 0 . For MAB-UCB, instead, SR is similar across the scaled versions of each specification: this shows that the approach is robust w.r.t. to the scale problem as the "hill-climbing gain" reward in Def. 15 eliminates the impact of scaling and UCB1 algorithm balances the exploration and exploitation of two sub-formulas. The observation is confirmed by the Wilcoxon test over SR: the null hypothesis is rejected with $p$-value $=1.808 \mathrm{e}-09$, and the alternative hypothesis accepted with $p$-value $=1$. Instead, the null hypothesis that there is no difference in terms of time cannot be rejected with $p$-value $=0.3294$.

RQ3 How does the proposed process behave with not scaled benchmarks?
In RQ2, we checked whether the proposed approach is able to tackle the scale problem for which it has been designed. Here, instead, we are interested in investigating how it behaves on specifications that have not been artificially scaled (i.e., those in Bbench). From Table 4.2 (upper part), we observe that MAB-UCB is always better than Breach both in terms of SR and time, which is shown by the highlighted cases. This is confirmed by Wilcoxon test over SR and time: null hypotheses are rejected with $p$-values equal to, respectively, $6.02 \mathrm{e}-08$ and $1.41 \mathrm{e}-08$, and the alternative hypotheses that MAB-UCB is better are both accepted with $p$-value $=1$. This means that the proposed approach can also handle specifications that do not suffer from the scale problem, and so it can be used with any kind of specification.

### 4.3.3 A Comparison to a Normalization-Based Approach

A naïve solution to the scale problem could be to rescale the signals used in specification at the same scale. This is a normalization approach. For example, instead of falsifying $(\neg($ gear $=4) \vee$ speed $>35)$, we can falsify $(\neg($ gear $=4) \vee(\gamma \cdot$ speed $>\gamma \cdot 35))$, where $\gamma$ is a rescaling factor that normalizes the robustness value of speed $>35$ to the same scale as that of gear $=4$.

The Sbench already gives an implementation of the approach with manual selections of rescaling factors. We thus can compare the performance of our approach to this possible baseline. In some cases, this baseline approach performs quite well. For example, the performance of $\mathrm{AT}^{-2}$ in Table 4.2 are the cases where speed is rescaled by 0.01 . In these cases, the falsification performance in terms of SR is quite good

(a) Input signals throttle, brake and output signals speed, RPM of a sample during falsifying AT5 ${ }_{6}^{0}$

(b) Boolean satisfaction and quantitative robustness of the sample in Fig. 4.5a to subformulas of $\mathrm{AT} 5{ }_{6}^{0}$

Figure 4.5: A sample from hill-climbing optimization during falsification to $\mathrm{AT} 5_{6}^{0} \equiv$ $\square$ (speed $<135 \wedge r p m<4780)$
(SR being 30/30), compared to the cases with other rescaling factors. However, the baseline approach does not always work well. For example, the specifications of AT5 give restriction to speed and $r p m$ together, and these properties suffer from the scale problem as speed is one order of magnitude less than rpm. However, from Table 4.2, we observe that the baseline approach (i.e., running Breach over AT5 ${ }^{1}$ ) is not effective, as SR is $0.4 / 30$, that is much lower than the original SR $14.1 / 30$ of the unscaled approach using Breach. Our approach, instead, raises SR to $28.4 / 30$ and to $27.6 / 30$ using the two proposed versions. By monitoring Breach execution, we notice that the baseline approach fails because it tries to falsify $r p m<4780$, which, however, is not falsifiable; our approach, instead, understands that it should try to falsify speed $<\rho$ thanks to the application of MAB algorithms.

Here, it gives rise to the problem: how to select the rescaling factor. The quick answer is by comparing the scales of different signals. However, the example of AT5 proves that this method does not work. Instead, the experimental results in Table 4.2 show that $10^{-2}(0.01)$ is the best choice. Let us take a further look into the example. Fig. 4.5 presents a sample during the process falsifying $\mathrm{AT}_{6}{ }_{6}$. We can see that the final robustness comes from the robustness to the sub-formula $\mathrm{rpm}<4780$. This is opposite to our intuition, since robust semantics for conjunctive (see Def. 8) selects the minimum
one between sub-formulas, but rpm is the one of larger magnitude. The explanation is as follows: although rpm has a larger scale, it is less variant than speed; in other words, $\llbracket \mathcal{M}(\mathbf{u}), r p m<4780 \rrbracket$ is more likely to be smaller than $\llbracket \mathcal{M}(\mathbf{u})$, speed $<135 \rrbracket$, because it is not hard to drive rpm to a high value. Therefore, the larger rescaling factor to speed we select, the more probably that $r p m$ takes the final robustness. That is why it performs the best when the rescaling factor is $10^{-2}(0.01)$.

## Constraining Counterexamples via Search Space Transformation

In this chapter, we consider the falsification problem in the presence of logical constraints on input signals. Typical hill-climbing optimization algorithms rely on random samplings, therefore, introduction of input constraints increases the occurrence of infeasible samplings and thus makes the search more difficult.

We firstly show two naive penalty-based approaches that are, though able to solve the problem, not very effective. We then present the main contribution of this chapter, that is, a framework based on search space transformation. It consists of a space mapping that maps points in an unconstrained search space to the constrained input space, and a fitness definition that assigns fitness values to points in the search space according to the robustness values of points in the input space. In this way, it allows the search performing in an unconstrained space, and when a negative fitness is detected, it returns the mapped point in the input space as a falsifying input. An

[^13]

Figure 5.1: Feasible areas without/with considering input constraints
instance of space mapping, named proportional transformation, is then defined. We propose three approaches that make use of the proportional transformation, and we experimentally show that the one based on Multi-Armed Bandit (MAB) model performs better than others.

### 5.1 Motivation and Problem Definition

The problem setting of falsification introduced in Def. 10 does not take into consideration possible constraints over the input signals. Therefore, the search takes place in an unconstrained space, and it can return any input signal that violates the system specification in that space provided that it manages to find one. However, in the presence of constraints, the feasible search space is much more restricted. For example, in an automotive system, like the one in Fig. 1.1, the throttle and brake cannot be pushed simultaneously. If we ignore this constraint, then hill climbing can search freely in the black rectangle in the left sub-figure of Fig. 5.1; however, if the constraint is considered, the search space shrinks to the black area in the right sub-figure. Actually, typical hill-climbing optimization algorithms only support searching in a rectangle as the case of the left sub-figure, so they do not work for the case of the right one. As a consequence, the falsifying inputs they return are meaningless, e.g., a case in which pushing throttle and brake simultaneously. Apparently, they are not helpful for engineers to debug the system.

Indeed, some works [56, 76] report such input constraints in CPS. In [56], the authors aim to test a powertrain control system, under the condition that throttle increases or decreases monotonically; in that case, the values of input signals should be dependent on their prefixes. In [76], the authors test an assisted driving system with
different initial conditions as the system inputs. There is an constraint about the environment and the system parameter-"when there is no fog, the visibility range is set to maximum". The authors should handle this constraint; otherwise the test does not help the practical use.

In §5.1.1, we formally define the constrained falsification problem, in comparison the the one in Def. 10. Particularly, we introduce two ways to formalize the constraints. They will be used in different technical contexts later, but they are equivalent in expressivity given the condition that input signals are piecewise constant.

### 5.1.1 Problem Definition

The input constrained falsification problem considered in this chapter is defined as follows.

Definition 16 (Input constrained falsification problem) The input constrained falsification problem can be stated as the following constrained optimization problem, where $\psi$ are input constraints over the input signals $\mathbf{u}$.

$$
\begin{array}{ll}
\underset{\mathbf{u}}{\operatorname{minimize}} & \llbracket \mathcal{M}(\mathbf{u}), \varphi \rrbracket \\
\text { subject to } & \mathbf{u}=\psi \\
& \mathbf{u} \in \Omega
\end{array}
$$

In this chapter, we use two formalisms of constraints $\psi$. This first one used in §5.2 is simple. We just use STL to express constraints, because $\psi$ is a temporal property that the input signal $\mathbf{u}$ is supposed to satisfy. See the syntax of STL in Def. 7. The second one is introduced in Def. 19, given in the form of propositional logic formula. We use that form for the search space transformation approach introduced in §5.3, §5.4 and §5.5. Note that these two formalisms have equivalent expressivity provided that we use piecewise constant as input signals, as we show in §5.6.1, where we explain how we can transform one into the other one.

### 5.2 Penalty-Based Approaches

In this section, we introduce two penalty-based approaches. A simple approach based on the modification of the specification under study is presented in §5.2.1, while a more complicated approach based on the lexicographic method are proposed in §5.2.2.

### 5.2.1 Constraint Embedding Approach

A straightforward penalty-based approach to the constrained falsification problem consists in embedding the input constraints $\psi$ as a prerequisite of the system specification $\varphi$. In this way, we obtain the STL formula $\psi \rightarrow \varphi$ as a new falsification goal.

The constrained problem of Def. 16 can be stated as the following unconstrained problem.

$$
\begin{array}{ll}
\underset{\mathbf{u}}{\operatorname{minimize}} & \llbracket\langle\mathbf{u}, \mathcal{M}(\mathbf{u})\rangle, \psi \rightarrow \varphi \rrbracket \\
\text { subject to } & \mathbf{u} \in \Omega
\end{array}
$$

The falsification approach must now evaluate the robustness of a formula that predicates both over the input and output signals, formally denoted as $\langle\mathbf{u}, \mathcal{M}(\mathbf{u})\rangle$.

The soundness of the approach is given by Thm. 1 .
Theorem 1 (Soundness \& completeness of the Constraint Embedding Approach) For all input signals $\mathbf{u}, \llbracket\langle\mathbf{u}, \mathcal{M}(\mathbf{u})\rangle, \psi \rightarrow \varphi \rrbracket<0$ if and only if the input constraints $\psi$ are satisfied and the specification $\varphi$ is falsified.

The proof directly comes from the robustness definition of STL and the semantics of the implication.

### 5.2.2 Lexicographic Method Approach

While the constraint embedding approach can be effective in some cases, it does not dictate a search algorithm to first satisfy input constraints $\psi$ and then falsify the specification $\varphi$. We here propose a method that imposes a strict prioritization between the satisfaction of the input constraints and the optimization of the objective function for falsification. This method is based on the use of a lexicographic method [101] for defining the fitness function of the optimization problem.

A lexicographic method [101] can be applied for a multi-objective optimization problem that aims at minimizing objective functions $f_{1}, \ldots, f_{N}$, and for which there exists a preference order in the optimization of the objective functions, i.e., functions with higher priorities must be optimized first. Formally, there exists a total order of priorities $p_{1}, \ldots, p_{N}$, where $p_{k}=N-k$ for each $k \in\{1, \ldots, N\}$; the larger $p_{k}$ is, the higher priority $f_{k}$ has.

$$
\begin{array}{ll}
\underset{\mathbf{x}}{\operatorname{minimize}} & f_{1}(\mathbf{x}), \ldots, f_{N}(\mathbf{x}) \\
\text { subject to } & \mathbf{x} \in \Omega
\end{array}
$$

The method defines a global cost function GCF in the following way:

$$
\begin{equation*}
G C F(\mathbf{x})=\sum_{k=1}^{N} B^{p_{k}}\left\lceil(B-1) \mathcal{T}_{k}\left(f_{k}(\mathbf{x})\right)\right\rceil \tag{5.1}
\end{equation*}
$$

where $B \in \mathbb{R}_{+}$with $B>1$ is a base number, $\rceil$ is the regular ceiling operator, and each $\mathcal{T}_{k}$ is a transformation function. Note that $\left\lceil(B-1) \mathcal{T}_{k}\left(f_{k}(\mathbf{x})\right)\right\rceil$ is needed to map the transformed value of the objective function $f_{k}$ in $B$ quantization levels. Such a quantization is required by the lexicographic method to maintain the total order of the inputs [102] w.r.t. the priorities of the objective functions, i.e., the fitness value of a unachieved function with higher priority always dominates the fitness values of functions of lower priority. Note that the value of $B$ can have an effect on the efficiency of the search [102], as also noted during the application of the lexicographic methods in other contexts [103]. In the experiments, we will evaluate such effect using different values for $B$.

The definition of a $\mathcal{T}_{k}$ is specific to the type of optimization problem; for example, we will see later how to define it for the constraint satisfaction problem and the falsification problem. In any case, the definition of a $\mathcal{T}_{k}$ must at least satisfy the monotonicity property, i.e., given two values $v_{1} \leq v_{2}$, then $\mathcal{T}_{k}\left(v_{1}\right) \leq \mathcal{T}_{k}\left(v_{2}\right)$. Usually, a transformation function $\mathcal{T}_{k}$ is implemented as a normalization function between $[0,1]$ : in such a case, the values of $f_{k}$ that are mapped to 0 are those that achieve the objective. ${ }^{1}$

[^14]We apply the lexicographic method to the constrained falsification problem introduced in Def. 16. To do this, we first turn the constrained falsification problem in a unconstrained multi-objective problem as follows.

$$
\begin{array}{ll}
\underset{\mathbf{u}}{\operatorname{minimize}} & \llbracket \mathbf{u}, \neg \psi \rrbracket \\
\underset{\mathbf{u}}{\operatorname{minimize}} & \llbracket \mathcal{M}(\mathbf{u}), \varphi \rrbracket  \tag{5.3}\\
\text { subject to } & \mathbf{u} \in \Omega
\end{array}
$$

The constraint satisfaction problem has been turned into an optimization problem by exploiting the robust semantics of STL (recall that also the input constraints are expressed in STL). Since in a lexicographic method all objective functions must be minimized (see Eq. 5.2.2), we consider the negation of the input constraints (negative robustness of $\neg \psi$ corresponds to positive robustness of $\psi$ ).

We can now combine the two objectives (Eq. 5.2 and Eq. 5.3) into a single global cost function, following Eq. 5.1. Since we want to prioritize the satisfaction of the input constraints, we take $\llbracket \mathbf{u}, \neg \psi \rrbracket$ as $f_{1}$, and $\llbracket \mathcal{M}(\mathbf{u}), \varphi \rrbracket$ as $f_{2}$. The definition of the global cost function is as follows.

Definition 17 (Lexicographic fitness function $G C F_{\text {fal }}$ for falsification) Let $f_{1}(\mathbf{u}):=$
$\llbracket \mathbf{u}, \neg \psi \rrbracket$, and $f_{2}(\mathbf{u}):=\llbracket \mathcal{M}(\mathbf{u}), \varphi \rrbracket$. The definition of the global cost function for the constrained falsification problem is as follows:

$$
G C F_{\mathrm{fal}}(\mathbf{u})=B\left\lceil(B-1) \mathcal{T}_{1}\left(f_{1}(\mathbf{u})\right)\right\rceil+(B-1) \mathcal{T}_{2}\left(f_{2}(\mathbf{u})\right)
$$

As explained before, the definition of a transformation function $\mathcal{T}_{k}$ is specific to the kind of optimization problem. In our context, the transformation function $\mathcal{T}_{1}$ considers values $r$ given by the robustness evaluation of the input constraints: for any negative value of the robustness, the input constraints are satisfied, while positive values indicate the degree of violation of the input constraints $\psi$. Therefore, $\mathcal{T}_{1}$ is
applicable in our context.
defined as a normalization function as follows:

$$
\mathcal{T}_{1}(r)= \begin{cases}0 & r<0  \tag{5.4}\\ \frac{r}{R_{\max }^{\psi}} & \text { otherwise }\end{cases}
$$

where $R_{\max }^{\psi}$ is the possible maximum value of $r$. The identification of a correct $R_{\max }^{\psi}$ requires minimum effort by sampling the input space. We will present how we come up with $R_{\text {max }}^{\psi}$ later in §5.6.

The transformation function $\mathcal{T}_{2}$, instead, considers values $r$ given by the robustness evaluation of the specification $\varphi$. Also in this case, negative values of the robustness mean that the objective is achieved (i.e., the specification is falsified). Therefore, the definition of the transformation function for $\mathcal{T}_{2}$ is as follows:

$$
\mathcal{T}_{2}(r)= \begin{cases}0 & r<0  \tag{5.5}\\ \epsilon & r=0 \\ \frac{r}{R_{\max }^{\varphi}} & \text { otherwise }\end{cases}
$$

where $R_{\text {max }}^{\varphi}$ is the possible maximum value of $r$, and $\epsilon$ is an arbitarily small positive number ${ }^{1}$. We will also explain later in $\S 5.6$ how we select a proper $R_{\max }^{\varphi}$.

Considering the definitions of the two transformation functions, we can now analyse the behaviour of function $G C F_{\text {fal }}$ (see Def. 17). Given an input signal $\mathbf{u}$, if the input constraints $\psi$ are satisfied, the first operand of the sum will be 0 (due to the transformation function $\mathcal{T}_{1}$ in Eq. 5.4), and therefore the value of $G C F_{\text {fal }}$ will only depend on the robustness value of the temporal specification (i.e., the second operand). On the other hand, if the input constraints are not satisfied, the first operand will be positive and guaranteed to be larger than the second one (so driving the search towards the satisfaction of the input constraints).

Note that in the definition of $G C F_{\text {fal }}$, we do not apply the ceiling operator to the robustness evaluation of the specification $\varphi$ (i.e., $f_{2}$ ). It is indeed known that the ceiling operator is not really needed by the lexicographic method for the last operand of the sum [101,103], and we take advantage of this. Therefore, since $f_{2}$ corresponds to the

[^15]falsification algorithm, we prefer to remove the ceiling in order to preserve as much information as possible regarding the specification robustness that could be helpful for driving the search. Indeed, removing the ceiling avoids the quantization effect that in general is adversarial for the hill-climbing search.

Theorem 2 (Soundness of the $G C F_{\text {fal }}$ fitness function) If there exists an input signal $\mathbf{u}$ such that $G C F_{\text {fal }}(\mathbf{u})=0$, then the input constraints $\psi$ are satisfied and the specification $\varphi$ is falsified.

The proof directly comes from the definitions of $G C F_{\text {fal }}, \mathcal{T}_{1}$, and $\mathcal{T}_{2}$, and the robustness definition of STL.

### 5.2.3 Discussion: Weaknesses of the Penalty-Based Approaches

The approaches in $\S 5.2$ exemplify the same idea-adding a penalty to the objective function and searching in a unconstrained space. Moreover, both approaches implement the penalty as a quantitative guidance for input signals to satisfying the constraints. However, these approaches are not sufficiently effective, as proved by the experimental results in §5.6.

The reason is mainly from the following two folds: firstly, the optimization algorithm spends quite much time on searching in the infeasible area, especially if the constraint is non-trivial, or even very hard, to satisfy, like the case in Fig. 5.1; secondly, the penalty added to the objective function changes the fitness domain, which makes the search much more difficult. The penalty can introduce local optimum, flat fitness, etc, to the objective function, in which cases hill-climbing optimization algorithms do not work.

### 5.3 Problem Setting and Overview of the Search Space Transformation-Based Approach

From this section on, we present the main contribution of this chapter, namely, a framework solving the input constrained falsification problem via search space transformation. This framework consists of a search space transformation that maps a
point in an unconstrained search space to the constrained feasible space (which will be introduced in $\S 5.3$ and $\S 5.4$ ), and the way of utilizing such transformation (which will be introduced in §5.5).

The search space transformation maps a sample point from an unconstrained space to a point in the constrained space. The latter identifies an input signal $\mathbf{u}$, in terms of its parameterized representation. This is reasonable as we consider piecewise constant signals as our input signal. We denote the discretized representation of $\mathbf{u}$ as a vector $\vec{u}=\left(u_{1,1}, \ldots, u_{1, M}, \ldots, u_{K, 1}, \ldots, u_{K, M}\right)$, where $M$ is the dimension of $\mathbf{u}$ and $K$ is the number of control points. We use it from now on to indicate the input signal. We thus restate the problem definition of Def. 16 as follows.

Definition 18 (Input constrained falsification problem) The input constrained falsification problem is defined as:

$$
\begin{aligned}
\underset{\vec{u}}{\operatorname{minimize}} & \llbracket \mathcal{M}(\vec{u}), \varphi \rrbracket \\
\text { subject to } & \vec{u} \mid=\psi \\
& \vec{u} \in \Omega
\end{aligned}
$$

where $\psi$ is a constraint on the input signal $\vec{u}$. The goal of the problem is to find an input signal $\vec{u}$ such that $\vec{u} \mid=\psi, \vec{u} \in \Omega$, and $\llbracket \mathcal{M}(\vec{u}), \varphi \rrbracket<0$.

In this work, as $\psi$, we consider logical combinations of linear constraints (both equalities and inequalities). We now give the syntax of the supported constraints. Without loss of generality, we assume the logical constraints to be in Disjunctive Normal Form (DNF). In the following sections, for the sake of presentation, constraints are not given in DNF, but of course they can be transformed to it.

Definition 19 (Syntax of constraints) We define an n-ary constraint $\psi$ as follows:

$$
\begin{aligned}
& \psi:: \equiv \psi \vee \psi|\gamma \quad \gamma:: \equiv \gamma \wedge \gamma| \xi \\
& \xi:: \equiv \sum_{k=1}^{n} a_{k} x_{k}+a_{n+1}=0\left|\sum_{k=1}^{n} a_{k} x_{k}+a_{n+1}<0\right| \perp \mid \neg \xi
\end{aligned}
$$

Here $a_{1}, \ldots, a_{n+1} \in \mathbb{R}$ are coefficients, and $x_{1}, \ldots, x_{n}$ variables, each one $x_{i}$ defined over a domain $D_{i}$.


Figure 5.2: Proposed constrained falsification approach

In our context, the number of variables is $n=M K$, because the input signal is a piecewise constant signal composed of $M$ inputs having $K$ control points.

Example 1 The aforementioned example of constraint that throttle and brake cannot be positive simultaneously can be expressed as $\bigwedge_{k=1}^{K}\left(\right.$ throttle $_{k}=0 \vee$ brake $\left._{k}=0\right)$.

In Def. 18, the actual input space is given by the application of $\psi$ to $\Omega$. We denote this constrained space as $\Omega_{\psi}$, which contains all the points in $\Omega$ that satisfy $\psi$, i.e., $\Omega_{\psi}:=\{\vec{x} \in \Omega|\vec{x}|=\psi\}$.

### 5.3.1 Search Space Transformation-Based Approach

In this rest of this chapter, we propose an approach for the input constrained falsification problem. The workflow is shown in Fig. 5.2. Let $\Xi$ be an arbitrary hyperrectangle with the same number of dimensions as $\Omega_{\psi}$. In the following, we name $\Xi$ as a search space and $\Omega_{\psi}$ as an input space. The approach allows to perform the falsification search over the search space $\Xi$ (weakly-bounded, so not harming the effectiveness of hill climbing) but, at the same time, it minimizes the fitness computed based on the input space $\Omega_{\psi}$. To do this, the fitness function $r$ of $\Xi$ is defined in terms of the fitness (robustness) distribution $\rho$ in $\Omega_{\psi}$. More precisely, it employs a search space transformation that firstly maps a point $\vec{x}$ of the search space $\Xi$ into a point $\vec{y}$ of the input space $\Omega_{\psi}$ through a space mapping $\mathcal{T}$ (i.e., $\vec{y}=\mathcal{T}(\vec{x})$ ), and then defines the fitness accordingly (i.e., $r(\vec{x})=\rho(\vec{y})$ ). In this way, the constrained falsification problem is turned into an
unconstrained optimization problem:

$$
\begin{array}{ll}
\underset{\vec{x}}{\operatorname{minimize}} & r(\vec{x}) \\
\text { subject to } & \vec{x} \in \Xi
\end{array}
$$

Once a point $\vec{x}$ with negative fitness in $\Xi$ is found, the mapped point $\vec{y}=\mathcal{T}(\vec{x})$ in $\Omega_{\psi}$ will be returned as falsifying input. Formally, the process of search space transformation is defined by the two following definitions.

Definition 20 (Space mapping) Let $\Xi$ be the search space, and $\Omega_{\psi}$ be the input space. We define a space mapping function $\mathcal{T}: \Xi \rightarrow \Omega_{\psi}$ as a total surjective function from $\Xi$ to $\Omega_{\psi}$.

We also define the fitness function of the points of the search space $\Xi$ on the base of the fitness of the input space $\Omega_{\psi}$.

Definition 21 (Fitness function in $\Xi$ ) Let $\Omega_{\psi}$ be the input space, and $\rho: \Omega_{\psi} \rightarrow \mathbb{R}$ be a fitness function for $\Omega_{\psi}$. Let $\mathcal{T}: \Xi \rightarrow \Omega_{\psi}$ be a space mapping from the search space $\Xi$ to $\Omega_{\psi}$. The fitness function $r: \Xi \rightarrow \mathbb{R}$ in the search space $\Xi$ is defined as $r(\vec{x}):=\rho(\mathcal{T}(\vec{x}))$.

The search space transformation guarantees two properties necessary in our approach.

## Proposition 1 (Soundness and completeness of the Search Space Transformation)

Any falsification algorithm that samples over the search space $\Xi$ using the fitness function $r$ as guidance is guaranteed to be sound and complete:
Soundness: If a sample $\vec{x}$ with negative fitness $(r(\vec{x})<0)$ is found in the search space $\Xi$, the corresponding input $\vec{y}=\mathcal{T}(\vec{x})$ in the input space $\Omega_{\psi}$ is guaranteed to be a falsifying input ( $\rho(\vec{y})<0$ ). As soon as such an $\vec{x}$ is found, the falsification process can stop and $\vec{y}$ can be returned as witness of the falsification.
Completeness: For each falsifying input $\vec{y}$ in the input space $\Omega_{\psi}$, there is a sample $\vec{x}$ in the search space $\Xi$ that maps to it, i.e., $\vec{y}=\mathcal{T}(\vec{x})$. This guarantees that the search over $\Xi$ can find all the falsifying inputs (if any).

The soundness comes from the definition of $r$ (see Def. 21): once $r(\vec{x})<0$, it means that $\rho(\mathcal{T}(\vec{x}))<0$ and thus $\rho(\vec{y})<0$. The completeness is from the surjectiveness of $\mathcal{T}$ (Def. 20).

Remark 1 Prop. 1 states that any space mapping guarantees soundness and completeness of the approach. However, these are not the only desired properties. We would also like that the implemented space mapping does not harm the effectiveness of hill climbing. For guaranteeing this, hill climbing in the search space $\Xi$ should get a faithful representation of the fitness landscape of the input space $\Omega_{\psi}$.

Continuity of a space mapping, i.e., mapping points in proximity again to proximity, is a good criterion. We shall propose a specific class of continuous space mappings. It is called the proportional transformation.

### 5.4 Proportional Transformation

Different search space transformations can be identified, that differ in the way they implement the space mapping (see Def. 20). In this section, we propose the proportional transformation $\mathcal{T}$ that maps each point of the search space $\Xi$ into a point of the input space $\Omega_{\psi}$, by proportionally scaling the value of each dimension of $\Xi$. It is illustrated in Fig. 5.3.

We call a set of non-overlapping intervals as interval sequence. Formally, an interval sequence over the real domain is defined as $R:=\left(I_{1}, \ldots, I_{q}\right)$, where (a) each $I_{j}=\left[I_{j}^{L}, I_{j}^{U}\right]$ is a continuous interval with lower bound $I_{j}^{L} \in \mathbb{R}$ and upper bound $I_{j}^{U} \in \mathbb{R}$, such that $I_{j}^{L} \leq I_{j}^{U}$; (b) $I_{j}^{U}<I_{j+1}^{L}$ for each $j=1, \ldots, q-1$. We denote the length of an interval $I_{j}$ as $\left|I_{j}\right|=I_{j}^{U}-I_{j}^{L}$, and the accumulated length of all the intervals in $R$ as $\operatorname{accLen}(R)=\sum_{j=1}^{q}\left|I_{j}\right|$.

We now provide a definition for determining the bounds of the constrained space identified by the constraints.

Definition 22 (Feasible interval sequence) Let $\Xi$ be the search space, and $\psi=\vee_{i=1}^{t} \psi_{i}$ an n-ary constraint in DNF defined over variables $\vec{x}=\left(x_{1}, \ldots, x_{n}\right)$, where each $\psi_{i}$ is a conjunction of equalities and/or inequalities. Given a dimension $d \in\{1, \ldots, n\}$, we can identify the bounds of $\psi$ over $d$ as follows. For each conjunction $\psi_{i}$, we identify the
minimum $\Gamma_{i}^{L}$ and the maximum $\Gamma_{i}^{U}$ of its feasible area, by solving two linear programming problems ${ }^{1}$ (note that $\psi_{i}$ only contains equalities and inequalities):

$$
\begin{array}{ll}
\text { minimize } & x_{d} \\
\text { subject to } & \vec{x} \mid=\psi_{i} \\
& \vec{x} \in \Omega
\end{array}
$$

and

$$
\begin{array}{ll}
\text { maximize } & x_{d} \\
\text { subject to } & \vec{x} \neq \psi_{i} \\
& \vec{x} \in \Omega
\end{array}
$$

Then, the feasible interval sequence $\mathbf{R}_{d}$ of $\psi$ on the $d$-th dimension is computed as follows: $\mathbf{R}_{d}:=\bigcup_{i=1}^{t}\left[\Gamma_{i}^{L}, \Gamma_{i}^{U}\right]$.

In the next definition, we show how a value belonging to a continuous interval can be mapped to an interval sequence.

Definition 23 (Proportional position) Let $A=\left[A^{L}, A^{U}\right]$ be a continuous interval and $v \in A$. The proportional position $\Theta(v, A, R)$ of $v$ in an interval sequence $R=\left(I_{1}, \ldots, I_{q}\right)$ is defined as follows:

$$
\Theta(v, A, R):=p \cdot \operatorname{accLen}(R)-\sum_{j=1}^{e}\left|I_{j}\right|+I_{e+1}^{L}
$$

where:

- $p=\frac{v-A^{L}}{A^{V}-A^{L}}$ is the proportional value of $v$ in $A$;
$\cdot e \in\{1, \ldots, q\}$ is the maximum index that satisfies $p \cdot \operatorname{accLen}(R)-\sum_{j=1}^{e}\left|I_{j}\right|>0 .{ }^{2}$

Definition 24 (Constraint reduction) Let $\psi$ be an n-ary constraint. Given a search space $\Xi$ and a point $\vec{u} \in \Xi$, we compute the proportional position $\pi_{d}=\Theta\left(u_{d}, D_{d}, \mathbf{R}_{d}\right)$ over the $d$-th dimension of $\vec{u}\left(\right.$ i.e., $\left.u_{d}\right)$. Then, the function Reduce $\left(\psi, \pi_{d}, d\right):=\psi\left[x_{d} \mapsto \pi_{d}\right]$ is used to reduce $\psi$ to an ( $n-1$ )-ary constraint.
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Algorithm 5.1 Proportional transformation
Require: a search space \(\Xi=\prod_{k=1}^{n} D_{k}\), a sampled point \(\vec{u} \in \Xi\), a constraint \(\psi=\vee_{i=1}^{t} \psi_{i}\)
    in DNF, a priority (permutation) \(S\) of the dimensions \(\{1, \ldots, n\}\).
    function \(\operatorname{MAP-Point}(\Xi, \psi, S, \vec{u})\)
        \(\vec{\pi}=\left(\pi_{1}, \ldots, \pi_{n}\right) \leftarrow(0, \ldots, 0) \quad \triangleright\) Initialize \(\vec{\pi}\)
        Map-Dimension \((\Xi, \psi, S, \vec{u}, \vec{\pi})\)
        Return \(\vec{\pi} \quad \triangleright\) Final mapped point in \(\Omega_{\psi}\)
    procedure Map-Dimension \((\Xi, \psi, S, \vec{u}, \vec{\pi})\)
        if length \((S)>0\) then
            \(s \leftarrow S\).head \(\quad \triangleright\) Obtain the first dimension in \(S\)
            \(\mathbf{R}_{s} \leftarrow \bigcup_{i=1}^{t}\left[\Gamma_{i}^{L}, \Gamma_{i}^{U}\right] \quad \Delta\) Feasible interval sequence
            \(\pi_{s} \leftarrow \Theta\left(u_{s}, D_{s}, \mathbf{R}_{s}\right) \quad \triangleright\) Obtain proportional position
            \(\psi^{\prime} \leftarrow \operatorname{Reduce}\left(\psi, \pi_{s}, s\right) \quad \triangleright\) Constraint reduction
            \(S^{\prime} \leftarrow\) remove \(s\) from \(S\)
            MAP-Dimension \(\left(\Xi, \psi^{\prime}, S^{\prime}, \vec{u}, \vec{\pi}\right) \quad \triangleright\) Recursive call
    end procedure
```

We define $S$ as a permutation of the set $\{1, \ldots, n\}$ of the dimensions of $\Xi$. Here, $S$ identifies the order in which the dimensions must be considered, and so it will be called priority in the following.

The proposed proportional transformation $\mathcal{T}$ maps a point $\vec{u}$ of $\Xi$ into a point $\vec{\pi}$ of $\Omega_{\psi}$, such that $\vec{\pi}$ satisfies the constraint $\psi$. To do this, it iteratively computes feasible interval sequences (Def. 22), identifies the proportional position (Def. 23), and performs constraint reduction (Def. 24), following a given priority order $S$, until all values on different dimensions of $\vec{u}$ have been mapped to their corresponding proportional positions. The computation of the proportional transformation is presented in Alg. 5.1.

The algorithm starts by initializing an $n$-dimensional point $\vec{\pi}$ (Line 2), and invoking the procedure Map-Dimension using as arguments the search space $\Xi$, the constraint $\psi$, and the priority $S$ (Line 3). The procedure Map-Dimension also receives the point $\vec{\pi}$, and iteratively modifies its value on each dimension. In each loop, the procedure obtains the first element $s$ of the priority $S$, and determines the feasible interval sequence $\mathbf{R}_{s}$ of $s$ dimension, following the rules in Def. 22 (Line 8). Then, the proportional position $\Theta\left(u_{s}, D_{s}, \mathbf{R}_{s}\right)$ of $\vec{u}$ on $s$ dimension is computed according to Def. 23 (Line 9), and the constraint $\psi$ is reduced over $s$ dimension following Def. 24 (Line 10). Finally,


Figure 5.3: Running example-proportional transformation
the priority $S$ is updated by removing the first element $s$ (Line 11), and the procedure MAP-Dimension is invoked again to reduce the remaining arguments (Line 12). The recursive call terminates when all dimensions have been mapped. At the end, $\vec{\pi}$ is returned (Line 4) as the mapped point in $\Omega_{\psi}$ that satisfies the constraint $\psi$.

It is easy to see that the proportional transformation $\mathcal{T}$ is a space mapping in Def. 20, that is, it is a total surjection. Indeed, one can follow its definition and construct, in a step-by-step manner, a right inverse $g$ of $\mathcal{T}$ (i.e. $\mathcal{T} \circ g=\mathrm{id}$ ). Existence of such $g$ witnesses the surjectiveness of $\mathcal{T}$. Continuity of $\mathcal{T}$ is easily established, too.

Example 2 We use a simple example to explain our approach. We consider $\Xi=$ $[0,10] \times[0,10]$ as search space, and $\psi=\left(x_{1}+x_{2}-5<0\right)$ as constraint defining the input space $\Omega_{\psi}$, as shown in Fig. 5.3a. Let us consider a point $\vec{u}=(8,8) \in \Xi$. Let us call $x_{1}$ and $x_{2}$ the two dimensions of the search space. Using the priority $S^{1}=\left(x_{1}, x_{2}\right), \vec{u}$ is mapped to point $\vec{\pi}_{1}=(4,0.8)$; instead, using the priority $S^{2}=\left(x_{2}, x_{1}\right)$, it is mapped to point $\vec{\pi}_{2}=(0.8,4)$. The two proportional transformations are shown in Fig. 5.3b.

Remark 2 Note that the general transformation process is not specialized to linear constraints, and can be adapted for any type of constraints. What needs to be adapted is Def. 22 to find the bounds over a given dimension: different types of constraints need different solvers (for linear constraints, we use a linear programming solver). In this


Figure 5.4: Fitness landscape of $\Omega_{\psi}$ and transformed fitness landscapes in $\Xi$
paper, we focus and perform experiments on linear constraints. Extending the approach to non-linear constraints is left as future work.

### 5.5 Falsification Based on the Proportional Transformation

In this section, we describe how we use the proportional transformation presented in §5.4 to implement a falsification algorithm that considers the constraints existing among the inputs. Namely, we adapt the hill climbing-guided falsification approach described in §2.3. The approach performs classical hill-climbing optimization over the search space $\Xi$; sampled points $\vec{u}_{k}$ are mapped to points $\vec{\pi}_{k}$ of the input space $\Omega_{\psi}$, using the proportional transformation presented in §5.4. In this context, the fitness function $\rho$ of $\Omega_{\psi}$ is given by the robustness value of the mapped input $\vec{\pi}_{k}$ for the specification $\varphi$, i.e., $\rho\left(\vec{\pi}_{k}\right)=\llbracket \mathcal{M}\left(\vec{\pi}_{k}\right), \varphi \rrbracket$. See the whole workflow in Fig 5.2. We can notice that the hill-climbing algorithm (performed over the whole search space $\Xi$ ) has a deformed view of the fitness landscape of the input space $\Omega_{\psi}$. The obtained deformed landscape depends on the priority used in the proportional transformation (see §5.4, Alg. 5.1, and the two proportional transformations in Fig. 5.3b).

Example 3 Let us consider Ex. 2. The fitness landscape of the input space $\Omega_{\psi}$ (produced by a given objective function) is as shown in Fig. 5.4a. By applying the proportional transformation using the two priorities $S^{1}$ and $S^{2}$ (as shown in Fig. 5.3b), we obtain the fitness landscapes in Fig. 5.4b and Fig. 5.4c.

```
Algorithm 5.2 Fixed-Priority approach
Require: a system model \(\mathcal{M}\), an STL formula \(\varphi\), a constraint \(\psi\), a priority of dimensions
    \(S\), and a budget K
    function Fals-Fixed-Priority \((\mathcal{M}, \varphi, \mathbf{K}, \psi, S)\)
        \(\mathrm{rb} \leftarrow \infty ; \quad k \leftarrow 0 \quad \triangleright \mathrm{rb}\) is the smallest robustness so far, initialized to \(\infty\)
        while \(\mathrm{rb} \geq 0\) and \(k \leq \mathrm{K}\) do
            \(k \leftarrow k+1\)
            \(\vec{u}_{k} \leftarrow \operatorname{Hill-Climb}\left(\left(\vec{u}_{l}, \llbracket \mathcal{M}\left(\vec{u}_{l}\right), \varphi \rrbracket\right)_{l \in[1, k-1]}\right)\)
            \(\vec{\pi}_{k} \leftarrow \operatorname{MAP-Point}\left(\Xi, \psi, S, \vec{u}_{k}\right) \quad \triangleright\) Proportional transformation
            \(\mathrm{rb}_{k} \leftarrow \llbracket \mathcal{M}\left(\vec{\pi}_{k}\right), \varphi \rrbracket \quad \triangleright\) Robustness value of the mapped point
            if \(\mathrm{rb}_{k}<\mathrm{rb}\) then
                \(\mathrm{rb} \leftarrow \mathrm{rb}_{k}\)
        \(\vec{\pi} \leftarrow \begin{cases}\vec{\pi}_{k} & \text { if } \mathrm{rb}<0, \text { that is, } \mathrm{rb}_{k}=\llbracket \mathcal{M}\left(\vec{\pi}_{k}\right), \varphi \rrbracket<0 \\ \text { Failure } & \text { otherwise, that is, no falsifying input found within budget } \mathrm{K}\end{cases}\)
        Return \(\vec{\pi}\)
```

As we will show in the experiments in §5.6, the chosen priority can greatly affect the performance of the falsification. In the following sections, we consider three methods for selecting the priority: selecting one priority, considering all the priorities, or learning which priority is better.

### 5.5.1 Method 1: Fixed-Priority

In this approach, the user must provide a given priority order S. Alg. 5.2 shows how the classical hill climbing-guided falsification has been modified to implement the proportional transformation with Fixed-Priority. There are two differences: firstly, the algorithm now also considers a constraint $\psi$ and, for computing the fitness of an input $\vec{u}_{k}$ sampled in the search space $\Xi$, it first maps it to a point $\vec{\pi}_{k}$ in the input space $\Omega_{\psi}$ using the proportional transformation (Line 6), and then uses the robustness of $\vec{\pi}_{k}$ as fitness for $\vec{u}_{k}$ (Line 7); secondly, the final falsifying input (if any) is a point $\vec{\pi}_{k}$ of the input space (Line 10).

```
Algorithm 5.3 All-Priorities approach
Require: a system model \(\mathcal{M}\), an STL formula \(\varphi\), constraint \(\psi\), priorities Prior, and a
    budget K
    function Fals-All-Priorities \((\mathcal{M}, \varphi, \mathbf{K}, \psi\), Prior \()\)
        \(\mathrm{rb} \leftarrow \infty ; \quad k \leftarrow 0 \quad \triangleright \mathrm{rb}\) is the smallest robustness so far, initialized to \(\infty\)
        while \(\mathrm{rb} \geq 0\) and \(k \leq \mathrm{K}\) do
            \(k \leftarrow k+1\)
            \(\vec{u}_{k} \leftarrow \operatorname{Hill-Climb}\left(\left(\vec{u}_{l}, \llbracket \mathcal{M}\left(\vec{u}_{l}\right), \varphi \rrbracket\right)_{l \in[1, k-1]}\right)\)
            \(\Pi \leftarrow\left\{\operatorname{Map-Point}\left(\Xi, \psi, S, \vec{u}_{k}\right) \mid S \in \operatorname{Prior}\right\} \triangleright\) Proportional transformations
            \(\vec{\pi}_{k} \leftarrow \arg \min \llbracket \mathcal{M}(\vec{\pi}), \varphi \rrbracket \quad \triangleright\) Selection of best mapped point
                \(\vec{\pi} \in \Pi\)
            \(\mathrm{rb}_{k} \leftarrow \llbracket \mathcal{M}\left(\vec{\pi}_{k}\right), \varphi \rrbracket \quad \triangleright\) Robustness value of the selected mapped point
            if \(\mathrm{rb}_{k}<\mathrm{rb}\) then
                \(\mathrm{rb} \leftarrow \mathrm{rb}_{k}\)
        \(\vec{\pi} \leftarrow \begin{cases}\vec{\pi}_{k} & \text { if } \mathrm{rb}<0, \text { that is, } \mathrm{rb}_{k}=\llbracket \mathcal{M}\left(\vec{\pi}_{k}\right), \varphi \rrbracket<0 \\ \text { Failure } & \text { otherwise, that is, no falsifying input found within budget } \mathrm{K}\end{cases}\)
        Return \(\vec{\pi}\)
```


### 5.5.2 Method 2: All-Priorities

Although the proportional transformation is surjective, it changes the distribution of fitness on the base of the selected priority, and so it influences the performance of hill-climbing optimization. Therefore, different priorities lead to different falsification performance and different results. The current method is based on this observation, and so it considers all the priorities. Alg. 5.3 shows the implementation of the All-Priorities approach (differences w.r.t. Alg. 2.1). At Line 6, the approach now generates all the mapped points $\Pi$ of $\vec{u}_{k}$, using the priorities contained in set Prior given as input.

The set Prior is built as follows. Initially, all the permutations of the dimensions $\{1, \ldots, n\}$ are added to the set. However, some priorities are guaranteed to map the points in the same way. Therefore, such equivalent priorities are identified with these two rules:
(a) Only the variables contained in the constraint $\psi$ affect the result of the priority application. Given two priorities $S^{1}$ and $S^{2}$, if the relative order of variables contained in $\psi$ is the same in $S^{1}$ and $S^{2}$, then they are equivalent;
(b) Two variables are independent if they occur in the same conjunction $\psi_{i}$ of $\psi$ (recall
that $\psi$ is in DNF) and they are not in the same atomic proposition. Given two priorities $S^{1}$ and $S^{2}$, if they only differ in the relative order of independent variables, then they are equivalent.
So, Prior is the set of all non-equivalent permutations of $\{1, \ldots, n\}$.
Note that, even if two priorities are not equivalent, a point can still be mapped to the same point under both priorities: therefore, at Line 6, duplicated points are removed.

At Lines 7-8, the algorithm determines the point $\vec{\pi}_{k}$ in $\Pi$ having the minimum robustness value $\mathrm{rb}_{k}$. Finally, at Lines 11-12, it returns a falsifying input $\vec{\pi}$ in the input space or reports a failure.

### 5.5.3 Method 3: MAB-Priority

Although the All-Priorities approach guarantees to find the best priority (i.e., the one mapping to points with minimum robustness), it is computationally expensive, as it requires to simulate all the mapped points. In this section, we propose a method that tries to learn the best priority during execution: it is based on the Multi-Armed Bandit (MAB) problem, that has proven to be effective in other contexts for falsification [89] (our contribution in Chapter 4).

We first provide an introduction to the Multi-Armed Bandit problem, and then we describe how we apply it to our context.

Multi-Armed Bandit problem The Multi-Armed Bandit (MAB) problem describes the situation where a gambler sits in front of a row $A_{1}, \ldots, A_{m}$ of slot machines, each one giving, when its arm is played (i.e., in each attempt), a reward according to a prescribed (but unknown) probability distribution $\mu_{i}$. The goal is to maximize the cumulative reward after a number of attempts, playing a suitable arm in each attempt. The best strategy of course is to keep playing the best arm $A_{\max }$, i.e., the one whose average reward $\operatorname{avg}\left(\mu_{\max }\right)$ is the greatest. However, this best strategy is infeasible, because the distributions $\mu_{1}, \ldots, \mu_{m}$ are initially unknown. Therefore, the gambler must learn about $\mu_{1}, \ldots, \mu_{m}$ through attempts. A formal definition of the MAB problem is as follows.

Definition 25 (The Multi-Armed Bandit (MAB) problem) Input: $\operatorname{arms}\left(A_{1}, \ldots, A_{m}\right)$, the associated probability distributions $\mu_{1}, \ldots, \mu_{m}$ over $\mathbb{R}$, and a time horizon $H_{T} \in$ $\mathbb{N} \cup\{\infty\}$.
Goal: synthesize a sequence $A_{i_{1}} A_{i_{2}} \ldots A_{i_{H}}$, so that the cumulative reward $\sum_{k=1}^{H_{T}} \operatorname{rew}_{k}$ is maximized. Here the reward rew ${ }_{k}$ of the $k$-th attempt is sampled from the distribution $\mu_{i_{k}}$ associated with the arm $A_{i_{k}}$ played at the $k$-th attempt.

We introduce some notations for later use. Let $\left\langle\left(A_{i_{1}} \ldots A_{i_{k}}\right),\left(\operatorname{rew}_{1} \ldots \mathrm{rew}_{k}\right)\right\rangle$ be a history, i.e., the sequence of arms played so far (here $i_{1}, \ldots, i_{k} \in\{1, \ldots, m\}$ ), and the sequence of rewards obtained by those attempts ( $\mathrm{rew}_{l}$ is sampled from $\mu_{i_{l}}$ ).

MAB-based falsification In our context, an arm is a priority $S$. The reward of a priority $S$ is based on the minimum robustness value observed when using $S$ for mapping the sampled point (i.e., playing that arm). The hill-climbing algorithm implementing the MAB approach is shown in Alg. 5.4 (differences w.r.t. Alg. 2.1). In Line 5, an MAB algorithm is run to decide which priority $S$, taken from a set of priorities Prior (see §5.5.2), must be executed in the $k$-th attempt.

The function MAB takes as inputs: (i) priorities Prior $=\left\{S^{1}, \ldots, S^{m}\right\}$ (i.e., the arms); (ii) the history ( $S^{i_{1}}, \ldots, S^{i_{k-1}}$ ) of previously played arms; and (iii) the history of robustness values ( $\mathrm{rb}_{1}, \ldots, \mathrm{rb}_{k-1}$ ) of the previously selected inputs.

Our MAB algorithm is based on the UCB1 (upper confidence bound) algorithm. UCB1 algorithm exemplifies the exploitation and exploration trade-off over the set of arms. It is instantiated at Line 13 of Alg. 5.4: it returns the index $i_{k}$ of the priority $S^{i_{k}}$ that has the largest sum of exploitation and exploration score (Line 14). Given a priority $S^{z}$, the exploitation score identifies the empirical reward $\operatorname{Rew}(z, k-1)$, and it follows the formal definition in [42], that considers the robustness obtained in previous loops: the lower the observed robustness is, the higher the reward assigned to the arm is. The definition is as follows: $\operatorname{Rew}(z, k-1)=\left(1-\frac{\min _{l \in\{1, \ldots, k-1\}} \text { s.t. } i_{l}=z \mathrm{rb}_{l}}{\max _{l \in\{1, \ldots, k-1\}} \mathrm{rb}_{l}}\right)$.

The exploration score is a value negatively correlated to the number of attempts of the arm of priority $S^{z}$. At Line $14, N(z, k-1)$ identifies the number of attempts of priority $S^{z}$ in the previous $k-1$ steps $S^{i_{1}} \ldots S^{i_{k-1}}$. The scalar $c$ is used to give more importance to either exploration or exploitation.

```
Algorithm 5.4 MAB-Priority approach
Require: a system model \(\mathcal{M}\), an STL formula \(\varphi\), constraint \(\psi\), permutations Prior \(=\)
    \(\left\{S^{1}, \ldots, S^{m}\right\}\) of dimensions \(\{1, \ldots, n\}\), and a budget K
    function Fals-MAB-Priority \((\mathcal{M}, \varphi\), K, \(\psi\), Prior \()\)
        \(\mathrm{rb} \leftarrow \infty ; \quad k \leftarrow 0 \quad \triangleright \mathrm{rb}\) is the smallest robustness so far, initialized to \(\infty\)
        while \(\mathrm{rb} \geq 0\) and \(k \leq \mathrm{K}\) do
            \(k \leftarrow k+1\)
            \(i_{k} \leftarrow \operatorname{MAB}\left(\right.\) Prior,\(\left.\left\langle\left(S^{i_{1}} \ldots S^{i_{k-1}}\right),\left(\mathrm{rb}_{1} \ldots \mathrm{rb}_{k-1}\right)\right\rangle\right) \triangleright\) Selection of the priority
            \(\vec{u}_{k} \leftarrow \operatorname{Hill-Climb}\left(\left(\left(\vec{u}_{l}, \mathrm{rb}_{l}\right)\right)_{l \in\{1, \ldots, k-1\}}\right.\) such that \(\left.i_{l}=i_{k}\right)\)
                \(\triangleright\) Hill climbing suggests \(\vec{u}_{k}\) based on sampling history of \(S^{i_{k}}\)
            \(\vec{\pi}_{k} \leftarrow \operatorname{MAP-Point}\left(\Xi, \psi, S^{i_{k}}, \vec{u}_{k}\right) \quad \triangleright\) Proportional transformation
            \(\mathrm{rb}_{k} \leftarrow \llbracket \mathcal{M}\left(\vec{\pi}_{k}\right), \varphi \rrbracket \quad \triangleright\) Robustness value of the mapped point
            if \(\mathrm{rb}_{k}<\mathrm{rb}\) then
                \(\mathrm{rb} \leftarrow \mathrm{rb}_{k}\)
        \(\vec{\pi} \leftarrow \begin{cases}\vec{\pi}_{k} & \text { if } \mathrm{rb}<0, \text { that is, } \mathrm{rb}_{k}=\llbracket \mathcal{M}\left(\vec{\pi}_{k}\right), \varphi \rrbracket<0 \\ \text { Failure } & \text { otherwise, that is, no falsifying input found within budget } \mathrm{K}\end{cases}\)
        Return \(\vec{\pi}\)
    function \(\operatorname{MAB}\left(\right.\) Prior, \(\left.\left\langle\left(S^{i_{1}} \ldots S^{i_{k-1}}\right),\left(\mathrm{rb}_{1} \ldots \mathrm{rb}_{k-1}\right)\right\rangle\right)\)
        \(i_{k} \leftarrow \underset{z \in\{1, \ldots,|\operatorname{Prior}|\}}{\arg \max }\left(\operatorname{Rew}(z, k-1)+c \sqrt{\frac{2 \ln (k-1)}{N(z, k-1)}}\right)\)
        Return \(i_{k}\)
```


### 5.6 Experimental Evaluation

In this section, we present the experiments we performed to evaluate the effectiveness of the proposed approaches. We take the penalty-based approaches introduced in $\S 5.2$ as baselines comparison. Then, in $\S 5.6 .1$ we introduce the experiments setup, and in §5.6.2 we illustrate the experiments and evaluate the results using some research questions.

### 5.6.1 Experiment Setup

Baselines We compare the performance of the search space transformation-based approaches presented in $\S 5.3$, 5.4 and $\S 5.5$ with two penalty-based approaches-the Constraint Embedding method in §5.2.1 and the Lexicographic Method in §5.2.2.

In the lexicographic method-based approaches proposed in §5.2.2, we need to
choose a proper base number $B$ and transformation functions $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ for the global cost function. Regarding $B$, we selected 10 in our experiments because it performs the best according to [82]. As for transformation functions $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$, we need to determine $R_{\max }^{\psi}$ and $R_{\max }^{\varphi}$ in each case (see §5.2.2). We handle this problem as follows. We take a small set of samplings of the input space and compute their robustness values (both for the input constraint and the specification). Then, for the input constraints, we determine $R_{\text {max }}^{\psi}$ by multiplying the maximum value of the obtained robustness values by a reasonable factor. For the specification, we determine $R_{\max }^{\varphi}$ in a similar way.

Models, specifications and constraints We experiment our approaches over the benchmarks used in the falsification community [44]. In order to make a comprehensive and reliable comparison, we select 4 Simulink models with 20 system specifications. The hardness of these specifications depends on their parameters; in our experiments, we vary the parameters to obtain problems of different difficulties. Each specification has been experimented with different input constraints taken from [82].

The constraints for the considered models usually predicate about the inputs over time. Therefore, we allow users to specify input constraints in STL, as we stated in §5.1.1; such constraints predicate over variables $u_{1}, \ldots, u_{M}$ (one for each input). However, the constraints supported by the search space transformation-based approach are a combination of linear constraints (no temporal operators) defined over variables $\vec{u}=\left(u_{1,1}, \ldots, u_{1, M}, \ldots, u_{K, 1}, \ldots, u_{K, M}\right)$ (see Defs. 19 and $\S 5.3$ ), where, for each input $u_{i}$, there are K variables $u_{1, i}, \ldots, u_{\mathrm{K}, i}$ (one for each control point). We present how STL constraints can be translated to our supported format as follows:

Such constraints predicate over variables $u_{1}, \ldots, u_{M}$ (one for each input). However, the constraints we support in our approach are a combination of linear constraints (no temporal operators) defined over variables $\vec{u}=\left(u_{1,1}, \ldots, u_{1, M}, \ldots, u_{K, 1}, \ldots, u_{K, M}\right)$.
(a) each subformula $\square_{\left[t_{1}, t_{2}\right]}(\gamma)$ of $\psi_{S T L}$ is transformed in $\bigwedge_{k=\left\lfloor\frac{\mathrm{K}}{\mathrm{T}} t_{1}\right\rfloor}^{\left\lfloor\frac{\mathrm{K} t_{1}}{\lfloor }\right\rfloor}\left(\gamma\left[u_{1} \mapsto u_{k, 1}, \ldots\right.\right.$, $\left.\left.u_{M} \mapsto x_{k, M}\right]\right) ;$
(b) each subformula $\diamond_{\left[t_{1}, t_{2}\right]}(\gamma)$ of $\psi_{S T L}$ is transformed in $\bigvee_{k=\left\lfloor\frac{\mathrm{K}}{\mathrm{T}} t_{1}\right.}^{\left\lfloor\frac{\mathrm{K}}{T} t_{\rfloor}\right.}\left(\gamma\left[u_{1} \mapsto u_{k, 1}, \ldots\right.\right.$, $\left.\left.u_{M} \mapsto x_{k, M}\right]\right) ;$
(c) the formula obtained from the two previous substitutions is transformed in DNF.

Table 5.1: Temporal specifications $\varphi$. Here, $\mathbf{w}^{t}$ represents the $t$-shift of $\mathbf{w}$ (see Def. 8) and $\Delta_{t}(\mathbf{w})$ represents $\mathbf{w}^{t}-\mathbf{w}$

| Model | Spec. ID | Temporal specification in STL |
| :---: | :---: | :---: |
| AT | AT1 | $\square_{[0,30]}($ speed $<120)$ |
|  | AT2 | $\square_{[0,30]}($ gear $=3 \rightarrow$ speed $\geq 20)$ |
|  | AT3 | $\square_{[0,30]}($ gear $=4 \rightarrow$ speed $\geq 35)$ |
|  | AT4 | $\neg\left(\square_{[10,30]}((50<\right.$ speed $) \wedge($ speed $<60))$ ) |
|  | AT5 | $\neg\left(\square_{[10,30]}((53<\right.$ speed $) \wedge($ speed $\left.<57))\right)$ |
|  | AT6 | $\square_{[0,29]}($ speed $<100) \vee \square_{[29,30]}($ speed $>75)$ |
|  | AT7 | $\square_{[0,29]}($ speed $<100) \vee \square_{[29,30]}($ speed $>70)$ |
|  | AT8 | $\square_{[0,30]}\left(r p m<4770 \vee \square_{[0,1]}(r p m>1000)\right)$ |
|  | AT9 | $\square_{[0,30]}\left(r p m<4770 \vee \square_{[0,1]}(r p m>700)\right)$ |
|  | AT10 | $\square_{[0,30]}(\mathrm{rpm}<3000) \rightarrow \square_{[0,20]}($ speed $<65)$ |
|  | AT11 | $\square_{[0,10]}($ speed $<50) \vee \diamond_{[0,30]}(r p m>2700)$ |
|  | AT12 | $\square_{[0,10]}($ speed $<50) \vee \diamond_{[0,30]}($ rpm > 2520) |
|  | AT13 | $\square_{[0,26]}\left(\Delta_{4}(\right.$ speed $)>40 \rightarrow \Delta_{4}($ gear $\left.)>0\right)$ |
|  | AT14 | $\square_{[0,27]}\left(\Delta_{3}(\right.$ speed $)>30 \rightarrow \Delta_{3}($ gear $\left.)>0\right)$ |
| AFC | AFC1 | $\square_{[11,50]}(\mu<0.23)$ |
|  | AFC2 | $\square_{[11,50]}\left(\diamond_{[0,10]}(\|\mu\|<0.05)\right)$ |
| NN |  | $\begin{aligned} & \text { NN_req } \equiv \square_{[0,16]}(\neg \text { close_ref } \rightarrow \text { reach_ref_in_tau }) \\ & \text { close_ref } \equiv \mid \text { Pos }- \text { Ref }\left\|\leq \alpha_{1}+\alpha_{2} \cdot\right\| \text { Ref } \mid \\ & \text { reach_ref_in_tau } \equiv \diamond_{[0,2]}\left(\square_{[0,1]}(\text { close_ref })\right) \end{aligned}$ |
|  | NN1 | $N N \_$req with $\alpha_{1}=0.003, \alpha_{2}=0.04$ |
|  | NN2 | NN_req with $\alpha_{1}=0.015, \alpha_{2}=0.03$ |
| FFR | FFR1 | $\neg \diamond_{[0,5]}(x, y \in[3.9,4.1] \wedge \dot{x}, \dot{y} \in[-1,1])$ |
|  | FFR2 | $\neg \diamond_{[0,5]}(x, y \in[3.95,4.05] \wedge \dot{x}, \dot{y} \in[-0.5,0.5])$ |

The specifications are reported in Table 5.1. The input constraints are reported in Table 5.2, where each constraint is in its two forms, namely STL and format of Def. 19. As the Simulink models have been used in the experiments of chapters before, we just give a brief introduction, as below.

Automatic Transmission (AT) [98] It has two input signals, throttle (throttle) and brake (brake), and produces outputs signals such as speed, rpm, gear, etc. The model is composed of 6 sub-systems, 1 Stateflow chart, and 72 blocks in total. The throttle and brake range over $[0,100]$ and $[0,325]$ respectively, each with 5 control points. We select specifications AT1, ... AT14, concerned with system's safety, from literature [42,

Table 5.2: Input constraints $\psi$. Here, $\mathbf{w}^{t}$ represents the $t$-shift of $\mathbf{w}$ (see Def. 8) and $\Delta_{t}(\mathbf{w})$ represents $\mathbf{w}^{t}-\mathbf{w}$

| Model | Constr. ID | $\psi$ in STL and in the format of Def. 19 |
| :---: | :---: | :---: |
| AT | $\psi_{A T}^{1}$ | $\begin{aligned} & \square_{[0,30]}\left(\text { throttle }^{0} \vee \vee \text { brake }=0\right) \\ & \bigwedge_{k=1}^{K}\left(\text { throttle }_{k}=0 \vee \text { brake }_{k}=0\right) \end{aligned}$ |
|  | $\psi_{A T}^{2}$ | $\begin{aligned} & \square_{[0,30]}{\text { throttle } \leq 20 \vee \text { brake } \leq 50)}_{\bigwedge_{k=1}^{K}\left(\text { throttle }_{k} \leq 20 \vee \text { brake }_{k} \leq 50\right)} \end{aligned}$ |
|  | $\psi_{A T}^{3}$ | $\square_{[0,30]}($ throttle $\geq 3 \cdot$ brake $\vee$ brake $\geq 3 \cdot$ throttle $)$ <br> $\bigwedge_{k=1}^{K}\left(\right.$ throttle $_{k} \geq 3 \cdot$ brake $_{k} \vee$ brake $_{k} \geq 3 \cdot$ throttle $\left._{k}\right)$ |
|  | $\psi_{A T}^{4}$ | $\begin{aligned} & \square_{[0,24]}^{\square_{0,2}}\left(\text { throttle } \geq 70 \rightarrow \text { throttle }^{6} \leq 10\right) \\ & \wedge_{k=1}^{\mathrm{K-1}}\left(\text { throttle }_{k} \geq 70 \rightarrow \text { throttle }_{k+1} \leq 10\right) \end{aligned}$ |
|  | $\psi_{A T}^{5}$ | $\square_{[6,30]}($ throttle $=0 \vee$ brake $=0) \wedge \square_{[0,6]}($ brake $=0)$ <br> $\bigwedge_{k=2}^{\mathrm{K}}\left(\right.$ throttle $_{k}=0 \vee$ brake $\left._{k}=0\right) \wedge$ brake $_{1}=0$ |
| AFC | $\psi_{A F C}^{1}$ | $\begin{aligned} & \square_{[0,50]}\left(\text { Pedal_Angle }^{2} 50 \rightarrow \text { Engine_Speed } \geq 1000\right) \\ & \bigwedge_{k=1}^{K}\left(\text { Pedal_Angle }_{k} \geq 50 \rightarrow \text { Engine_Speed }_{k} \geq 1000\right) \end{aligned}$ |
|  | $\psi_{A F C}^{2}$ | $\begin{aligned} & \square_{[0,20]}\left(\Delta_{10}(\text { Pedal_Angle }) \geq 0\right) \\ & \bigwedge_{k=1}^{3}\left(\text { Pedal_Angle }{ }_{k} \leq \text { Pedal_Angle }{ }_{k+1}\right) \end{aligned}$ |
| NN | $\psi_{N N}^{1}$ | $\begin{aligned} & \square_{[0,14]}\left(\diamond_{[0,6]}(\operatorname{Ref} \geq 2.5)\right) \\ & \bigwedge_{k=1}^{2}\left(\bigvee_{j=1}^{2} \operatorname{Ref}_{k} \geq 2.5\right) \end{aligned}$ |
|  | $\psi_{N N}^{2}$ | $\begin{aligned} & \square_{[0,15]}\left(\Delta_{5}(\operatorname{Ref}) \geq 0\right) \\ & \bigwedge_{k=1}^{K}\left(\operatorname{Ref}_{k} \leq R e f_{k+1}\right) \end{aligned}$ |
| FFR | $\psi_{\text {FFR }}^{1}$ |  |

44, 89, 98]. We consider 5 input constraints, covering both equalities and inequalities.
Abstract Fuel Control (AFC) [56] It takes two input signals, Pedal_Angle (pedal angle) and Engine_Speed (engine speed), and outputs a ratio $\mu$ reflecting the deviation of air-fuel-ratio from its reference value. In our experiment, we set the range of Pedal_Angle $\in[8.8,70]$ and Engine_Speed $\in[900,1100]$, each with 5 control points. The model is composed of 20 sub-systems, and 271 blocks in total. Specifications AFC1 and AFC2 reason about the expected safety properties of the system. We specify two input constraints, one constraining the value of Engine_Speed w.r.t. the value of Pedal_Angle, and another one constraining the value of Pedal_Angle over time.

Neural Network controller (NN) It is a neural network controller for a magnet system from Mathworks. Specifications NN1 and NN2 formalize the safety requirement about the position Pos of the magnet w.r.t. its reference value Ref. The input signal Ref ranges over [1,3] with 4 control points. The model is composed of 11 sub-systems, including one neural network-based controller, and 104 blocks in total. We consider two input constraints: the first one requiring Ref to be non-decreasing, and the second one requiring Ref to be larger of 2.5 in at least one time point.

Free Floating Robot (FFR) It is a model considered as a falsification benchmark in [69] and [42]. The inputs $u_{1}, u_{2}, u_{3}, u_{4} \in[-10,10]$ are four boosters for a robot, and the goal is to steer it from $(x, y)=(0,0)$ to $(4,4)$ in a 2 -dimensional space. The model contains 32 blocks in total. We take 4 control points for input signals. The constraint we consider is a real one: $u_{1}$ and $u_{3}$ should be both positive or negative, and so should $u_{2}$ and $u_{4}$, according to [42]; otherwise, the boosters would conflict with each other.

Experiment platform In our experiments, we use Breach [22] (ver 1.2.13) with CMA-ES (the state of the art). The experiments are executed on an Amazon EC2 c4.2xlarge instance ( 2.9 GHz Intel Xeon E5-2666 v3, 15 GB RAM).

### 5.6.2 Evaluation

We performed a set of experiments using the two baseline approaches Constraint Embedding (CE) and Lexicographic Method (LM), and the three proposed approaches Fixed-Priority (Fix), All-Priorities (ALL), and MAB-Priority (MAB). Since FixedPriority requires to select a given priority, for each benchmark we randomly selected two priorities $S^{1}$ and $S^{2}$ : we name the two settings as $\mathrm{Fix}_{S^{1}}$ and $\mathrm{Fix}_{S^{2}}$.

In our context, an experiment consists in the execution of an approach $A$ (CE, LM, $\mathrm{Fix}_{S^{1}}, \mathrm{Fix}_{S^{2}}$, ALL, or MAB) over a specification $\varphi$ for 30 trials, with different random seeds; each single trial has been executed with a time budget K of 900 secs. For each experiment, we define the success rate SR as the number of trials in which a falsifying input was found, and measure the average execution time of the successful trials. Note that time is correlated with the number of simulations, because simulation is much more computationally expensive than other steps, e.g., proportional transformation.

In the following, we compare two approaches $A_{1}, A_{2} \in\left\{\right.$ CE, LM, Fix $\mathcal{S}_{S^{1}}, \mathrm{Fix}_{S^{2}}$,

ALL, MAB $\}$ by comparing SR using the non-parametric Wilcoxon signed-rank test with $5 \%$ level of significance [100]. The null hypothesis is that there is no statistical significant difference in applying $A_{1}$ or $A_{2}$ in terms of SR; if the null hypothesis is rejected, we check the alternative hypothesis that $A_{1}$ is better than $A_{2}$ (higher SR).

Experimental results are reported in Table 5.3. The gray cells are local best performers: they have the best SR with minimum time. Table 5.4 reports the results of the Wilcoxon signed-rank test between each pair of techniques in terms of SR.

We now analyze the results using three research questions.

## RQ1 Do the proposed approaches outperform the two baseline approaches?

In this RQ, we want to assess whether we improve w.r.t. the state of the art. From Table 5.3, we observe that sometimes the two baseline approaches CE and LM are not able to find any feasible falsifying input over the 30 trials: for example, AT7 for almost all the constraints, and AT8 and AT9 for $\psi_{A T}^{4}$. Our proposed approaches, instead, are almost always successful in at least one trial. Exceptions are Fix S $_{S^{1}}$ with AT6, Fix S $_{S^{2}}$ with AT7, and ALL with AT5, all under constraint $\psi_{A T}^{1}$.

Also when the two baseline approaches do find at least a falsifying input, our approaches in general perform better.

The statistical tests in Table 5.4 confirm the previous qualitative evaluation: all our approaches are statistically better than the two baseline approaches.

Note that both the baseline approaches and our proposed approaches modify the fitness landscape. However, in the baseline approaches, the fitness landscape is given by the composition of the degree of violation of the constraints and of the robustness; in this way, the falsification task performed by hill-climbing is complicated. Moreover, note that the scales (i.e., orders of magnitude) of constraint violation and robustness may be very different, and this has been shown to affect the effectiveness of falsification algorithms [89]. In our approach, instead, hill-climbing operates over a fitness landscape that, although deformed, it is only given by robustness.

We notice that in many cases the proposed approaches improve the baselines in time. This is reasonable: since the baselines make objective functions much more complex, they need more simulations (thus time) to find the falsifying input. Note that all infeasible samplings require simulation, so wasting time for falsification.

We want now to assess the effect of the proportional transformation on the

Table 5.3: Experimental results (SR: the number of successes out of 30 trials. \#sim: the number of simulations. Time in secs.)
(a) Automatic Transmission

|  |  | AT1 |  |  | AT2 |  |  | AT3 |  |  | AT4 |  |  | AT5 |  |  | AT6 |  |  | AT7 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | SR | \#sim | time | SR | \#sim | time | SR | \#sim | time | SR | \#sim | time | SR | \#sim | time | SR | \#sim | time | SR | \#sim | time |
| $\psi_{A T}^{1}$ | CE | 22 | 334 | 130.1 | 6 | 320 | 121.0 | 1 | 186 | 66.1 | 25 | 318 | 120.1 | 26 | 741 | 286.6 | 7 | 1094 | 481.6 | 0 | - | - |
|  | LM | 9 | 477 | 194.2 | 0 |  |  | 0 | - | - | 15 | 291 | 116.0 | 9 | 860 | 348.5 | 1 | 399 | 154.1 | 0 | - | - |
|  | $\mathrm{Fix}_{S^{1}}$ | 28 | 111 | 37.3 | 27 | 71 | 23.6 | 17 | 84 | 28.0 | 9 | 246 | 94.7 | 7 | 1014 | 418.9 | 0 | - | - | 2 | 315 | 127.0 |
|  | Fix ${ }_{\text {S }}{ }^{2}$ | 24 | 216 | 78.1 | 26 | 106 | 36.2 | 13 | 87 | 29.1 | 19 | 238 | 84.2 | 9 | 834 | 331.0 | 1 | 193 | 85.4 | 0 | - | - |
|  | ALL | 30 | 382 | 124.0 | 30 | 145 | 47.0 | 29 | 269 | 88.2 | 28 | 464 | 161.4 | 0 |  |  | 29 | 988 | 343.5 | 19 | 1143 | 428.0 |
|  | MAB | 30 | 744 | 251.3 | 30 | 57 | 28.1 | 30 | 127 | 49.5 | 30 | 473 | 164.6 | 16 | 2000 | 741.5 | 28 | 1603 | 604.6 | 14 | 1849 | 726.9 |
| $\psi_{A T}^{2}$ | CE | 28 | 216 | 75.6 | 13 | 90 | 31.4 | 3 | 78 | 27.5 | 30 | 228 | 82.3 | 29 | 527 | 193.9 | 10 | ${ }^{620}$ | 263.9 | 0 |  | - |
|  | LM | 20 | 402 | 157.2 | 9 | 95 | 35.0 |  | 93 | 35.4 | 28 | 224 | 86.8 | 29 | 454 | 166.7 | 4 | 629 | 272.9 | 0 | - | - |
|  | $\mathrm{Fix}_{S^{1}}$ | 29 | 93 | 32.3 | 18 | 109 | 38.6 | 21 | 97 | 33.9 | 20 | 176 | 66.5 | 16 | 917 | 390.9 | 7 | 563 | 232.0 | 8 | 463 | 200.1 |
|  | Fix ${ }_{\text {S }}{ }^{2}$ | 30 | 137 | 46.1 | 22 | 76 | 26.0 | 13 | 100 | 33.9 | 23 | 261 | 93.5 | 24 | 689 | 269.3 | 4 | 191 | 83.9 | 4 | 747 | 290.9 |
|  | ALL | 30 | 410 | 132.1 | 30 | 359 | 117.8 | 28 | 308 | 101.3 | 24 | 755 | 273.0 | 0 | - |  | 27 | 885 | 306.3 | 21 | 1368 | 500.5 |
|  | MAB | 30 | 480 | 160.5 | 30 | 119 | 47.0 | 30 | 228 | 82.0 | 30 | 497 | 172.1 | 14 | 2067 | 781.6 | 28 | 1578 | 601.9 | 27 | 1787 | 681.7 |
| $\psi_{A T}^{3}$ | CE | 10 | 211 | 82.8 | 23 | 179 | 64.9 | 11 | 168 | 61.7 | 18 | 372 | 140.7 | 15 | 778 | 310.9 | 0 | - |  | 0 |  |  |
|  | LM |  | 439 | 177.4 | 26 | 131 | 48.3 | 11 | 167 | 64.5 | 26 | 397 | 155.2 | 24 | 741 | 292.1 | 5 | 530 | 241.4 | 6 | 874 | 366.7 |
|  | $\mathrm{Fix}_{S^{1}}$ | 30 | 110 | 37.2 | 20 | 79 | 27.3 | 16 | 78 | 26.8 | 29 | 219 | 78.6 | 23 | 852 | 337.8 | 16 | 489 | 193.6 | 13 | 748 | 303.6 |
|  | Fix ${ }_{\text {S }}{ }^{2}$ | 29 | 127 | 43.1 | 22 | 93 | 32.2 | 13 | 100 | 33.9 | 27 | 215 | 74.3 | 28 | 675 | 257.5 | 9 | 537 | 213.6 | 4 | 675 | 283.0 |
|  | ALL | 30 | 540 | 177.0 | 27 | 390 | 132.2 | 25 | 706 | 240.9 | 30 | 431 | 149.2 | 2 | 1432 | 676.4 | 12 | 1309 | 486.6 | 3 | 1865 | 699.1 |
|  | MAB | 30 | 736 | 249.3 | 30 | 114 | 45.3 | 30 | 246 | 88.0 | 30 | 347 | 122.3 | 16 | 2087 | 767.3 | 24 | 1710 | 634.2 | 15 | 1830 | 708.0 |
| $\psi_{A T}^{4}$ | CE | 17 | 1105 | 460.7 | 23 | 89 | 31.4 | 14 | 70 | 24.2 | 30 | 114 | 40.2 | 29 | 448 | 162.8 |  | 1433 | 571.5 | 4 | 1170 | 487.7 |
|  | LM | 14 | 1154 | 480.5 | 21 | 112 | 41.9 | 14 | 87 | 31.9 | 30 | 120 | 44.3 | 30 | 478 | 181.3 | 1 | 1055 | 469.6 | 1 | 1563 | 610.5 |
|  | $\mathrm{Fix}_{S^{1}}$ | 14 | 543 | 208.0 | 18 | 92 | 30.8 | 10 | 127 | 43.1 | 28 | 108 | 36.0 | 26 | 504 | 180.8 | 5 | 228 | 89.3 | 4 | 411 | 165.9 |
|  | $\mathrm{Fix}_{S^{2}}$ | 21 | 376 | 141.9 | 21 | 89 | 29.7 | 19 | 78 | 25.8 | 30 | 115 | 38.4 | 28 | 414 | 149.1 | 21 | 187 | 65.8 | 17 | 206 | 77.4 |
|  | ALL | 30 | 795 | 273.7 | 21 | 263 | 92.3 | 16 | 181 | 63.6 | 30 | 191 | 64.2 | 27 | 1104 | 402.3 | 22 | 828 | 294.9 | 21 | 1437 | 401.2 |
|  | MAB | 27 | 583 | 203.5 | 30 | 160 | 61.8 | 29 | 258 | 95.4 | 29 | 164 | 62.7 | 29 | 634 | 214.1 | 13 | 636 | 242.4 | 16 | 592 | 199.7 |
| $\psi_{A T}^{5}$ | CE | 14 | 272 | 106.1 | 12 | 167 | 61.0 | 4 | 437 | 165.4 | 23 | 632 | 258.2 | 14 | 919 | 376.7 | 9 | 1093 | 490.2 | 0 | - | - |
|  | LM | 12 | 706 | 276.6 | 0 |  |  | - |  |  | 28 | 538 | 217.1 | 15 | 947 | 402.3 | 0 | - |  | 0 | - | - |
|  | $\mathrm{Fix}_{S^{1}}$ | 30 | 90 | 30.2 | 28 | 66 | 23.0 | 20 | 63 | 21.5 | 30 | 131 | 45.6 | 28 | 973 | 383.0 | 13 | 526 | 218.2 | 4 | 1186 | 463.6 |
|  | $\mathrm{Fix}_{5}{ }^{2}$ | 25 | 88 | 30.2 | 27 | 57 | 19.1 | 28 | 69 | 23.1 | 30 | 187 | 63.4 | 21 | 804 | 326.2 | 26 | 151 | 52.0 | 28 | 313 | 111.8 |
|  | ALL | 30 | 435 | 140.6 | 23 | 189 | 80.3 | 30 | 321 | 106.2 | 26 | 318 | 110.5 | 6 | 1565 | 646.0 | 30 | 966 | 330.7 | 23 | 1225 | 441.1 |
|  | MAB | 30 | 503 | 168.8 | 30 | 69 | 30.5 | 30 | 80 | 35.3 | 30 | 260 | 93.4 | 28 | 1351 | 497.0 | 26 | 745 | 271.8 | 21 | 1122 | 414.8 |
|  |  | AT8 |  |  | AT9 |  |  | AT10 |  |  | AT11 |  |  | AT12 |  |  | AT13 |  |  | AT14 |  |  |
|  |  | SR | \#sim | time | SR | \#sim | time | SR | \#sim | time | SR | \#sim | time | SR | \#sim | time | SR | \#sim | time | SR | \#sim | time |
| $\psi_{A T}^{1}$ | CE | 5 | 865 | 371.2 | 4 | 1631 | 655.1 | 18 | 541 | 215.8 | 7 | 679 | 291.2 | 9 | 559 | 229.3 | 6 | 325 | 118.5 | 16 | 281 | 101.5 |
|  | LM | 3 | 201 | 77.5 | 9 | 439 | 170.3 | , | 747 | 310.1 | 2 | 1688 | 705.2 | 2 | 1519 | 617.6 | 9 | 236 | 88.2 | 8 | 289 | 109.2 |
|  | $\mathrm{Fix}_{\mathrm{S}^{1}}$ | 22 | 208 | 74.7 | 20 | 226 | 87.1 | 29 | 172 | 61.7 | 26 | 265 | 96.6 | 19 | 423 | 161.3 | 25 | 157 | 55.8 | 30 | 70 | 23.1 |
|  | $\mathrm{Fix}_{S^{2}}$ | 22 | 198 | 70.6 | 17 | 342 | 132.2 | 28 | 332 | 121.2 | 19 | 245 | 86.7 | 14 | 316 | 120.9 | 22 | 246 | 88.2 | 27 | 74 | 25.3 |
|  | ALL | 27 | 553 | 184.6 | 22 | 658 | 232.4 | 30 | 454 | 150.3 | 28 | 629 | 224.5 | 14 | 1176 | 483.2 | 28 | 995 | 351.8 | 30 | 281 | 95.0 |
|  | MAB | 30 | 493 | 177.4 | 30 | 997 | 355.0 | 30 | 271 | 96.5 | 30 | 368 | 126.9 | 26 | 1536 | 570.3 | 30 | 1085 | 398.6 | 30 | 207 | 75.3 |
| $\psi_{A T}^{2}$ | CE | 13 | 715 | 289.9 | 9 | 909 | 359.6 | 27 | 513 | 203.4 | 25 | 577 | 229.4 | 20 | 878 | 352.2 | 10 | 234 | 84.2 | 17 | 115 | 39.7 |
|  | LM | 8 | 208 | 86.8 | 13 | 255 | 96.1 | 25 | 566 | 231.0 | 22 | 601 | 250.0 | 23 | 575 | 227.5 | 9 | 215 | 76.3 | 16 | 165 | 60.5 |
|  | $\mathrm{Fix}_{\mathrm{S}^{1}}$ | 25 | 87 | 30.7 | 19 | 111 | 40.6 | 29 | 116 | 40.3 | 26 | 159 | 57.3 | 22 | 380 | 146.7 | 27 | 142 | 50.4 | 30 | 72 | 25.0 |
|  | $\mathrm{Fix}_{52}$ | 24 | 100 | 33.7 | 22 | 112 | 38.6 | 27 | 162 | 56.1 | 23 | 192 | 69.7 | 19 | 350 | 132.8 | 26 | 130 | 45.4 | 30 | 87 | 29.9 |
|  | ALL | 29 | 470 | 157.6 | 24 | 564 | 197.5 | 30 | 444 | 146.7 | 28 | 666 | 237.0 | - | 1097 | 420.9 | 27 | 704 | 244.0 | 30 | 400 | 133.5 |
|  | MAB | 30 | 511 | 180.8 | 30 | 704 | 248.1 | 30 | 220 | 80.5 | 30 | 376 | 133.0 | 30 | 1608 | 598.3 | 30 | 942 | 340.3 | 30 | 228 | 84.0 |
| $\psi_{A T}^{3}$ | CE | 1 | 507 | 216.9 | 0 | - | - | 22 | 470 | 184.2 | 19 | 719 | 293.5 | 1 | 574 | 215.1 | 5 | 365 | 133.9 | 12 | 226 | 81.3 |
|  | LM | 1 | 124 | 56.1 | 4 | 658 | 275.7 | 23 | 451 | 182.4 | 27 | 760 | 295.9 | 1 | 1883 | 831.8 | 11 | 412 | 153.0 | 14 | 238 | 85.1 |
|  | $\mathrm{Fix}_{51}$ | 20 | 117 | 41.1 | 22 | 140 | 49.8 | 29 | 212 | 75.2 | 27 | 522 | 196.4 | 11 | 538 | 213.5 | 19 | 178 | 62.5 | 26 | 91 | 31.2 |
|  | $\mathrm{Fix}_{5}{ }^{2}$ | 19 | 138 | 48.2 | 14 | 150 | 52.9 | 28 | 275 | 98.1 | 26 | 491 | 182.6 | 6 | 394 | 161.0 | 18 | 177 | 63.7 | 28 | 98 | 34.0 |
|  | ALL | 24 | 502 | 174.8 | 15 | 672 | 253.4 | 30 | 623 | 209.8 | 18 | 873 | 331.0 | 1 | 565 | 261.2 | 21 | 778 | 285.5 | 28 | 377 | 125.8 |
|  | MAB | 30 | 866 | 315.7 | 30 | 851 | 299.0 | 30 | 394 | 139.9 | 29 | 851 | 296.4 |  | 1991 | 742.8 | 30 | 762 | 273.9 | 30 | 255 | 92.0 |
| $\psi_{A T}^{4}$ | CE | 0 | - | - | 0 | - | - | 30 | 106 | 36.7 | 29 | 216 | 77.0 | 28 | 717 | 274.3 | 2 | 361 | 127.9 | 5 | 223 | 78.5 |
|  | LM | 0 | 5 | - | 0 | - | - | 30 | 132 | 48.5 | 28 | 148 | 76.7 | 26 | 758 | 297.2 | 7 | 482 | 179.9 | 3 | 150 | 53.7 |
|  | $\mathrm{Fix}_{51}$ | 14 | 155 | 52.8 | 15 | 156 | 53.8 | 30 | 97 | 31.5 | 30 | 198 | 67.4 | 25 | 814 | 311.8 | 1 | 97 | 32.3 | 21 | 73 | 24.3 |
|  | $\mathrm{Fix}_{S^{2}}$ | 20 | 187 | 66.2 | 12 | 130 | 46.9 | 30 | 126 | 41.7 | 29 | 172 | 57.8 | 29 | 553 | 205.7 | 11 | 195 | 67.8 | 17 | 66 | 22.1 |
|  | ALL | 13 | 379 | 146.1 | 10 | 572 | 172.5 | 30 | 180 | 61.0 | 30 | 288 | 97.9 | 19 | 1180 | 382.3 | 10 | 759 | 183.0 | 24 | 462 | 72.5 |
|  | MAB | 22 | 441 | 164.7 | 24 | 514 | 181.5 | 30 | 174 | 67.4 | 30 | 255 | 94.7 | 28 | 862 | 305.2 | 18 | 352 | 131.1 | 26 | 155 | 56.3 |
| $\psi_{A T}^{5}$ | CE | 11 | 1209 | 514.2 | 7 | 1050 | 427.0 | 26 | 423 | 165.8 | 14 | 530 | 222.9 | 14 | 617 | 243.3 | 5 | 401 | 149.0 | 5 | 343 | 124.8 |
|  | LM | 5 | 413 | 173.1 | 4 | 405 | 164.6 | 20 | 472 | 199.8 | 16 | 587 | 253.7 | 4 | 873 | 376.0 | 6 | 454 | 169.6 | 8 | 317 | 116.1 |
|  | $\mathrm{Fix}_{51}$ | 23 | 89 | 30.5 | 18 | 131 | 45.4 | 30 | 116 | 39.9 | 30 | 100 | 34.0 | 30 | 251 | 88.8 | 7 | 119 | 41.7 | 16 | 95 | 32.8 |
|  | $\mathrm{Fix}_{S^{2}}$ | 15 | 91 | 30.5 | 13 | 130 | 44.4 | 30 | 177 | 61.1 | 18 | 248 | 92.4 | 13 | 400 | 154.4 | 13 | 86 | 30.1 | 22 | 93 | 32.2 |
|  | ALL | 21 | 495 | 169.3 | 14 | 455 | 168.6 | 30 | 346 | 114.5 | 26 | 826 | 300.2 | 5 | 953 | 388.0 | 25 | 694 | 237.2 | 29 | 511 | 171.7 |
|  | MAB | 30 | 571 | 206.9 | 30 | 687 | 242.1 | 30 | 228 | 82.8 | 30 | 291 | 104.4 | 28 | 1045 | 376.7 | 28 | 605 | 217.8 | 30 | 302 | 108.2 |

(b) Abstract Fuel Control

(c) Neural Network controller

|  |  | NN1 |  |  | NN2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | SR | \#sim | time | SR | \#sim | time |
| $\psi_{N N}^{1}$ | CE | 23 | 591 | 271.6 | 18 | 723 | 291.2 |
|  | LM | 28 | 407 | 172.0 | 20 | 617 | 202.7 |
|  | $\mathrm{Fix}_{S^{1}}$ | 30 | 303 | 121.7 | 26 | 461 | 192.3 |
|  | Fix ${ }^{\text {c }}$ | 26 | 301 | 118.2 | 24 | 583 | 239.7 |
|  | ALL | 28 | 549 | 211.4 | 20 | 556 | 226.9 |
|  | MAB | 30 | 501 | 197.4 | 30 | 737 | 283.8 |
| $\psi_{N N}^{2}$ | CE | 25 | 507 | 217.0 | 16 | 826 | 361.0 |
|  | LM | 20 | 478 | 285.1 | 12 | 790 | 354.9 |
|  | $\mathrm{Fix}_{S^{1}}$ | 26 | 379 | 152.6 | 22 | 459 | 192.5 |
|  | $\mathrm{Fix}_{S^{2}}$ | 19 | 403 | 167.4 | 16 | 463 | 195.0 |
|  | ALL | 27 | 543 | 218.9 | 18 | 716 | 333.1 |
|  | MAB | 27 | 542 | 204.2 | 24 | 763 | 297.5 |

(d) Free Floating Robot


Table 5．4：Wilcoxon signed－rank test between two considered approaches $A_{1}$ and $A_{2}$ ． Legend：（ $n h=$ null hypothesis that there is no difference between $A_{1}$ and $A_{2}$ ）
$\checkmark: n h$ is rejected；$A_{1}$ is better than $A_{2}$ by the alternative hypothesis（ $a h$ ）．
$\equiv: n h$ is not rejected．
$\boldsymbol{X}: n h$ is rejected；$A_{2}$ is better than $A_{1}$ by the alternative hypothesis（ $a h$ ）．

| $A_{1}$ |  | $A_{2}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CE | LM | $\mathrm{Fix}_{S^{1}}$ | $\mathrm{Fix}_{S^{2}}$ | ALL | MAB |
|  | CE | － | 三 | $x$ | $x$ | $x$ | $x$ |
|  | LM | 三 | － | $x$ | $x$ | $x$ | $x$ |
|  | $\mathrm{Fix}_{S^{1}}$ | $\checkmark$ | $\checkmark$ | － | 三 | 三 | $x$ |
|  | $\mathrm{Fix}_{S^{2}}$ | $\checkmark$ | $\checkmark$ | 三 | － | $x$ | $x$ |
|  | ALL | $\checkmark$ | $\checkmark$ | 三 | $\checkmark$ | － | $x$ |
|  | MAB | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | － |

execution time．For each experiment，we have computed the average simulation time （time／\＃sim）for all the techniques（not reported for the sake of space）；note that，for the proposed approaches，such value also includes the time required by the transformation． We observed that there is no significant difference between the approaches，meaning that the computational cost of the transformation is negligible．

RQ2 How do the three proposed approaches compare each other in terms of SR？
We are here interested in assessing which is the best approach（among the three proposed ones）in terms of SR（in the given time budget）．From Table 5．3，we notice （as already observed in RQ1）that in very few cases the Fix approach may be not effective：this shows that，in some cases，choosing the wrong priority can affect the performance；a more detailed analysis will be given in RQ3．In one case，we observe that also the ALL method is not effective：although this is an exception considering all the other results of ALL，it is a signal that such exhaustive approach may be ineffective， in particular when there are many priorities to consider．

Observing the statistical tests in Table 5．4，we can draw more definitive conclusions． Selecting one particular priority（Fix）does not make any difference：Fix S $_{S^{1}}$ and $\mathrm{Fix}_{S^{2}}$ are statistically equivalent．Considering all the priorities（ALL）is sometimes better than considering only one（ALL is better than $\mathrm{Fix}_{S^{2}}$ ），but sometimes it is equivalent（ALL is equivalent to $\mathrm{Fix}_{\mathcal{S}^{1}}$ ）．This means that none of the two techniques， Fix and ALL，overcomes the other，because they highly depend on the considered


Figure 5.5: Influence of selected priority $S$ in the Fixed-Priority. $\left(\psi_{A T}^{1}\right.$ is used for AT specifications, $\psi_{A F C}^{1}$ for AFC specifications, and $\psi_{N N}^{1}$ for the NN specification, and $\psi_{F F R}^{1}$ for the FFR specification.)
specification and constraint. On the other hand, we observe that the MAB approach outperforms all the other proposed approaches: this shows that the Multi-Armed Bandit efficiently learns the priority that must be used because it provides the lower robustness.

RQ3 How does the selection of priority S in the Fixed-Priority approach affect SR?
As observed in RQ2, the priority chosen by the Fixed-Priority approach can influence the falsification ability. In this RQ, we want to assess such influence. We selected 8 specifications among those used previously and, for each of these, we also selected one constraint. For each specification, we run the Fixed-Priority approach using all the non-equivalent priorities in set Prior (see §5.5.2). For each fixed priority, the falsification is run 30 times. Fig. 5.5 shows how the success rate SR changes by varying priorities. We observe that, for some specifications (AT1, AFC1, NN2, FFR2), the variability is low, meaning that the influence of the selected priority is small. Some of these specifications are simple, such as AT1 and NN2, as we note that SR is high. AFC1 and FFR2 are not simple but they still exhibit small variance. For example in FFR2, this is because the four different inputs (i.e., the four robot boosters) play similar
roles in the system, and thus the priority over them does not matter.
On the other hand, for some specifications (e.g., AT3, AT4, AT7 and AT12), the variance is very high, going from SR of (almost) 0 to (almost) 30. This means that, in these cases, some priorities perform much better than others, because they tend to map points towards parts of the input space having low (possibly negative) robustness. In these specifications, the MAB-Priority approach is effective (see RQ2 and Table 5.3): in AT3, AT4 and AT12 with $\psi_{A T}^{1}$, MAB-Priority approaches achieve the highest success rate; in AT7 with $\psi_{A T}^{1}$, it performs better than most of other approaches.

We also mark the performance of CE and LM methods in Fig. 5.5. We observe that, in almost all the cases, these two baseline methods do not perform as well as the median performance of the Fixed-Priority method; and in many cases, they perform even worse than the worst cases of the Fixed-Priority method. This observation strengthens our conclusion in RQ1 that the proposed approach performs generally better than the baseline approaches.

## 6

## Conclusions

In this work, a general hierarchical optimization framework that can be instantiated for multiple purposes is presented. The framework consists of two layers: a top layer that selects a subset of the whole problem as the next step to proceed, and a bottom layer that performs numerical optimization and returns feedback to the top layer. The decision made by the top layer is dependent on the information provided by the bottom layer; the numerical optimization performed by the bottom layer is bounded by the conditions suggested by the top layer. In this way, the two layers collaborate with each other and work together to solve the given problem.

The framework is instantiated to three techniques, and each of them solves one specific problem that exists in the falsification workflow. Concretely, they are:

- A Monte Carlo Tree Search (MCTS)-based technique for balancing exploration and exploitation during search. Hill-climbing optimization used in the existing falsification technique is a greedy search strategy, and thus can easily fall into the local optimum. In our method, we discretize the search space and structure the sub-spaces as a search tree, and then we perform search in a hierarchical
manner: on the top layer, MCTS decides the sub-spaces (identified by branches) that should be further looked into based on the rewards computed by the bottom layer; on the bottom layer, hill-climbing optimization is run in a local space suggested by the top layer to give feedback or find a concrete solution. These two layers work closely together to improve the effectiveness and efficiency of the search.
- Application of Multi-Armed Bandit (MAB) model to handling safety properties with Boolean connectives. The existing definition of STL robust semantics for Boolean connectives superposes the robustness values from different signals. As signals may have different scales, the global robustness will be biased, and this can affect the falsification performance. We propose a novel technique that treats different sub-formulas as different bandit machines, and applies the MAB algorithms (UCB1 and $\varepsilon$-Greedy) to govern the hill-climbing processes running on different machines. We then define hill-climbing gain rewards to embody the running status of each machine. It forms such a framework: the MAB algorithms on the top layer select one of the machines according to the rewards of them; the selected machine on the bottom layer runs hill-climbing optimization and returns the running status information for computing rewards. These two layers work together to handle the problem of falsifying safety properties with Boolean connectives.
- Handling input constraints via search space transformation enhanced by MultiArmed Bandit (MAB) model. The existing falsification framework ignores logical constraints on input signals, and thus produces falsifying inputs that are meaningless. We propose a search space transformation approach, in which the search is allowed to sample in an unconstrained search space, guided by fitness coming from the constrained input space. This is implemented by a surjection that maps points from the unconstrained space to the constrained space. Once a negative fitness is observed, we return the point in the constrained space (as the counterexample for falsification), so that its satisfaction to the input constraints is guaranteed. The performance of this approach is subject to a hyperparameter, namely, a total order over the dimensions of the search space. In order to achieve the best performance, we introduce the MAB model in this


Figure 6.1: A potential framework integrating all the technique
context again, and construct the hierarchical framework: the MAB algorithm on the top layer selects the best order and sends it to the bottom layer; the search space transformation-based optimization on the bottom layer runs following that order and gives feedback to the top layer. Again, they solve the problem through collaboration.

These techniques exemplify the strength of the hierarchical optimization framework. Together, they enhanced the existing falsification framework, and pushed the falsification technique one big step forward to the practical use. In the next section, we discuss on the potential of integrating these different techniques into a single tool, and compare it with the existing state of the art.

### 6.1 Discussion: Integration of the Techniques

As the proposed techniques work in different phases of the falsification workflow (Fig. 1.6), it is possible to integrate all of them into a single framework, which is depicted in Fig. 6.1. In the presence of input constraints, the framework starts with a sample and maps it to an input signal that satisfies the constraint via search space transformation; then the calculation of robustness of the output signal will be tailored if the specification contains Boolean connectives-it selects one sub-formula rather
than the whole formula at each loop according to the MAB algorithm; lastly, the optimizer is replaced by the combination of hill-climbing optimization and MCTS to enhance the search ability.

The framework shown in Fig. 6.1 improves the classic falsification framework in the following aspects: firstly, it strengthens the effectiveness so that the new framework is not vulnerable to problems such as local optima or scale problem; secondly, it provides new functionalities such as support for input constraints.

Moreover, the framework in Fig. 6.1 also benefits the practitioners in the sense that they do not have to strive to select one specific technique for their applicationsthey can directly apply this framework in any case without additional cost. If their application has no input constraint to deal with, then the sample and the input signal in Fig. 6.1 just correspond; even if it is unknown in advance whether their application suffers from the scale problem, applying the MAB technique for Boolean connectives will not lead to a worse performance as shown in Chapter 4; if the search is so simple that hill climbing suffices, using our MCTS-based technique will introduce a little overhead for search space exploration but that is acceptable. Therefore, our work offers practitioners a more powerful falsification tool than the state of the art.

### 6.2 Future works

An ongoing work now is to investigate how much confidence can be given by the falsification technique. Especially, in the case that no falsifying input has been found by falsification, how likely it is that no such input exists in the search space. As the search space we consider here is a continuous domain, in general this problem is undecidable. However, some clues are still given by the sampling. For example, if the sampling is biased to exploitation and thus only searches in a local area, then it is not known if the unexplored areas contain the falsifying input. In such a case, the confidence level on non-existence of falsifying inputs should be rather low, even if the algorithm does not manage to find one.

As mid-term future works, related topics about debugging hybrid systems and automatic fault repair will be investigated. Falsification technique in nature is a testing-based approach for the aim of knowing the existence of unexpected behaviors. In the case there exist such behaviors, it is important to conduct fault localization
to find the root cause. One instance of the problem is that if the specification is a complicated one, it is required to firstly address the sub-formula that is violated. A more important problem is to find the system components that cause the unexpected behavior. The aim of fault localization is to repair it, and it is preferable if it can be done automatically. This is a direction of great significance, but it has not been explored much yet.

The long-term future work is to extend the philosophy of the hierarchical framework to other contexts. One possibility is to develop new techniques that instantiate the framework. For example, in a setting of white-box information of a Simulink model aware, we can consider combining symbolic execution and numerical analysis in a hierarchical manner for falsification: on the top layer, we perform symbolic execution to obtain the constraints under which an execution path can be visited; on the bottom layer, we run constrained optimization to assess the quality of the corresponding path. We can use techniques such as UCB1 to balance the exploration to different execution paths and the exploitation to some specific paths. Our goal is to find the path where falsifying inputs exist effectively and efficiently.

It is also possible to extend the hierarchical optimization framework to totally different domains. Nowadays, as the scales of many problems are much larger than ever before, techniques based on artificial intelligence or optimization are more and more widely applied. For instance, in deep learning, a critical problem is to tune a large set of parameters using optimization. In general, decomposing the problems and hierarchizing the methodologies can be a generic strategy. Therefore, we believe that our hierarchical framework can also make a success in other contexts.
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## A

## Omitted Details

```
A. }1\mathrm{ MATLAB Source Code for the Usage Scenario
%Initialize the execution environment of Breach.
InitBreach;
%Specify the model name, and interface with Breach
mdl = 'Autotrans_shift';
Br = BreachSimulinkSystem(mdl);
%Specify the type of Signal. Here, piecewise constant signal.
input_gen.type = 'UniStep';
input_gen.cp = 5;
Br.SetInputGen(input_gen);
%Specify the ranges of the signals
```

```
for cpi = 0:input_gen.cp-1
throttle_sig = strcat('throttle_u', num2str(cpi));
brake_sig = strcat('brake_u', num2str(cpi));
Br.SetParamRanges({throttle_sig},[0 100]);
Br.SetParamRanges({brake_sig},[00 325]);
end
%System specification in Signal Temporal Logic (STL)
phi_str = 'alw_[0,30]((gear[t] == 4) => (speed[t] > 35))'
phi = STL_Formula('phi', phi_str);
%Interface the problem
falsif_pb = FalsificationProblem(Br, phi);
%Budget in terms of timeout or the number of simulations
falsif_pb.max_time = 100;
%falsif_pb.max_obj_eval = 100;
%Select an optimization solver
solver_input = 'cmaes';
falsif_pb.setup_solver(solver_input);
%Executing falsification process
falsif_pb.solve();
%Plot input and output signals
%falsif_pb.BrSys.PlotSignals();
%Plot specification satisfaction
%falsif_pb.BrSys.PlotRobustSat(phi, 2)
```


## A. 2 Raw Experimental Results for Table 4.2

Table A.1: Raw experimental results - Bbench (SR: \# successes out 30 trials. Time in secs. $\Delta$ : percentage difference w.r.t. Breach)

| Spec | Breach |  | MAB- $\epsilon$-greedy |  |  |  | MAB-UCB |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SR | time | SR | time | $\Delta \mathrm{SR}$ | $\Delta$ time | SR | time | $\Delta \mathrm{SR}$ | $\Delta$ time |
| AT1 ${ }_{1}$ | 25 | 125 | 29 | 77.4 | 14.8 | -47 | 29 | 75 | 14.8 | -50 |
| $\mathrm{AT1}_{2}$ | 22 | 187.5 | 30 | 62.7 | 30.8 | -99.7 | 30 | 45.1 | 30.8 | -122.4 |
| $\mathrm{AT1}_{3}$ | 19 | 239.5 | 30 | 91.5 | 44.9 | -89.4 | 29 | 62.5 | 41.7 | -117.2 |
| $\mathrm{AT1}_{4}$ | 21 | 202.2 | 30 | 87.1 | 35.3 | -79.5 | 30 | 57.4 | 35.3 | -111.6 |
| $\mathrm{AT1}_{5}$ | 14 | 361.2 | 24 | 213.4 | 52.6 | -51.4 | 28 | 146.8 | 66.7 | -84.4 |
| AT2 $_{1}$ | 30 | 14 | 30 | 11.9 | 0 | -16.2 | 30 | 17.7 | 0 | 23.3 |
| $\mathrm{AT2}_{2}$ | 26 | 96.2 | 30 | 37.8 | 14.3 | -87.1 | 30 | 19 | 14.3 | -134 |
| $\mathrm{AT}_{2}$ | 20 | 216.3 | 30 | 41.1 | 40 | -136.1 | 30 | 23 | 40 | -161.5 |
| $\mathrm{AT}_{2}$ | 14 | 331.9 | 30 | 55.2 | 72.7 | -143 | 30 | 31.9 | 72.7 | -164.9 |
| $\mathrm{AT}_{2}$ | 11 | 390.6 | 30 | 126.3 | 92.7 | -102.3 | 27 | 92.5 | 84.2 | -123.4 |
| $\mathrm{AT3}_{1}$ | 29 | 21.9 | 30 | 7 | 3.4 | -103.6 | 30 | 3.6 | 3.4 | -143.6 |
| $\mathrm{AT3}_{2}$ | 30 | 2.3 | 30 | 2.5 | 0 | 7.1 | 30 | 2.5 | 0 | 8.3 |
| $\mathrm{AT3}_{3}$ | 29 | 22.2 | 30 | 2.6 | 3.4 | -158.4 | 30 | 3.4 | 3.4 | -146.9 |
| $\mathrm{AT3}_{4}$ | 30 | 3 | 30 | 2.8 | 0 | -5.8 | 30 | 2.9 | 0 | -3.4 |
| $\mathrm{AT3}_{5}$ | 29 | 21.7 | 30 | 2.8 | 3.4 | -154 | 30 | 2.6 | 3.4 | -157.3 |
| AT4 $_{1}$ | 30 | 19.5 | 30 | 7.8 | 0 | -85.8 | 30 | 6.2 | 0 | -103.5 |
| $\mathrm{AT4}_{2}$ | 29 | 48.1 | 30 | 19.5 | 3.4 | -84.4 | 30 | 13.3 | 3.4 | -113.4 |
| $\mathrm{AT4}_{3}$ | 29 | 54.4 | 30 | 31.7 | 3.4 | -52.8 | 30 | 29.2 | 3.4 | -60.3 |
| $\mathrm{AT4}_{4}$ | 23 | 160.5 | 30 | 17.8 | 26.4 | -160 | 30 | 36.2 | 26.4 | -126.4 |
| $\mathrm{AT4}_{5}$ | 18 | 265.3 | 29 | 45.1 | 46.8 | -141.9 | 30 | 26.3 | 50 | -163.9 |
| $\mathrm{AT}_{1}$ | 23 | 203.1 | 30 | 35.2 | 26.4 | -140.9 | 30 | 37.7 | 26.4 | -137.4 |
| $\mathrm{AT}_{2}$ | 16 | 320.4 | 26 | 126.8 | 47.6 | -86.6 | 30 | 39.7 | 60.9 | -155.9 |
| $\mathrm{AT}_{3}$ | 18 | 290.6 | 30 | 46.6 | 50 | -144.7 | 26 | 141.6 | 36.4 | -68.9 |
| $\mathrm{AT}_{4}$ | 18 | 291.1 | 27 | 108.5 | 40 | -91.4 | 28 | 94.5 | 43.5 | -102 |
| $\mathrm{AT}_{5}$ | 15 | 369.1 | 29 | 71.1 | 63.6 | -135.4 | 27 | 114 | 57.1 | -105.6 |
| $\mathrm{AT5}_{6}$ | 10 | 438.2 | 30 | 75.3 | 100 | -141.3 | 30 | 68.3 | 100 | -146 |
| $\mathrm{AT}_{5}$ | 7 | 491.4 | 28 | 136.8 | 120 | -112.9 | 26 | 154.1 | 115.2 | -104.5 |
| $\mathrm{AT5}_{8}$ | 6 | 525.9 | 28 | 149 | 129.4 | -111.7 | 29 | 143.6 | 131.4 | -114.2 |
| AT6 ${ }_{1}$ | 28 | 46.4 | 30 | 2.3 | 6.9 | -180.8 | 30 | 2.9 | 6.9 | -176.5 |
| AT6 $_{2}$ | 29 | 30.1 | 30 | 4.3 | 3.4 | -149.5 | 30 | 4.3 | 3.4 | -150.1 |
| $\mathrm{AT6}_{3}$ | 25 | 111.9 | 30 | 9.7 | 18.2 | -168.1 | 30 | 11.4 | 18.2 | -163 |
| AT6 $_{4}$ | 27 | 86.9 | 24 | 159 | -11.8 | 58.6 | 23 | 164.8 | -16 | 61.8 |
| AT6 $_{5}$ | 5 | 509.5 | 21 | 300 | 123.1 | -51.8 | 22 | 247.3 | 125.9 | -69.3 |
| AT7 $_{1}$ | 30 | 12.2 | 20 | 283.9 | -40 | 183.5 | 23 | 223.3 | -26.4 | 179.2 |
| $\mathrm{AT7}_{2}$ | 15 | 314 | 30 | 33.6 | 66.7 | -161.4 | 30 | 43.2 | 66.7 | -151.6 |
| $\mathrm{AT7}_{3}$ | 25 | 111.9 | 30 | 10.5 | 18.2 | -165.6 | 30 | 11.4 | 18.2 | -163 |
| $\mathrm{AT7}_{4}$ | 28 | 51.1 | 30 | 2.9 | 6.9 | -178.6 | 30 | 5.8 | 6.9 | -159.5 |
| $\mathrm{AT7}_{5}$ | 30 | 13.5 | 30 | 5 | 0 | -91.5 | 30 | 5.5 | 0 | -84.1 |
| AT7 $_{6}$ | 30 | 12.6 | 30 | 5.5 | 0 | -78.5 | 30 | 5.6 | 0 | -76.2 |
| $\mathrm{AT7}_{7}$ | 28 | 54.9 | 30 | 7.6 | 6.9 | -151.6 | 30 | 5.6 | 6.9 | -162.7 |
| $\mathrm{AFC1}_{1}$ | 30 | 124.8 | 28 | 171 | -6.9 | 31.2 | 30 | 98.7 | 0 | -23.4 |
| $\mathrm{AFC1}_{2}$ | 16 | 421.5 | 15 | 419.2 | -6.5 | -0.5 | 23 | 346.8 | 35.9 | -19.4 |
| $\mathrm{AFC1}_{3}$ | 11 | 457.7 | 8 | 506.7 | -31.6 | 10.2 | 15 | 442 | 30.8 | -3.5 |
| $\mathrm{AFC1}_{4}$ | 9 | 498.2 | 5 | 568.4 | -57.1 | 13.2 | 9 | 502.1 | 0 | 0.8 |
| $\mathrm{AFC1}_{5}$ | 6 | 565.6 | 4 | 564.7 | -40 | -0.1 | 5 | 559.8 | -18.2 | -1 |
| $\mathrm{AFC2}_{1}$ | 30 | 80.7 | 30 | 43.2 | 0 | -60.5 | 30 | 59.4 | 0 | -30.5 |
| $\mathrm{AFC2}_{2}$ | 29 | 128.1 | 30 | 100.5 | 3.4 | -24.2 | 30 | 123.3 | 3.4 | -3.8 |
| $\mathrm{AFC2}_{3}$ | 17 | 436.1 | 23 | 326.1 | 30 | -28.9 | 24 | 359.3 | 34.1 | -19.3 |
| $\mathrm{AFC2}_{4}$ | 12 | 489.9 | 12 | 491.9 | 0 | 0.4 | 11 | 492 | -8.7 | 0.4 |
| $\mathrm{AFC2}_{5}$ | 2 | 582.3 | 5 | 547.8 | 85.7 | -6.1 | 5 | 568.4 | 85.7 | -2.4 |
| NN1 $1_{1}$ | 25 | 221.2 | 27 | 189.5 | 7.7 | -15.4 | 28 | 148.2 | 11.3 | -39.5 |
| $\mathrm{NN1} 1_{2}$ | 24 | 212.9 | 24 | 212.6 | 0 | -0.1 | 28 | 169 | 15.4 | -23 |
| $\mathrm{NN1} 3_{3}$ | 19 | 300.1 | 18 | 401.9 | -5.4 | 29 | 19 | 308.7 | 0 | 2.8 |
| $\mathrm{NN1} 4_{4}$ | 17 | 384.7 | 18 | 374.6 | 5.7 | -2.7 | 21 | 332.2 | 21.1 | -14.6 |
| $\mathrm{NN1}{ }_{5}$ | 19 | 345.5 | 14 | 422.8 | -30.3 | 20.1 | 17 | 403.3 | -11.1 | 15.4 |
| $\mathrm{NN} 2{ }_{1}$ | 27 | 66.8 | 30 | 11 | 10.5 | -143.5 | 30 | 14.6 | 10.5 | -128.1 |
| $\mathrm{NN} 22_{2}$ | 27 | 70.7 | 30 | 17.3 | 10.5 | -121.4 | 30 | 23.7 | 10.5 | -99.5 |
| $\mathrm{NN} 2{ }_{3}$ | 28 | 55.5 | 30 | 26 | 6.9 | -72.2 | 30 | 27.8 | 6.9 | -66.6 |
| NN 24 | 27 | 79.1 | 30 | 39.3 | 10.5 | -67.3 | 30 | 32.5 | 10.5 | -83.5 |
| $\mathrm{NN} 2{ }_{5}$ | 27 | 93.4 | 30 | 37.8 | 10.5 | -84.7 | 30 | 38.2 | 10.5 | -83.8 |

Table A.2: Raw experimental results - Sbench (SR: \# successes out 30 trials. Time in secs. $\Delta$ : percentage difference w.r.t. Breach)

| Spec | Breach |  | MAB- $\epsilon$-greedy |  |  |  | MAB-UCB |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SR | time | SR | time | $\Delta \mathrm{SR}$ | $\Delta$ time | SR | time | $\Delta \mathrm{SR}$ | $\Delta$ time |
| $\mathrm{AT1}_{1}^{-2}$ | 30 | 51.3 | 30 | 75.6 | 0 | 38.3 | 30 | 54.3 | 0 | 5.6 |
| AT1 ${ }_{1}^{0}$ | 25 | 125 | 29 | 77.4 | 14.8 | -47 | 29 | 75 | 14.8 | -50 |
| AT1 ${ }_{1}^{1}$ | 20 | 221.1 | 30 | 49 | 40 | -127.5 | 28 | 107.9 | 33.3 | -68.8 |
| $\mathrm{AT1}_{1}^{3}$ | 23 | 170 | 30 | 82.5 | 26.4 | -69.3 | 29 | 55.4 | 23.1 | -101.6 |
| $\mathrm{AT1}_{2}^{-2}$ | 30 | 49 | 29 | 115.6 | -3.4 | 80.9 | 29 | 67.5 | -3.4 | 31.9 |
| $\mathrm{AT1}_{2}^{0}$ | 22 | 187.5 | 30 | 62.7 | 30.8 | -99.7 | 30 | 45.1 | 30.8 | -122.4 |
| $\mathrm{AT1}_{2}^{1}$ | 21 | 204.5 | 30 | 59.7 | 35.3 | -109.6 | 29 | 77.5 | 32 | -90.1 |
| $\mathrm{AT1}_{2}^{3}$ | 24 | 164 | 30 | 88.8 | 22.2 | -59.5 | 30 | 61 | 22.2 | -91.5 |
| $\mathrm{AT1}_{3}^{-2}$ | 30 | 42.5 | 28 | 144.4 | -6.9 | 109.1 | 30 | 62.4 | 0 | 38 |
| $\mathrm{AT1}_{3}^{0}$ | 19 | 239.5 | 30 | 91.5 | 44.9 | -89.4 | 29 | 62.5 | 41.7 | -117.2 |
| $\mathrm{AT1}_{3}^{1}$ | 16 | 296.2 | 30 | 72.3 | 60.9 | -121.5 | 27 | 128.7 | 51.2 | -78.8 |
| $\mathrm{AT1}_{3}^{3}$ | 21 | 209.8 | 29 | 99.9 | 32 | -71 | 30 | 93.4 | 35.3 | -76.8 |
| $\mathrm{AT1}_{4}^{-2}$ | 30 | 44.5 | 30 | 79.8 | 0 | 56.8 | 30 | 80.8 | 0 | 57.9 |
| $\mathrm{AT1}_{4}^{0}$ | 21 | 202.2 | 30 | 87.1 | 35.3 | -79.5 | 30 | 57.4 | 35.3 | -111.6 |
| $\mathrm{AT1}_{4}^{1}$ | 16 | 301.7 | 30 | 94.6 | 60.9 | -104.5 | 28 | 119.5 | 54.5 | -86.5 |
| $\mathrm{AT1}_{4}^{3}$ | 23 | 185.1 | 30 | 67.5 | 26.4 | -93.1 | 29 | 88.3 | 23.1 | -70.8 |
| $\mathrm{AT1}_{5}^{-2}$ | 30 | 97.4 | 28 | 178.3 | -6.9 | 58.7 | 28 | 136.3 | -6.9 | 33.3 |
| AT1 ${ }_{5}^{0}$ | 14 | 361.2 | 24 | 213.4 | 52.6 | -51.4 | 28 | 146.8 | 66.7 | -84.4 |
| AT1 ${ }_{5}^{1}$ | 4 | 527.6 | 25 | 234.7 | 144.8 | -76.8 | 29 | 91.9 | 151.5 | -140.7 |
| $\mathrm{AT1}_{5}^{3}$ | 8 | 471.7 | 30 | 170.6 | 115.8 | -93.7 | 29 | 104.8 | 113.5 | -127.3 |
| $\mathrm{AT5}_{4}^{-2}$ | 30 | 61.1 | 25 | 139.5 | -18.2 | 78.1 | 30 | 48.5 | 0 | -23 |
| $\mathrm{AT}^{0}{ }_{4}$ | 18 | 291.1 | 28 | 106.6 | 43.5 | -92.8 | 28 | 94.5 | 43.5 | -102 |
| $\mathrm{AT}^{1}{ }_{4}^{1}$ | 2 | 566.4 | 29 | 70.7 | 174.2 | -155.6 | 25 | 150 | 170.4 | -116.2 |
| $\mathrm{AT5}_{4}^{3}$ | 1 | 586.4 | 28 | 89.3 | 186.2 | -147.1 | 28 | 96.2 | 186.2 | -143.6 |
| $\mathrm{AT5}_{5}^{-2}$ | 30 | 71.3 | 27 | 113.8 | -10.5 | 45.9 | 29 | 67.8 | -3.4 | -5.1 |
| AT5 ${ }_{5}^{0}$ | 15 | 369.1 | 28 | 98.2 | 60.5 | -115.9 | 27 | 114 | 57.1 | -105.6 |
| AT5 ${ }_{5}^{1}$ | 0 | 600 | 27 | 115.4 | 200 | -135.5 | 29 | 83.1 | 200 | -151.4 |
| $\mathrm{AT}_{5}^{3}$ | 0 | 600 | 30 | 66.8 | 200 | -159.9 | 27 | 113.8 | 200 | -136.2 |
| $\mathrm{AT5}_{6}^{-2}$ | 29 | 110.2 | 29 | 76.9 | 0 | -35.5 | 28 | 103.3 | -3.5 | -6.5 |
| AT5 ${ }_{6}^{0}$ | 10 | 438.2 | 28 | 100.5 | 94.7 | -125.4 | 30 | 68.3 | 100 | -146 |
| AT5 ${ }_{6}^{1}$ | 0 | 600 | 29 | 90.8 | 200 | -147.4 | 27 | 126.7 | 200 | -130.3 |
| $\mathrm{AT}_{6}^{3}$ | 0 | 600 | 30 | 70 | 200 | -158.2 | 29 | 80.4 | 200 | -152.7 |
| $\mathrm{AT5}_{7}^{-2}$ | 30 | 103.6 | 28 | 116.1 | -6.9 | 11.4 | 30 | 77.3 | 0 | -29.1 |
| $\mathrm{AT}_{7}^{0}$ | 7 | 491.4 | 30 | 80.2 | 124.3 | -143.9 | 26 | 154.1 | 115.2 | -104.5 |
| AT5 ${ }_{7}^{1}$ | 0 | 600 | 30 | 90 | 200 | -147.8 | 27 | 134.3 | 200 | -126.8 |
| $\mathrm{AT5}_{7}^{3}$ | 0 | 600 | 27 | 123.3 | 200 | -131.8 | 29 | 108 | 200 | -139 |
| $\mathrm{AT5}_{8}^{-2}$ | 29 | 163.7 | 30 | 113 | 3.4 | -36.7 | 30 | 131.9 | 3.4 | -21.6 |
| $\mathrm{AT}_{8}^{0}$ | 6 | 525.9 | 28 | 151.3 | 129.4 | -110.6 | 29 | 143.6 | 131.4 | -114.2 |
| AT5 ${ }_{8}^{1}$ | 0 | 600 | 27 | 184.5 | 200 | -105.9 | 30 | 124.2 | 200 | -131.4 |
| $\mathrm{AT5}_{8}^{3}$ | 0 | 600 | 28 | 163.3 | 200 | -114.4 | 27 | 160.9 | 200 | -115.4 |
| $\mathrm{AFC1}_{1}^{0}$ | 30 | 124.8 | 29 | 115.1 | -3.4 | -8.1 | 30 | 98.7 | 0 | -23.4 |
| AFC1 $1_{1}^{1}$ | 30 | 99 | 29 | 198.1 | -3.4 | 66.7 | 29 | 105.7 | -3.4 | 6.5 |
| $\mathrm{AFC}_{1}^{2}$ | 12 | 434.4 | 28 | 180.8 | 80 | -82.4 | 30 | 73.7 | 85.7 | -142 |
| $\mathrm{AFC1}_{1}^{3}$ | 12 | 425.7 | 30 | 138 | 85.7 | -102.1 | 30 | 77.1 | 85.7 | -138.7 |
| $\mathrm{AFC1}_{2}^{10}$ | 16 | 421.5 | 23 | 331.7 | 35.9 | -23.8 | 23 | 346.8 | 35.9 | -19.4 |
| $\mathrm{AFC1}_{2}^{1}$ | 25 | 345.9 | 12 | 456.8 | -70.3 | 27.6 | 27 | 227.9 | 7.7 | -41.1 |
| $\mathrm{AFC1}_{2}^{2}$ | 8 | 497.2 | 15 | 446.6 | 60.9 | -10.7 | 25 | 320.5 | 103 | -43.2 |
| $\mathrm{AFC1}_{2}^{3}$ | 5 | 518.1 | 16 | 438.9 | 104.8 | -16.5 | 21 | 364 | 123.1 | -34.9 |
| $\mathrm{AFC1}_{3}^{10}$ | 11 | 457.7 | 16 | 531.3 | 37 | 14.9 | 15 | 442 | 30.8 | -3.5 |
| $\mathrm{AFC1}_{3}^{1}$ | 13 | 479.2 | 7 | 514.9 | -60 | 7.2 | 14 | 455.5 | 7.4 | -5.1 |
| $\mathrm{AFC1}_{3}^{2}$ | 2 | 590.7 | 6 | 554.3 | 100 | -6.4 | 15 | 453.2 | 152.9 | -26.3 |
| $\mathrm{AFC1}_{3}^{3}$ | 5 | 545.6 | 16 | 472.1 | 104.8 | -14.4 | 8 | 510.6 | 46.2 | -6.6 |
| $\mathrm{AFC1}_{4}^{0}$ | 9 | 498.2 | 4 | 559.9 | -76.9 | 11.7 | 9 | 502.1 | 0 | 0.8 |
| $\mathrm{AFC1}_{4}^{1}$ | 8 | 494 | 3 | 571.7 | -90.9 | 14.6 | 12 | 455 | 40 | -8.2 |
| $\mathrm{AFC1}_{4}^{2}$ | 4 | 556.8 | 6 | 555.9 | 40 | -0.2 | 11 | 468.7 | 93.3 | -17.2 |
| $\mathrm{AFC1}_{4}^{3}$ | 1 | 587.4 | 7 | 547.8 | 150 | -7 | 9 | 513.4 | 160 | -13.4 |
| $\mathrm{AFC1}_{5}^{0}$ | 6 | 565.6 | 10 | 517.5 | 50 | -8.9 | 5 | 559.8 | -18.2 | -1 |
| AFC1 ${ }_{5}^{1}$ | 7 | 548.2 | 3 | 587.6 | -80 | 6.9 | 7 | 527.3 | 0 | -3.9 |
| $\mathrm{AFC1}_{5}^{2}$ | 0 | 600 | 3 | 577.6 | 200 | -3.8 | 4 | 556.3 | 200 | -7.6 |
| $\mathrm{AFC1}_{5}^{3}$ | 1 | 586 | 3 | 585.5 | 100 | -0.1 | 7 | 553.4 | 150 | -5.7 |
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    ${ }^{2}$ https://www.mathworks.com/products/simulink.html

[^2]:    ${ }^{1}$ This model is from: https://www.mathworks.com/help/simulink/slref/modeling-an-automatic-transmission-controller.html

[^3]:    ${ }^{1}$ https://www.unrealengine.com/

[^4]:    ${ }^{1}$ https://cps-vo.org/group/ARCH/FriendlyCompetition

[^5]:    The material in this chapter is based on [88] and [42]

[^6]:    ${ }^{1}$ https://deepmind.com/research/case-studies/alphago-the-story-so-far

[^7]:    ${ }^{1}$ https://en.wikipedia.org/wiki/AlphaGo_versus_Lee_Sedol
    ${ }^{2}$ The figure is from https://en.wikipedia.org/wiki/Monte_Carlo_tree_search

[^8]:    ${ }^{1}$ The figure is from [96].

[^9]:    ${ }^{1}$ We can assume nonnegative values of $R$, otherwise we already have a falsifying input.

[^10]:    ${ }^{1}$ Note that we performed this classification based on the falsification results of BREACH.

[^11]:    ${ }^{1}$ The code, models, and specifications are available online at https://github.com/ERATOMMSD/ FalStar-MAB.
    ${ }^{2} \Delta=((m-b) * 100) /(0.5 *(m+b))$ where $m$ is the result of MAB and $b$ the one of BREACH.

[^12]:    ${ }^{1}$ We checked that the distributions are not normal with the non-parametric Shapiro-Wilk test.

[^13]:    The material in this chapter is based on [82] and [90]

[^14]:    ${ }^{1}$ Note that, in general, it is not always possible to specify when an objective function is "achieved". However, the lexicographic methods require that for functions $f_{1}, \ldots, f_{N-1}$, this is possible, and this is

[^15]:    ${ }^{1}$ Note that this is needed to distinguish inputs having robustness 0 (not falsifying) from those having negative robustness (falsifying).

[^16]:    ${ }^{1}$ They can be easily computed with any linear programming solver.
    ${ }^{2}$ Note that $\operatorname{accLen}(R)$ can be 0 . The implementation handles these cases.

