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A long-standing goal in reinforcement learning is to create agents that can 

solve complex decision-making tasks through trial and error interactions 

with the environment. While reinforcement learning has shown impressive 

advances in a plethora of simulated tasks including game-playing, board-

games, or robot control, these results are shyly echoed in the real world. This 

is often due to huge amounts of interactions required to reach decent 

performance, which can be intractable in real-world settings. All these 

considerations lead to one fundamental question: how to improve sample 

efficiency in reinforcement learning agents enough that they can be 

practically applied to real-world tasks? We believe that developing methods 

that integrate human-like cognitive capabilities is the key to this answer. 

Cognitive capabilities are aspects of mental functioning, which include the 

capability for planning, memorizing, thinking abstractly, learning from 

experience, common sense reasoning, and making intrinsically motivated  

choices. These capabilities are one of the skill sets that distinguishes efficient 

learning in humans from data-consuming learning in artificial agents. Thus, 

the first chapter outlines this ideology in detail and concretizes these ideas 

into algorithms that are embodied with improved cognitive capabilities. Next, 

the second chapter provides the necessary background to understand the 

research topics presented in the following chapters. Next, the thesis is 

divided into three parts that focus on improving different aspects of cognitive 

capabilities.   

In Part I, we start by tackling one of the key problems in reinforcement 

learning: how to overcome the lack of curiosity in reinforcement learning 

algorithms? One natural form of learning is to explore the environment and 

accumulate knowledge. However, in the real world, rewards are naturally 

sparse or poorly-defined, which is an important issue since hoping to stumble 

into a goal state by chance within an acceptable number of interactions is 

unlikely. While humans are accustomed to operating with rewards that are 

extremely sparse, reinforcement learning agents lack an essential cognitive 

capability: curiosity. That is, humans dedicate much time and energy to 

exploring and gathering information; and often the search for information is 

unrelated of a foreseeable extrinsic gain/reward, as if learning were 



reinforcing in and of itself. This behavior emerges through our capability to 

make intrinsically motivated choices, our intrinsic desire to learn and 

understand. Inspired by curious behaviors in humans, we develop curiosity-

driven agents that can learn to solve complex problems featuring extremely 

sparse rewards. However, in order to be useful for real -world tasks, several 

major limitations inherent in curiosity must be addressed. 

First, we propose to generate an exploration bonus based on the agent’s 

knowledge about its environment in order to encourage the gradual 

acquisition of new skills. Most prior work aim to model environmental 

dynamics, however, it tends to limit long-horizon performance due to model 

drift and does not directly consider the agent’s knowledge - rather than 

visiting all possible states the agent should focus on task-relevant regions. 

Our approach (GoCu) escapes these drawbacks by operating direct ly on the 

agent's policy and encouraging the acquisition of task-relevant skills 

(Chapter 3). 

Second, a potential limitation of our proposed method as well as prior 

approaches is the vanishing issue inherent in curiosity. As the agent becomes 

more familiar with its environment, curiosity may vanish quickly during 

training, leaving the agent with no incentive to further explore the 

environment and reducing its feedback to extrinsic reward only. Moreover, 

curiosity-driven agents tend to fall and stay trapped in poor local optima due 

to local sources of entropy in the environment (i.e. stochastic environments). 

On the other hand, we address both challenges by proposing a robust 

formulation of curiosity, PoBP, that uses the agent's learning progress on a 

multi-step horizon scale (Chapter 4). 

Finally, while very good results have been achieved on some hard exploration 

tasks, these algorithms face a fundamental limitation: they do not explicitly 

encourage and promote deep exploration. That is, curiosity only captures the 

consequences of short-term decisions on the environment. Deep exploration 

that involves coordinated decisions over long time horizons is beyond the 

reach of most methods. We present a formulation of curiosity that can capture 

meaningful visual features and salient environmental dynamics at different 

scales; and then built an algorithmic framework (FaSo) that combines two 

curiosity components, explicitly promoting deep exploration (Chapter 5).  

In Part II, we focus on giving agents the capability for leveraging external 

guidance in order to enable common sense reasoning. In the real world, 

reinforcement learning requires large amounts of data due to reward sparsity, 

but also because most systems learn tasks from scratch, i.e., without any 

prior knowledge. While this is convenient in simulated domains where 

interactions are virtually unlimited, this assumption rarely holds in the real 



world - training an end-to-end reinforcement learning system with no prior 

assumptions about the domain often induces millions or billions of 

interactions to reach reasonable performance. Learning without prior 

knowledge seems to be an approach that is rarely taken in humans - they use 

their common sense reasoning to extract initial biases as well as strategies 

on how to approach a problem. Precisely, common sense reasoning refers to 

the cognitive capability to make presumptions about the type and essence of 

ordinary situations based on prior experiences and domain knowledge (also 

called common sense priors). Research in cognitive systems has shown that 

many of these challenges can be addressed by exploiting domain knowledge 

and the coupling between domain knowledge and learning. Thus, we propose 

generic mechanisms that employ human guidance to transfer human 

knowledge into reinforcement learning. Our core idea is to develop novel 

types of guidance that require minimal human effort and provide additional 

meaningful information to the agent. 

First, we introduce human-like planning and domain knowledge to enhance 

information given to the agent. The central concept is to augment the agent's 

input with high-level information that are easy to interpret for the agent and 

applicable to many situations. We then derive a framework for the 

integration of human-like planning based on the high-level information and 

simple visual recognition, improving sample efficiency and facilitating 

various forms of common sense reasoning (Chapter 6).  

Second, we give a reinforcement learning agent the capability of leveraging 

existing human expertise. Rather than integrating human guidance and 

domain knowledge designed expressly to solve the task being learned, we 

want to reduce human effort by leveraging existing datasets related to the 

task being learned. Moreover, most methods in the reinforcement learning 

literature lack interpretability which may limit their applicability in some 

real-world domains. Therefore, we present methods for extracting rules from 

existing datasets; and then build an interpretable agent whose internal 

representation is based on these rules (Chapter 7). 

Finally, one limitation of our methods as well as most prior work is that the 

agent and the teacher cannot actively share insights. Hence, the agent cannot 

cope with the changes in the environment or query the teacher when it 

struggles. To overcome these challenges, we introduce the concept of active 

goal-driven demonstrations to actively query the demonstrator only in hard-

to-learn and uncertain regions of the state space. The depicted method relies 

on a novel form of human guidance, goal-driven demonstrations, that are 

easier and more intuitive to provide for a demonstrator than full 

demonstrations while precisely matching the agent's needs (Chapter 8)  



In Part III, developmental studies have shown that interactive capabilities 

in humans emerge incrementally through the aggregation of multiple 

internal and external feedback signals. Hence, one natural question that 

arises is: how to simultaneously learn from these two classes of supervision 

(i.e. curiosity and human guidance) to achieve human-like sample-efficient 

learning? To answer this question, we propose a hierarchical reinforcement 

learning framework that exploits the hierarchical structure of the task to 

integrate different modes of supervision at different levels. Our key design 

principle is to introduce (non-expert) human guidance at the high-level for 

long-term planning and common sense reasoning. At the low-level, we make 

use of curiosity to improve sample efficiency and drive the learning of 

subpolicies, particularly in tasks featuring sparse rewards. We further show 

how curiosity relates to automatic sub-goal discovery. (Chapter 9). 

In the final chapter, we first summarize our contributions to the state -of-the-

art in the domain of reinforcement learning. Our specific focus was on 

sample-efficient learning to expand the availability of reinforcement learning 

to real-world domains. Motivated by this ambition, we devoted our research 

to make reinforcement learning agents much less reliant on large amounts of 

interactions by improving their cognitive capabilities. Through evaluations 

on multiple benchmark tasks (e.g. Atari games, Minigrid), we show that 

curiosity is vital to rapidly acquire new skills and improve exploration 

efficiency in extremely sparse reward environments, outperforming prior 

approaches in both sample-efficiency and performance. Besides, even in the 

absence of any extrinsic reward signal, curiosity provides enough indirect 

supervision for learning useful behaviors and skills. Furthermore, we 

demonstrate that introducing this cognitive capability enables our agents to 

master tasks featuring real-world characteristics (e.g. stochasticity, poorly-

defined rewards, temporally-extended exploration patterns) that traditional 

methods fail to solve. 

We also show that the proposed forms of human guidance improve various 

forms of common sense reasoning, enhancing data efficiency and final 

performance. They reduce the number of required interactions and human 

effort enough to scale RL to practical tasks such as robot control,  trading, 3D 

navigation, or game-playing. Moreover, the depicted forms of human 

guidance can be used in tasks that are too challenging for even humans to 

perform well and be provided by a non-expert. 

These contributions together demonstrate that improving cognitive 

capabilities in reinforcement learning agents is essential to drastically 

enhance sample efficiency and performance. These capabilities inspired by 

learning in humans make artificial agents suitable for real-world domains.  



Finally, we conclude the final section with a discussion of the main findings 

and we also make some anticipations on the future development in this field. 

Especially, leveraging both internal motivation and external guidance 

allowed us to reduce the number of interactions by several orders of 

magnitude and to outperform human experts in a wide range of domains such 

as game-playing, trading, 3D navigation, or robot control. Hence, the 

proposed algorithms have improved efficiency in reinforcement learning 

agents enough that they can be practically applied to real -world tasks. In the 

future, these algorithms could be used to develop sample-efficient and 

learning machines, with substantial benefits for society as a whole. 
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