Rakugo Speech Synthesis: Toward
Speech Synthesis That Entertains
Audiences

by
Shuhei KATO

Dissertation

submitted to the Department of Informatics

in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

A Il

The Graduate University for Advanced Studies, SOKENDAI

March 2021






Advisor

Subadvisor

Subadvisor

Examiner

Examiner

iii

Committee

Dr. Junichi YAMAGISHI

Professor of the National Institute of Informatics, Tokyo, Japan

Dr. Isao ECHIZEN

Professor of the National Institute of Informatics, Tokyo, Japan

Dr. Imari SATO

Professor of the National Institute of Informatics, Tokyo, Japan

Dr. Takao KOBAYASHI

Professor Emeritus of the Tokyo Institute of Technology, Tokyo, Japan
Dr. Hiroki MORI

Associate Professor of the Utsunomiya University, Tochigi, Japan






Abstract

Conventional speech synthesis research has focused on transferring information which
the speech should have, such as content and speakers’ emotions, personality, intention,
accurately to listeners. Setting this purpose is reasonable considering that speech is a
kind of media. Today, some speech synthesis systems can successfully produce speech
as natural as human speech, albeit in the case of using well-articulated read speech.

However, the role of speech is not just information transfer. For example, verbal
entertainment, including rakugo, on which we focus in this thesis, entertains audiences
through the medium of speech. In other words, speech has a role of stirring listeners’
emotion. This role has not been focused on enough in speech synthesis research, but
we believe it is a good time to attempt to realize speech synthesis that entertains
audiences because some modern speech synthesis systems have an ability to produce
speech as natural as human speech, as mentioned above, albeit in the case of read-aloud
speech.

In this thesis, we attempt to build rakugo speech synthesis as a challenging example
of speech synthesis that entertains audiences. Rakugo is a traditional Japanese form
of verbal entertainment similar to a combination of one-person stand-up comedy
and comic storytelling. Although rakugo has a more than 300-year history, it is
popular even today in Japan. In rakugo, a performer plays multiple characters, and
conversations or dialogues between the characters make the story progress.

First, we built a large rakugo speech database for our study because there were no
rakugo speech databases usable to train speech synthesis models. Most commercial
rakugo recordings, thousands of which we can easily access, are live recordings that
include noise and reverberation, whereas even modern speech synthesis cannot yet

properly model such noisy and reverberant speech; therefore, we needed to build
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a rakugo speech database. We recorded performances by a shin-uchi (first-rank
professional) performer to train speech synthesis models, and performances by
professional performers at various levels including the shin-uchi performer to evaluate
synthesized speech. We not only transcribed the pronunciation of the recorded speech
but also appended context labels to each sentence for better modeling of the speech.

Using the database, we modeled rakugo speech using segment-to-segment neural
transduction (SSNT) based speech synthesis. The SSNT-based model has no soft
attention network. An attention network maps the encoder and decoder time steps in a
sequence-to-sequence speech synthesis model. Sequence-to-sequence models greatly
improve the quality of speech synthesis, but attention networks occasionally cause
unacceptable errors during synthesis. Since rakugo speech is far more diverse and
casually-pronounced than speech ordinarily used for building speech synthesis, an
attention network may cause errors more frequently; therefore using SSNT-based
speech model, which has no attention networks, will be reasonable for modeling
rakugo speech. We also used global style tokens (GSTs), which is a style transfer
mechanism for sequence-to-sequence models, or manually labeled context features to
enrich speaking styles of synthesized rakugo speech. Although the combination of the
SSNT-based model and GSTs produced somewhat natural, character-distinguishable,
and content-understandable speech, the mean opinion scores for this speech were just
around 3 through a listening test.

For further improvement, we attempted Tacotron 2, a state-of-the-art speech
synthesis model, and an enhanced version of it with self-attention to better consider
long-term dependency. We also used GSTs, manually labeled context features, or the
combination of them. Through a listening test, we found that state-of-the-art TTS
models could not yet reach the professional level, and there were statistically significant
differences in terms of naturalness, distinguishability of characters, understandability
of the content, and even the degree of entertainment; nevertheless, the results of
the listening test provided some interesting insights: 1) we should not focus only on
naturalness of synthesized speech but also the distinguishability of characters and the
understandability of the content to further entertain listeners; 2) the f, expressivity of
synthesized speech is poorer than that of human speech, and more entertaining speech
should have richer f, expression.

Lastly, we proposed a novel methodology for evaluating rakugo speech and
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conducted a listening test to investigate how the level of rakugo speech synthesis
compares to professional rakugo performers at various levels. Through a listening test,
we found that the level of speech synthesis did not reach that of human professionals.
On the other hand, the results suggested that we also should at least improve the f,
expression of speech synthesis to catch up with human professionals.

Although there is room for improvement, we believe this thesis is an important

stepping stone toward achieving entertaining speech synthesis at the professional level.
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Figure 1: This thesis started from just an idea jotted down on a paper.
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Introduction

1.1 Background

The process in which a machine synthesizes speech is called speech synthesis.
Especially in the case of converting an input text to speech, it is called text-to-
speech (TTS). TTS is widely used in commercial products and services such as
interactive voice response [7, 8, 9, 10, 11], car navigation systems [12, 13], voice
assistants [14, 15, 16, 17], conversational systems for telephone [18, 19], reading
books [20], screen readers [21, 22, 23, 24, 25, 26], broadcasting including narration for
TV programs [27, 28], and announcements for public transport.

For decades, TTS could produce speech that sounds as intelligible but not as
natural as human speech. Today machines have equipped the ability to synthesize
speech that sounds as natural as human speech, albeit under limited conditions.
Some of the TTS systems can produce speech with the same mean opinion scores
(MOSs) as human speech [29, 30]. These systems are trained with well-articulated

read speech. Researchers have made their endeavors to reach the naturalness of
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synthesized speech at the equivalent level of human speech for a long period, and the
invention of end-to-end/sequence-to-sequence speech synthesis models following
[31, 32, 33, 34] and neural vocoders such as [35] and succeeding ones finally enabled
the realization of human-comparable TTS. Of course, attempts to model speech
with various styles have also been actively investigated. Various methods have
been proposed for representing speaking styles in end-to-end/sequence-to-sequence
TTS [36, 37, 38, 39, 40, 41, 42, 43, 44, 45].

Then, are machines already equipped with enough ability to synthesize speech?
The answer is no. One obvious example is that synthesized speech is deficient in
stirring listeners’ emotions, which is a role of speech other than just transferring
information, such as content, speakers’ emotion, personality, and intention, to listeners
as a kind of media. In verbal entertainment, including rakugo, which is a traditional
Japanese form of verbal entertainment similar to a combination of one-person stand-up
comedy and comic storytelling, (human) performers entertain audiences through
the medium of speech. Unfortunately, however, most of us could easily imagine and
would agree that verbal entertainment performances by machines are quite unnatural
or monotonic even if the content is appropriate. Although you might enjoy some
speech-synthesis-based rakugo performances submitted to to online video platforms,
mostly with many manual inventions [46, 47, 48], in our opinion, the quality of these
performances is far inferior to that of performances by professional rakugo performers.
We believe that such a gap between machines and humans should be filled to develop
the human-machine relationship further. As an approach to this goal, we decided to

start a challenge to build rakugo TTS that entertains audiences.

1.2 Thesis Overview

1.2.1 Motivation

As mentioned above, some of the current TTS systems can synthesize speech that
sounds as natural as human speech in the case of read speech, but no TTS system
can stir listeners’ emotion enough, unlike humans, such as in the case of verbal
entertainment including rakugo. We believe that such the gap between machines and

humans should be filled. To evolve TTS in this aspect, we decided to develop rakugo



1.2 Thesis Overview 3

TTS as the first attempt to realize fully-fledged entertaining TTS.

1.2.2 Issues to Be Addressed

In this thesis, we focus on building rakugo speech synthesis that entertains audiences.
As mentioned above, this is the first attempt to build full-fledged entertaining TTS. To
realize such TTS, we have to solve some issues which we usually do not face when

modeling speech ordinarily used for building speech synthesis:
Issue 1: There is no usable rakugo speech databases for speech synthesis.

Although thousands of commercial recording of rakugo speech are available, almost
all of them contain noise and reverberation because of the recording environments (live
recordings). Such speech is not suitable for building speech synthesis. We therefore

have to prepare a speech database from scratch.

Issue 2: Rakugo speech is far more diverse and casually-pronounced than speech

ordinarily used for building speech synthesis.

As described later, the main part of a rakugo story basically consists of conversations
or dialogues between characters played by a performer, and there is little narrative
speech. In other words, rakugo performers should tell whole stories without explicit
explanations; therefore, rakugo speech in such conversational parts has truly varying
speaking styles. Also, rakugo speech is more casually pronounced than speech ordinarily
used for building speech synthesis because rakugo is performed improvisationally or
from memory. Moreover, the Japanese language used in traditional rakugo stories, on
which we focus in this thesis, is somewhat old-fashioned, and each character speaks a
different dialect, sociolect, and idiolect according to his or her gender, age, social rank,
and individuality. This diversity and casualness make it more difficult to properly train

a model than the case of ordinary speech.

Issue 3: Characters should be easily distinguishable and contents should be easily

understandable.

As mentioned in issue 2, the main part of a rakugo story basically consists of

conversations or dialogues between characters played by a performer; therefore it is
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desired that listeners can easily distinguish characters and understand the contents

when they listen to synthesized rakugo speech.
Issue 4: Synthesized speech should entertain listeners.

Since rakugo TTS we develop is an entertaining TTS, we have to measure not only
the naturalness of speech it produces, which is usually measured in the evaluation of
ordinary speech synthesis, but also whether it entertains listeners, and how well it
does so. Because there is no established methodology to measure these aspects, we

should develop such a methodology.

1.2.3 Contribution
On the issues above, this thesis makes the following contributions:

On issue 1:
We built the first rakugo speech database usable for TTS described in Chapter 3.
We not only transcribed the speech but also appended context labels manually

for each sentence.

On issue 2:

We successfully modeled rakugo speech using end-to-end/sequence-to-sequence
TTS. As explained in Chapter 5, we attempted to model rakugo speech with
the SSNT-based model, which has no soft attention network, to aim to deal
with the diversity and casualness of rakugo speech. We also used GSTs or
manually labeled context features to enrich speaking styles of rakugo speech.
The models synthesized somewhat natural, character-distinguishable, and
content-understandable speech. However, the MOSs for the speech were just
around 3 through a listening test. For further improvement, we replaced the
SSNT-based model above to Tacotron 2, which is a state-of-the-art TTS model, or
an enhanced version of it with self-attention (SA-Tacotron) to better consider
long-term dependencies explored in Chapter 6, f. We confirmed that the models
synthesized speech of better quality than the SSNT-based models.

On issue 3:

As shown in Chapter 6, through a listening test, we found that state-of-the-art
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TTS models could not yet reach the professional level, and there were statistically
significant differences in terms of naturalness, distinguishability of characters,
understandability of content, and even the degree of entertainment; nevertheless,
the results of the listening test provided some interesting insights: 1) we should
not focus only on naturalness of synthesized speech but also the distinguishability
of characters and the understandability of the content to further entertain
listeners; 2) the f, expressivity of synthesized speech is poorer than that of

human speech, and more entertaining speech should have richer f, expression.

On issue 4:
As described in Chapter 7, we proposed a novel methodology for evaluating
rakugo speech and conducted a listening test to investigate how the level of
rakugo speech synthesis compares to professional rakugo performers at various
levels. From the listening test results, we found that the level of speech synthesis
did not reach that of human professionals; nevertheless, the results suggested
that we should make the f, expression of speech synthesis richer to better

entertain audiences. This suggestion strengthens the finding of for Issue 3.

1.3 Outline of Thesis

In Chapter 2, we introduce rakugo and its performance. Since rakugo is not so famous
outside Japan, we need to explain it in detail for your better understanding of this
thesis.

In Chapter 3, we describe the details of our rakugo speech database. The speech
was newly recorded, and the author transcribed it and labeled context features for each
sentence. The database is designed to be suitable for building rakugo TTS. Statistical
analysis for this database is also shown.

In Chapter 4, we give an overview of speech synthesis itself and end-to-end/sequence-
to-sequence TTS, and describes audiobook TTS, which is an active research area
and most similar to rakugo TTS, and the difference between audiobook speech/TTS
and those of rakugo. We also refer to the relationship between speech synthesis and
entertainment.

In Chapters 5 and 6, we introduce our experiment for building and evaluating rakugo
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TTS. In Chapter 5, we describe an initial experiment to train sequence-to-sequence
rakugo TTS models and evaluate them. In Chapter 6, we report a more sophisticated
experiment.

In Chapter 7, we propose a novel methodology for evaluating rakugo speech and
compare our rakugo synthesizer to human professionals.

In Chapter 8, we conclude with our findings, contributions, and future work.



Rakugo

2.1 Overview

2.1.1 History

Rakugo is a traditional Japanese form of one-person verbal entertainment similar to a
combination of one-person stand-up comedy and comic storytelling. Although its
history is unclear, it is said that professional rakugo performers, hanashikas, appeared
in Genroku era (1688-1704) [49]. Tsuyu-no-Gorobe (-1703), Yonezawa Hikohachi, and
Shikano Buzaemon (1649-1699) independently started their professional careers in
Kyoto, Osaka, and Edo (Tokyo), respectively. In Kamigata (Kyoto and Osaka), performers
performed outside, and their performances were called tsujibanashi (performance on
the street). In Edo, performers performed inside, and their performances were called
zashikibanashi (performance in a room).

In the late 1700s, theaters that mainly produce rakugo, yoses, appeared. From that

time to early 1900s, rakugo became one of the most popular entertainment genres
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among ordinary people, and there were hundreds of yoses in Edo at the peak.

In Meiji era (1868—-1912), rakugo started to be recorded in a book (sokkibon;
shorthand book) or on a phonograph record. In 1925, radio broadcasting started in
Japan, and rakugo also started to be broadcast via radio. This enabled people who
could not go to yoses to enjoy rakugo performances. Even though the popularity
of rakugo was declined because of the popularity of talkie and other new forms of
entertainment, and many yoses were burned down by air raids during World War II,

rakugo has been professionally performed until today.

2.1.2 Popularity

Although rakugo is a traditional form of entertainment with more than a 300-year
history, it is popular even today in Japan. In Tokyo, there are four major yoses, and
rakugo is performed in each one every day of the year, even on January 1 (Figure 2.1).
There are many other minor yoses. Rakugo is also performed at small to large
halls, restaurants, coffeehouses, bookstores, shrines, temples, etc. almost every day.
Thousands of CDs, DVDs, and streaming audio/videos of rakugo performances by
present or former professional rakugo performers are available. Some TV and radio
programs are broadcast every week in Japan [50, 51, 52, 53, 54, 55, 56]. Amateur
performances are also active. Some amateur rakugo performance societies at universities

have produced professional performers.

2.1.3 Ranks of Professional Performers

Rakugo is generally divided into Edo (Tokyo) rakugo, on which we focus on in this
thesis, and Kamigata rakugo, which has been developed in Osaka and Kyoto. A
professional rakugo performer is called a hanashika, as mentioned earlier. In Edo
rakugo, a hanashika is ranked at one of three levels, i.e., zenza (minor performer,
assistant of stages, and housekeeper at their master or mistress’s house), futatsume
(second-rank performer), and shin-uchi (first-rank performer). Only shin-uchis can take
disciples. Usually, it takes about 3 to 5 years to be promoted from zenza to futatsume,
and about 10 years to be promoted from futatsume to shin-uchi. About 600 performers

are active as professionals in Edo rakugo as of 2020.
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Figure 2.1: Four major yoses (theaters mainly producing rakugo) in Tokyo. Upper left:
Suzumoto Engeijo [1], upper right: Suehirotei [2], lower left: Asakusa Engei Hall [3],
lower right: Tkebukuro Engeijo [4].

2.1.4 Kinds of Stories

Rakugo is derived from telling a very short comic story, called kobanashi. A kobanashi
has an ochi, the punch line, at the end of the story. It evolved into a longer and more
complex story, called otoshibanashi (a story with ochi) or kokkeibanashi (a comic
story), which concentrates on making audiences laugh. In later times, a story without
ochi started to be performed. It is called ninjobanashi (a story with humanity), which

concentrates on impressing audiences. In this thesis, we focus on otoshibanashi
(kokkeibanashi).

2.1.5 Structure of a Story

A rakugo story is composed of five parts: maeoki (greeting), makura (introduction), the
main part, ochi (punch line), and musubi (conclusion) [57]. Maeoki is optional, so

it may not appear during a performance. As mentioned above, some stories such
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Figure 2.2: Shumputei Shotaro [5], who is a professional rakugo performer, performing
rakugo on a stage [6].

as ninjobanashi do not have ochi, and have musubi in place of ochi. Musubi is also
used when performers terminate stories because of time limitations. Makura is often
improvised, but during this, performers basically do not have conversations with the
audience, unlike stand-up comedy. Ochi, the punch line, is the most important part of
rakugo (the word “rakugo” (¥&7E) is derived from “a story with ochi” (¥ %) ).

2.2 Performance

During a performance, a rakugo performer sits down on a zabuton (cushion) and
performs improvisationally or from memory alone on a stage (Figure 2.2). He or
she plays multiple characters, and their conversations and dialogues make the story
progress. In the main part of a story, to be mentioned later, almost all of the parts
consist of conversations and dialogues between the characters played by the performer.

In Edo rakugo, performers use only a sensu (folding fan) and a tenugui (hand towel) as

props.
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Rakugo stories are generally divided into standards, which were established by
about the 1920s, and modern stories, which were created after the 1930s. In this thesis,
we focus on standards. It should be noted that the Japanese language used in standards
is slightly old-fashioned, and each character speaks a different dialect, sociolect, and
idiolect of Japanese according to his or her gender, age, social rank, and individuality.

The length of rakugo stories varies from story to story. Even if performers play the
same story, the length can be varied from stage to stage because of time limitations or
other situations. In a yose, one hanashika usually performs for about 15 minutes (only
the last performer performs for about 30 minutes). In other stages or recordings, they
may perform longer.

Rakugo stories are taught through oral instruction from a master or mistress to a
disciple except when the story is new. Performers may edit stories to increase the
quality or match their own characteristics. They sometimes insert jokes not only in the
makura but also in the main parts of the stories according to the situations during their
performances.

The following is an example of a very short rakugo paragraph (otoshibanashi).

Tome: Whoa! Oh no! Oh no! Oh no! Oh no!

Friend: Wait Tome. What are you doing?

Tome: Oh, I'm chasing after a thief.

Friend: Seriously? Aren’t you the fastest man in this town? He is unlucky.
Friend: Which direction did he escape?

Tome: He’s catching up with me.

2.3 Academic Research on Rakugo

A lot of academic research on rakugo has been carried out in many fields such as
literature, linguistics, phonetics, history, education, and psychology. Rakugo is also
used as a subject to some engineering study [58, 59]. However, rakugo has never been
a subject to speech processing study even though rakugo indeed consists of speech.

This research is the first authentic rakugo speech synthesis study:.
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Database

3.1 Motivation

We built a large rakugo speech database for our study because there were no rakugo
speech databases suited to speech synthesis. Most commercial rakugo recordings are
live recordings that include noise and reverberation; therefore, we recorded the rakugo

speech ourselves.

3.2 Recording

3.2.1 About the database

We built two sub-databases. One is used for training speech synthesizers, described in
Chapters 5 and 6, and the other is used exclusively for evaluation via a listening test,
described in Chapter 7. We call the first sub-database “Database I” and the second one
“Database II”
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Figure 3.1: Yanagiya Sanza performing rakugo alone in recording booth.

3.2.2 Databasel

The recordings were conducted from July to September 2017. The performer was
Yanagiya Sanza [60], a professional rakugo performer with over 20 years of experience
and who was promoted to shin-uchi in 2006. Only he was in the recording booth, and
he did not face or receive any reaction from an audience unlike a real performance on
a stage (Figure 3.1). This environment is unusual as a performance, but we think it is
reasonable in a sense because performers including him definitely often practice alone
and he could perform as he liked. He performed 25 Edo rakugo standards, lasting
from 6 to 47 minutes length (total 13.2 hours including pauses between sentences)
(Table 3.1). We did not re-record any of the performance because of mispronunciation
or restatements except in cases where the performer asked us to do so, because he said

that the flow of the performance is very important for performing rakugo.



15

3.2 Recording
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3.2.3 Database II

The recordings were conducted in January 2020. In these recordings, we recorded
the performances of a common story told by professional performers of the three
ranks. The performers were Yanagiya Kogoto (zenza), Ryutei Ichido (futatsume), and
Yanagiya Sanza, who performed for the Database I. The recording conditions were the
same as those of the Database 1. The story performed by them is called “Misomame.”
The total durations of the recordings by the zenza, futatsume, and shin-uchi were 2.5,
2.7, and 4.2 minutes, respectively.

It should be noted that specific wording depends on performers because rakugo
stories do not have any scripts. The shin-uchi performer attended the recording session
of the zenza performer, and he supervised and instructed the zenza performer when
necessary. This is because the zenza performer did not have the skill to perform the

story as his routine unlike the shin-uchi and futatsume performers.

3.3 Annotation and Processing

3.3.1 Transcription

The author carefully transcribed the pronunciation of the recorded speech in the
Database I. We did not define any special symbols for mispronunciation, fillers, or
laughs. We used a comma only at a pause in a sentence, a period at the end of a
sentence, and a question mark at the end of a sentence that ends with rising intonation.
The ratio of question sentences, those having a question mark at the end, to the other

sentences is about 3:7. We separated sentences according to the following criteria.

«+ A place we can separate sentences grammatically followed by a pause.
« A place where a turn-taking occurs.

« A place right after a rising intonation.

All the symbols used in the transcription are listed in Table 3.2. We did not use any
accent symbols, although Japanese is a pitch-accent language, because the results of

automatic morphological analysis and accent estimation are not usable because of
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Table 3.2: Symbols used in transcription of Database I.

Vowels a, e i,o,u

b, by, ch, d, dy, £, fy, g, gw, gy, h, hy, j, k, kw, ky, m, my,

Phonemes Consonants
n, N, ng, ny, p, py, I, Iy, s, sh, t, ts, ty, v, w, y, z

Other cl (geminate consonant)

pau (comma), sil (start of a sentence and period),

Pauses gsil (question mark)

the difference between the slightly old-fashioned Japanese dialects, which is spoken
by characters in the stories, and the modern standard Japanese. Of course, manual

labeling of accents is impractical because it is time consuming.

3.3.2 Context Labels

We also appended context labels to each sentence in the Database I (Table 3.3). All the
labels, excluding part, were defined by the author because no well-known categories

of them exists in rakugo.

We believe the role of the character is important because almost all speech in
rakugo, especially in the main part, is composed of conversations or dialogues between
multiple characters. The individuality of the character is a special category for fool
characters, usually called Yotaro, who often appear in rakugo stories. We believe the
condition of characters is also important because characters speak in various styles
according to their emotions, intention, the situations, etc. All the styles were defined
by the author via carefully listening to speech and reading context. The relationship
of the talking companions was defined because in conversations or dialogues (between
two characters) in rakugo, one must be considered the superior and the other as an
inferior. The n_companion (number of the talking companions) was defined because
characters may talk to themselves or speak to one person or multiple persons. The
distance to the talking companions was defined because characters may speak to
someone near or far from them. In the context of a particular part of the story, we
considered maeoki (greetings) and musubi (conclusion) as makura (introduction) and

ochi (punch line), respectively.
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Table 3.3: Context labels (hanashika refers to speech not by any characters).

Group Name Details

gender: hanashika, male, female; age:
hanashika, child, young, middle-aged, old;
role of character social rank: hanashika, samurai, artisan,
merchant, other townsperson, countryper-
son, with other dialect, modern, other

ATTRibute of character

individuality of character  hanashika, not fool, fool

neutral, admiring, admonishing, affected,
angry, begging, buttering up, cheerful,
complaining, confident, confused, con-
vinced, crying, depressed, drinking, drunk,
eating, encouraging, excited, feeling sick,
feeling sorry, feeling suspicious, finding it
easier than expected, freezing, frustrated,
ghostly, happy, hesitating, interested, jus-
tifying, kakegoe (shouting/calling), loud
voice, laughing, leaning on someone,
lecturing, looking down, panicked, pet-
directed speech, playing dumb, putting up
with, rebellious, refusing, sad, scared, se-
ducing, shocked, shouting, sketchy, small
voice, sleepy, soothing, straining, surprised,
swaggering, teasing, telling off, tired, try-
ing to remember, underestimating, unpleas-

CONDition of character condition of character

ant
relationship to talking  hanashika, narrative, soliloquy, superior,
companions inferior
SITuation of character n_companion: number of  hanashika, narrative, soliloquy, one, two
talking companions or more

distance to talking com-

panions hanashika, narrative, near, middle, far

STRucture of story part of story makura, main part, ochi

3.4 Statistical Analysis on Acoustic Features

3.4.1 Overview

In order to investigate characteristics of rakugo speech, we performed some basic
statistical analyses on acoustic features, i.e. mean logarithmic fundamental frequency

(Inf;) and duration per mora, for each of the context labels using the Database I.
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Figure 3.2: Mean Inf; of each role over whole of Database L.

3.4.2 Role

Mean Inf; and duration per mora of each role over the whole of Database I is shown in
Figures 3.2 and 3.3. Green, blue, red, and light blue bars refer to hanashika, gender, age,
and social rank, respectively. We can find that the performer (Yanagiya Sanza) did
not obviously distinguish characters from each other except hanashika using f,. On
the other hand, he differentiates speaking rate (duration per mora) to distinguish
characters. It should be noted that the manner to distinguish characters depends on

performers (e.g. Chapter 7).

3.4.3 Individuality

Mean Inf, and duration per mora of each individuality over the whole of Database I
is shown in Figures 3.4 and 3.5. Similar to the case of role, the performer represents a

character’s individuality more by changing speaking rate than by changing f;.
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Figure 3.3: Duration per mora of each role over whole of Database I.

3.4.4 Condition

Mean Inf, and duration per mora of each condition over the whole of Database I is
shown in Figures 3.6 and 3.7. We can find that the performer uses both f, and speaking
rate to act various speaking styles. In particular, he drastically changes speaking rate

for some conditions.

3.4.5 Relationship

Mean Inf; and duration per mora of each relationship over the whole of Database I is
shown in Figures 3.8 and 3.9. Similar to the case of role, the performer represents

relationship more by changing speaking rate than by changing f;.

3.4.6 N_companion

Mean Inf, and duration per mora of each n_companion over the whole of Database I

is shown in Figures 3.10 and 3.11. Similar to the case of role, the performer represents
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Figure 3.4: Mean Inf; of each individuality over whole of Database I.

the number of talking companions more by changing speaking rate than by changing

fo-

3.4.7 Part

Mean Inf; and duration per mora of each part over the whole of Database I is shown in
Figures 3.12 and 3.13. Similar to the case of role, the performer differentiates speaking

rate more than f, for each part.
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Figure 3.7: Duration per mora of each condition over whole of Database I.
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Speech Synthesis and Its Relationship to

Entertainment

4.1 Introduction to Speech Synthesis

4.1.1 Overview

Speech synthesis is the process in which a machine produces speech. Speech synthesis
converts source information to speech, and in current speech synthesis, the source
information is typically a text (text-to-speech; TTS) (Figure 4.1). Speech synthesis has a
history of hundreds of years [61].

Today, we face a lot of synthesized speech in our everyday lives. Speech synthesis is
broadly used in commercial products and services such as interactive voice response [7, 8,
9,10, 11], car navigation systems [12, 13], voice assistants [14, 15, 16, 17], conversational
systems for telephone [18, 19], reading books [20], screen readers [21, 22, 23, 24, 25, 26],

broadcasting including narration for TV programs [27, 28], and announcements for
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Text — Conversion — Speech

Figure 4.1: Example structure of TTS.

public transport. In such products and services, speech synthesis remarkably reduces
human efforts and/or makes it possible to produce products or services that would be

unrealistic with using only human’s speech.

4.1.2 Concatenative Speech Synthesis vs. Statistical Parametric

Speech Synthesis

Most practical TTS is computer-based, and there are two major methods: Concate-
native speech synthesis (CSS) and statistical parametric speech synthesis (SPSS).
CSS concatenates recorded waveforms or waveform units into an output waveform
matching the input. Especially in the case of concatenating adaptively-split waveform
units into a waveform matching the input of any content, it is called unit selection
speech synthesis (USS). SPSS calculates an output waveform based on statistical
parametric model(s) matching to the input. Hidden-Markov-model-based (HMM-based)
models [62] and deep-learning-based ones [63] are famous and frequently used.

As mentioned above, CSS concatenates recorded waveforms or waveform units into
an output waveform matching the input. Figure 4.2 shows the example mechanism of
CSS (USS). In this mechanism, waveform units are concatenated considering target
costs (how well the unit matches the input) and concatenation costs (how smooth the
neighbor units are concatenated). CSS has been widely used commercially because
it needs relatively light computational costs during synthesis, and it can produce
speech as natural as human albeit under limited conditions, especially in the case
that an output waveform that perfectly matches the entire input has been recorded
and is stored in the database (in short, just playing the recorded speech). These
features are reasonable and attractive in commercial use. However, the quality of
synthesized speech can be easily decreased when no suitable waveforms exists in the

database. Even worse, CSS is not flexible. For example, CSS is not good at synthesizing
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Figure 4.2: Example mechanism of CSS (USS).

a waveform in various speaking styles because it just concatenates waveform units to
synthesize an output waveform. If we want to change speaking styles of CSS, we
basically have to record enough speech and build an independent model from scratch

for each speaking style. The same is true for changing speakers.

On the other hand, SPSS (Figure 4.3) is far more flexible. Since SPSS generates an
output waveform based on statistical models, we do not have to build an independent
model from scratch for each speaking style or speaker. We can adapt a model from an
existing one, or just build a mixed model using all the speaking styles and speakers with
their identifiers. Moreover, although HMM-based models could not produce speech
that has human-comparative naturalness and they have suffered from their “synthetic”
voice, which is derived from oversmoothing of parameters, some deep-learning-based

models finally succeeded in producing speech that sounds as natural as human
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Figure 4.3: Example structure of SPSS.

speech [29, 30], albeit in the case of well-articulated read speech. Today SPSS is
spreading its commercial use [64, 65] even though it needs relatively (HMM) to very

high (deep learning) computational costs during synthesis.

4.1.3 Pipeline/Frame-by-Frame Model vs. End-to-End/Sequence-
to-Sequence Model

Conventionally, it has been difficult to directly convert input text to output waveform;
therefore the converting process has been usually split into some sub-processes to be
solved independently. A TTS model based on such a framework is called a pipeline
model (Figure 4.4). Because acoustic features in most pipeline SPSS are estimated
frame by frame based on estimated phonetic duration, the term frame-by-frame model
is therefore also frequently used. The typical process of pipeline/frame-by-frame

models is as follows:

Sub-process 1: Convert input text to linguistic information by a text analyzer.

Sub-process 2: Convert the linguistic information to acoustic information by acoustic

models.
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Sub-process 3: Convert the acoustic information to output waveform by a (conven-

tional signal-processing-based) vocoder.

In the sub-process 1, an independent text analyzer converts an input text to
linguistic information, such as phonemes, accentual information, positional information,
accentual phrase boundary, intonation phrase boundary, and parts of speech. In the
sub-process 2, the duration of each phoneme is estimated, and spectral parameters and
fundamental frequencies (f,s) are estimated from the linguistic information within the
duration. Finally in the sub-process 3, the output waveform is generated through a
(conventional signal-processing-based) vocoder such as [66, 67, 68, 69] from further
estimated spectral parameters and f,s frame by frame.

Pipeline/frame-by-frame models have been widely used because of practical
reasons and their ease of maintenance. For example, when we get a linguistic error
during synthesis, we can just fix the text analyzer and do not need to fix the other
modules. Such ease of maintenance is attractive especially in commercial use. However,
because the sub-processes above are optimized independently, the output waveform is
generated not considering the global optimization, and necessarily the quality tends to
be not ideal.

To deal with this problem, many attempts have been actively conducted to combine
the sub-processes using deep neural networks and get close to the global optimization.
A TTS model based on such an approach is called an end-to-end model (Figure 4.5).
Typical end-to-end models estimate an acoustic feature sequence based not on frame
by frame but on an input text sequence, the term sequence-to-sequence model is
therefore also frequently used. End-to-end/sequence-to-sequence models greatly
improved the quality of synthesized speech, and they contributed to and enabled the
realization of TTS that can produce speech that sounds as natural as human speech in

the case of well-articulated read speech [29, 30].

4.1.4 Typical Structure of End-to-End/Sequence-to-Sequence TTS

While many end-to-end/sequence-to-sequence TTS models have been proposed,
Tacotron 2 [29] and Transformer TTS [30] are representative ones. Both of them are
classified as autoregressive end-to-end/sequence-to-sequence TTS. A typical structure

of autoregressive end-to-end/sequence-to-sequence TTS is shown in Figure 4.5. An
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Figure 4.4: Example structure of pipeline/frame-by-frame TTS.

autoregressive end-to-end/sequence-to-sequence TTS has an encoder, decoder, and
attention modules. These modules convert an input text sequence to a spectrogram.

Then a neural vocoder is used to convert the spectrogram to a waveform.

Encoder

An encoder converts an input text sequence to a hidden encoded feature sequence. In
the case of Tacotron 2, the encoder is composed of a stack of convolutional neural
networks (CNNs) and a bi-directional long short-term memory (LSTM) [70]. In the
case of Transformer TTS, the encoder is composed of an encoder pre-net, which is
composed of CNNs, and a stack of encoder blocks, each of which is composed of a

multi-head attention and a feed-forward network (FFN).
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Figure 4.5: Example structure of end-to-end/sequence-to-sequence TTS.

Decoder

A decoder converts the hidden encoded feature sequence to a spectrogram. In the
case of Tacotron 2, the decoder is composed of an FFN and LSTMs. In the case of
Transformer TTS, the encoder is composed of an decoder pre-net, which is composed
of FFNs, and a stack of decoder blocks, each of which is composed of a masked
multi-head attention, a multi-head attention, and an FFN. Both in the cases of Tacotron
2 and Transformer TTS, the decoders predict a spectrum of a time step based on the
spectrum of the previous time step. That is the reason they are called autoregressive

end-to-end/sequence-to-sequence models.

Attention

When a decoder converts the hidden encoded feature sequence to a spectrogram,
the decoder predicting a spectrum of a time step should pay attention to the related
locations of the hidden encoded feature sequence. An attention module serves such a
function. Namely, the attention module maps the encoder-decoder time steps.
Attention module is classified into two types: Soft attention and hard attention.

Soft attention maps a time step of the decoder and time steps of the encoder where
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sum of the mapping weights equals to 1. On the other hand, hard attention maps a

time step of the decoder and a time step of the encoder.

Neural Vocoder

A neural vocoder is a neural network that converts a spectrogram to a waveform. After
the appearance of WaveNet [35] vocoder [71, 72] as the first neural vocoder, many
neural vocoders have been proposed [73, 74, 75, 41, 76]. We use a WaveNet vocoder in
this thesis because it is a state-of-the-art neural vocoder with regard to the quality of
the output waveform while its inference speed is very slow.

Neural vocoders can produce waveforms with prominently better quality than
conventional signal-processing-based vocoders can in terms of speech synthesis.
Partially owing to their outstanding performance, as mentioned in 4.1.3, the combination
of end-to-end/sequence-to-sequence models and neural vocoders enabled the realization
of TTS that can produce speech that sounds as natural as human speech for well-

articulated read speech [29, 30].

Non-Autoregressive Models

While autoregressive (AR) end-to-end/sequence-to-sequence models such as Tacotron
2 and Transformer TTS can produce very high quality speech, they take a relatively
long time to produce speech because they predict a spectrum at a time step depending
on the spectrum at the previous time step (autoregressive). To shorten synthesis time,
several non-autoregressive (NAR) models have been proposed [77, 78, 79, 80, 81, 82].
The quality of speech produced by NAR models is also very high, but it is somewhat
poorer than that of speech produced by AR models.

4.2 WhyEnd-to-End/Sequence-to-Sequence TTS is Suit-
able for Synthesizing Rakugo Speech

We first attempted traditional pipeline/frame-by-frame neural speech synthesis models

for synthesizing rakugo speech, but the quality of synthesized speech was very poor'.

ISpeech samples of pipeline/frame-by-frame models are available at https://nii-yamagishilab.github.
io/samples-rakugo/pipeline/


https://nii-yamagishilab.github.io/samples-rakugo/pipeline/
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In this thesis, we therefore chose an end-to-end/sequence-to-sequence model as an
architecture of rakugo speech synthesis. There are two strong reasons underpinning

the use of end-to-end models.

The first reason is that automatic phoneme segmentation and automatic f, extraction
are difficult for rakugo speech, especially for highly expressive speech. Pipeline/frame-
by-frame models normally require phoneme boundary information as inputs [63]. But
in the case of rakugo speech, the result of automatic estimation was extremely poor. In
addition, f, extraction also failed for non-speech sounds given by the performer, such
as coughs, yawns, snores, sighs, and knocks, which sometimes play an important role

in rakugo performance.

The second reason is that rakugo speech uses slightly old-fashioned Japanese
dialects as mentioned in 2.2. In the case of pipeline/frame-by-frame TTS (Figure 4.4),
an input text is first converted into linguistic features by the text analyzer. In the case
of Japanese, the linguistic features are typically phonemes, accentual information, and
other linguistic information, such as positional information, phrasal information, and
parts of speech [83]. Japanese text analyzers process an input text based on grammatical
rules and dictionaries. We need text analyzers for slightly old-fashioned Japanese
dialects; Japanese text analyzers, however, are ordinary designed for processing modern

standard Japanese. An example of incorrectly analyzed rakugo text is listed in Table 4.1.

On the other hand, end-to-end/sequence-to-sequence TTS does not have any
explicit text processing modules. This means that it reduces the requirement for
prepared linguistic information to synthesize speech. Namely, we do not need to
prepare detailed information, i.e., accentual information”, positional information,
phrasal information, and parts of speech. This ease is very useful to rakugo speech
synthesis because automatic text analysis is practically impossible for the Japanese
language used in standards. The f, extraction can also be avoided if the model predicts
a mel spectrogram or waveform. Therefore, end-to-end/sequence-to-sequence TTS

models are more suitable for rakugo speech.

2Many Japanese TTS studies using end-to-end/sequence-to-sequence models actually use accentual
information as an input. This is because we can get more natural speech with input accentual information
especially in terms of prosody. In this thesis, we do not use any accentual information to avoid
time-consuming manual pitch accent annotation.
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Table 4.1: Example of incorrectly analyzed rakugo text. Pitch falls at “ ™\ does not falls
at“ - 7 represents accentual phrase boundary.

Z—o2d, BULWIAN, FOBsIEEZTYF T
AV FIHLoTHE, A—KER, EoHR HOD
EWED, BIZhhoT, NEANRNANANZEHLA
TW5,
IT—vy bk | ANV TUH aF N - T
YUy R—=—F TV FIAVFT - TvT I
Analysisresult b, A\ — - A\—FF., vwvI\pgF, 2V F
HNA « MUH | UNFZ - ANy T, AN XK
INRINR « SN R - ZILINVTAI,
T—yh | AVN—HA aX) - TN
VYINIFA - IV FIAYFT - TNy T
Expectedresult ~, *— - A\—FF, wwvi\pg}F, ¢ ./F
HNA - MIUHA . INFZ - ANy T, NN XK
INR - XNANR - ZILIN VT A,

Text

4.3 Relationship Between Speech Synthesis and En-

tertainment

4.3.1 Overview

As mentioned in 1.1, conventional speech synthesis studies do not focus on stirring
listeners’ emotions as a role of speech. However, singing voice synthesis, which is the
process in which a machine synthesizes a singing voice and is a similar technology to
speech synthesis, has already stirred listeners’ emotions. Since the launch of Hatsune
Miku [84], the most famous commercial singing voice synthesizer, in 2007, millions of
performances using Hatsune Miku have been created, and singing voice synthesis
has established its status as a culture today. She performed in tens of concerts in
Japan in 2019 alone, and has been performed in concerts all over the world since
2014 [85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97]. In 2019, an attempt to revive a dead
star singer voice succeeded, greatly impressing audiences [98, 99, 100]. The revived
singer performed in the largest TV concert in Japan in 2019 [101].

On the other hand, in speech synthesis, there are no such entertaining performances
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at the professional level as far as we know. Speech synthesized entertaining perfor-
mances including those of rakugo using TTS or singing voice synthesizer with many
manual interventions are sometimes submitted to online video platforms [46, 47, 48],
but unfortunately, in our opinion, the quality of them is far poorer than that of human
professionals. We believe that speech synthesis should also have an ability to entertain

audiences, and realization of this will enrich and change our lives and cultures.

4.3.2 Difference Between Rakugo and Audiobook Speech/TTS

Some readers may wonder how rakugo speech and its TTS differ from the speech of
audiobooks, which is an active research topic in the speech synthesis field, and its TTS.
An audiobook is a recording of a book read aloud. Recorded speech is conventionally
human speech, but today synthesized speech is getting to be used as audiobook
speech [20]. Audiobook speech synthesis has frequently been the theme of speech
synthesis competitions [102, 103, 104, 105, 106, 107].

The main difference between rakugo speech synthesis and audiobook speech
synthesis is that almost all parts of a rakugo story consist of conversations and
dialogues between characters that are played by a performer from memory, and the
conversations and dialogues make the story progress. As mentioned above, there are
few narrative sentences in the conversational parts. In other words, rakugo performers
should communicate the story to audiences without explicit explanations.

It should also be noted that rakugo speech is more casually pronounced than that
of audiobooks because rakugo is performed from memory. In addition, expression in
rakugo speech is far more diverse than that of audiobooks because the entire story is
mostly comprised only of conversations and dialogues between characters. Also, as
mentioned above, the Japanese language used in traditional rakugo stories is somewhat
old-fashioned, and each character speaks a different dialect, sociolect, and idiolect
according to his or her gender, age, social rank, and individuality.

Moreover, since rakugo is a form of entertainment, we argue that whether audiences
are being entertained by rakugo speech or its TTS is essentially important. In addition,
since the rakugo performance mainly consists of conversations and dialogues, building
an appropriate rakugo TTS would also help us design improved conversational speech

synthesizers.
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Initial Modeling of Rakugo Speech Using

Sequence-to-Sequence Speech Synthesis

5.1 Motivation

One of the main topics of this thesis is building rakugo speech synthesis. As described
in 4.2, we first attempted traditional pipeline/frame-by-frame neural speech synthesis
models to synthesize rakugo speech, but the synthesized speech had very poor
quality; therefore we decided to use an end-to-end/sequence-to-sequence model as an
architecture. On the other hand, we doubted that ordinary end-to-end/sequence-to-
sequence model with a soft attention mechanism like Tacotron 2 could model rakugo
speech well because rakugo speech is far more expressive than read-aloud speech.
We therefore attempted a new encoder-decoder sequence-to-sequence TTS without
soft attention mechanism, which maps the encoder-decoder time steps but occasionally
causes unacceptable errors because of poor training of the alignment, to deal with the

casualness and diversity of rakugo speech. The content of this chapter is based on
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[Pub1].

5.2 Models

5.2.1 SSNT-Based Speech Synthesis

In this section, we introduce the segment-to-segment neural transduction (SSNT)
based TTS [108]. The SSN'T-based TTS is an encoder-decoder model that can input a
text or phoneme sequence and output a variable length of a mel spectrogram, but
unlike all other encoder-decoder TTS [29, 30, 31, 33, 34, 109], the SSNT-based TTS
does not use the soft attention mechanism, such as additive attention [110], forward
attention [111], Gaussian mixture model (GMM) attention [112], location-sensitive
attention [113], and self-attention [114]. This is because soft attention mechanisms
are too flexible. Context vectors of an attention network are allowed to use input
information at any time step of the encoder network. If the attention network is
not well-trained, this results in unacceptable errors such as skipping input words,
repeating the same phrases, and prolonging the same sounds.

Since a speech synthesis database normally has speech data and corresponding
text aligned well, it is reasonable to have more explicit constraints. The SSNT-based
TTS uses such explicit constraints. In SSNT [115], originally proposed for abstractive
sentence summarization and morphological inflection in natural language processing,
the decoder is allowed to consider the following two alignment options only: 1) Stay at
the same encoder time step and increment the decoder time step and 2) transit to the
next encoder time step and increments the decoder time step. It then computes a joint
probability of an output feature sequence and the left-to-right self-transition alignment
based on a trellis structure (Figure 5.1). The above motivation is very similar to the
hidden Markov model (HMM), but SSNT uses neural networks to compute alignment
probabilities in a nonlinear way:.

The overall network structure of the SSNT-based TTS used in our experiments is
shown in Figure 5.2. The main network is composed of an encoder and a decoder.

The structure of the encoder is the same as that of Tacotron 2 [29]. In the encoder,
each input phoneme is embedded into a 512-dimensional vector. This vector can be

concatenated to a style embedding, which will be described in 5.2.2, or a context
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Figure 5.1: Trellis structure of SSNT-based TTS. x; and y; are input and output,
respectively. Red path represents alignment between input and output.

embedding, which is derived from the input context labels listed in Table 3.3. The
(concatenated) vector is input to three convolutional neural networks (CNNs) each
containing 512 filters with a 5 X 1 shape (same padding [116]), followed by batch
normalization [117] and rectifier linear units (ReLU) activations. The final output
of the final CNN is then passed into a bi-directional [118] long short-term memory
(LSTM) [70] that has 512 units (256 units per direction) to generate the final encoded
features.

The output of the encoder is expected to have non-linearly encoded linguistic
information. This is passed onto the decoder and concatenated with the information
obtained from auto-regressive feedback. The predicted acoustic feature at the previous
time step is fed back to a pre-net, a feed-forward network (FFN) that has 2 fully-
connected layers of 256 ReLU units. This acts as an information bottleneck. The
pre-net output is processed with 2 unidirectional LSTMs each containing 1,024 units.
These LSTMs further consider contextual information of the feedback, and the output

of the final LSTM is concatenated with the output of the encoder. This vector is further
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Figure 5.2: The overall network structure of the SSNT-based TTS. Dashed lines refer
to SSNT-ATTR+ and SSNT-context+. B represents delay of one time step. Network
structure of reference encoder and style token layer is shown in Figure 5.3.

transformed via an FFN that has 2 fully-connected layers of 256 tanh units, and is used
as the basis of alignment and of emission networks. The alignment network predicts
the above two transition probabilities via a sigmoid layer, and the emission network
predicts a mel spectrum at the current decoder time step using an FFN that has 2

fully-connected layers of 80 linear units.

Training is conducted through minimizing the summation of the mean squared
errors (MSEs) of the spectrograms. During training, dropout [119] is applied to each
layer of the FFN in the pre-net and CNNs with probability 0.5 for regularization.
Zoneout [120] is also applied to each LSTM with probability 0.1 for further regularization.
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During the training, we used a forward-backward algorithm to optimize the network.
During the synthesis, we used greedy decoding to generate speech. For more details,

please refer to [108].

5.2.2 Global Style Tokens with SSNT-Based Speech Synthesis

We also used global style tokens (GSTs) [37] to enrich the speaking style of synthesized
speech and make characters distinguishable from each other. The GST framework
is a prosody transfer approach for end-to-end/sequence-to-sequence TTS. In this
framework, we assume that TTS systems have access to a reference audio file from
which we can borrow prosody and the speaking style, which are transferred to synthetic
speech produced by the TTS system. Its role is to extract the prosody and speaking style
that cannot be explained by the text input. The GST framework first extracts prosody
from reference audio via a reference encoder and then creates a style embedding
vector, which will be propagated to the decoder network. This can be easily integrated
into the above SSNT-based TTS.

The architecture we used is basically the same as the original one, except for some
parameters (Figure 5.3). An input or reference audio sequence, 80-dimensional mel
spectrogram, is passed into a reference encoder. The reference encoder is composed of
6-layer 2D convolution layers with batch normalization and a 128-unit gated recurrent
unit (GRU) [121]. Each convolution layer is made up of 3 X 3 filters with 2 X 2 stride
(same padding) and ReLU activation. Batch normalization is applied to each layer. The
number of filters in the layers are 128, 128, 256, 256, 512, and 512. The output of the
final layer is passed into the GRU. The final state of the GRU is then passed into a
network called the style token layer.

The style token layer is composed of 10 randomly initialized 512-dimensional
embeddings called style tokens and a multi-head attention. The output of the reference
encoder and tanh-activated tokens are then mapped by the multi-head attention. Any
number of heads of the attention can be used if the dimension of style tokens can be
divided by this number. If the number of heads is h, the dimension of tokens is 512/h.
The attention calculates the weights over tokens, and the weighted summation of
tokens is treated as a style embedding, which will be concatenated to the phoneme
embeddings output from the encoder of the SSNT-based TTS. The style embedding
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Figure 5.3: Network structure of reference encoder and style token layer.

vector is constant within a sentence.

5.2.3 Tacotron-Based Speech Sythesis

We used Tacotron-based models as references. The model architecture, shown in
Figure 5.4, is based on Tacotron 2 [29] but a somewhat different. The main network is
composed of an encoder, a decoder, and an attention network, which maps each time
step of the encoder and that of the decoder. The encoder is the same as those of the
SSNT-based model and Tacotron 2. The GST framework is not used in this model.
The output sequence of the encoder is used by an attention network that compresses
the full encoded sequence as a fixed-length context vector for each decoder time step.
We used forward attention with transition agent [111] instead of location sensitive
attention [113], which is used in the original Tacotron 2, to learn the alignment
between the encoder and decoder time steps more robustly and faster. The forward
attention algorithm has a left-to-right initial alignment, which is useful because all the

alignments of encoder-decoder TTS should be left-to-right because the output speech
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Figure 5.4: Overall network structure of Tacotron-based TTS. m represents delay of one
time step.

has to be produced from the beginning to the end of the input text. For more details,
please refer to [111].

In the decoder, the predicted mel spectrum in the previous time step is first passed
into a pre-net, an FFN that has 2 fully-connected layers of 256 ReLU units. The pre-net
output and the context vector from the attention network at the previous time step are
concatenated and passed into 2 unidirectional LSTMs each containing 1,024 units.
Using the output sequence of the LSTMs and encoder output, the context vector at the
current time step is calculated. Then the concatenation of the output of LSTMs and
context vector is passed into an FFN that has a fully-connected layer of 80 linear units
to generate a mel spectrum. A post-net is not used unlike the original Tacotron 2 to

match to the SSNT-based model, which does not have a post-net.

In parallel with the spectrogram prediction, the concatenation of the output of
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decoder LSTMs and the attention vector is projected to a scalar and activated by a
sigmoid function to predict the probability of the completion of the output sequence.

This probability is called the “stop token.”

Training is conducted through minimizing the summation of the MSEs of the
spectrograms, the binary cross entropy loss of the stop token, and the L2 regularization
loss. During training, dropout is applied to each layer of the FFN in the pre-net
with probability 0.5 for regularization. Zoneout is also applied to each LSTM with
probability 0.1 for further regularization.

5.3 Experiments

5.3.1 Purpose of Experiments

We modeled rakugo speech with two different types of models, SSNT-based (5.2.1) and
Tacotron-based (5.2.3) models. We first analyzed alignment errors of synthesized
speech. Almost all the encoder-decoder sequence-to-sequence TTS including the
Tacotron-based one above use a soft attention mechanism to map each time step
of the encoder and that of the decoder. In speech synthesis, alignments should be
left-to-right. The soft attention mechanism does not have such a restriction, so it may
cause alignment errors. The stop token used in the Tacotron-based TTS may fail
to predict the termination of a sentence. The SSNT-based TTS does not incur any
alignment error after infinite iterations of training. However, because we can actually

train models in finite iterations, it may incur alignment errors of incompleteness.

We also conducted a listening test to compare their performances and assess how
they are accepted by the public. Since a rakugo paragraph is composed of conversations
or dialogues between characters, we are interested in not only the naturalness of
synthesized speech, but also how accurately listeners distinguish characters, how well

listeners understand the content of the speech.
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5.3.2 Models and Samples Used in the Experiments

We used 16 fully-annotated stories out of the total 25 stories in the Database I'. The 16
stories are about 4.31 hours long in total, except for pauses between sentences, and
contain 7,337 sentences. We used 6,459 sentences for training (3.74 hours), 717 for
validation (0.42 hours), and 161 for testing (0.15 hours). The training and validation sets
did not include very short (< 0.5 s) or very long (> 20 s) speech to reduce alignment
errors during training. It should be noted that the total amount of speech was rather
small. We attempted to build Tacotron-based models with a larger amount of speech
containing the very short or very long speech above, and we also attempted to fine-tune
from well-trained Tacotron-based models trained with read speech [122], but their
quality was similar to or worse than those that produced the results below.

We trained several models for our experiments.

« SSNT is an SSNT-based model, and no style embeddings or context features are

input.

o SSNT-GST-n is an SSNT-based model with GSTs with an n-head multi-head
attention. We used 4, 8, 16, 32, and 64 as n. It should be noted that the reference

audio of the test sets is natural speech itself”.

+ SSNT-ATTR is an SSNT-based model with manually labeled context features
belonging to ATTR (role and individuality) only. The dimension of the context
embedding is 4.

« SSNT-context is an SSNT-based model with all the manually labeled context

features. The dimension of the context embedding is 68.

+ SSNT-ATTR+ and SSNT-context+ are the same models as SSNT-ATTR and
SSNT-context, respectively, except for the additional concatenation of the context
embedding with encoder outputs and feedback to the decoder (dashed lines

shown in Figure 5.2).

! Annotation of the database is a work in progress
“This is a choice by design since this makes comparisons of *-GST-n with other systems that use
manually labeled contest features fairer.
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« Tacotron, Tacotron-ATTR, and Tacotron-context are the same models as
SSNT, SSNT-ATTR, and SSNT-context, respectively, but the Tacotron-based
model is used instead of SSNT.

We trained each model with about 3,500 epochs (mini-batch size: 32, 700,000 steps
(SSNT), mini-batch size: 96, 250,000 steps (Tacotron)) with an initial learning rate of
0.0001, and the learning rate was decayed exponentially. The optimization method
was Adam. The number of mel filters for spectrograms was 80. The spectrograms
were converted from 48 kHz/16 bit waveforms with 50-ms-long frame, 12.5-ms frame
shift, Hann window, and 4,096-long fast Fourier transform. The waveforms were
normalized to —26 dBov by sv56 [123] in each sentence. Values of the spectrograms
were transformed into 0 mean and 1 standard deviation at each dimension over all the
data.

Predicted mel spectrograms were converted into waveforms by using a WaveNet
vocoder trained with natural mel spectrograms and waveforms of all the training,

validation, and test sets. The sampling rate of the waveform was 16 kHz".

5.3.3 Alignment Error Analysis
Details of Analysis

As objective evaluation, we first compared the rates of obvious alignment errors of
the SSNT-based and Tacotron-based systems. We used the test sentences and first
generated an alignment probability of each of the input phoneme sequences. We then
computed the expected values of the alignment probability over decoder time steps.
This tells us which phoneme input within a sentence is used at each encoder time
step in general. Because the phoneme sequence should be used from the beginning
to the end sequentially in order, we can easily tell that an obvious error happens if
adjacent encoder time steps have a large gap (e.g. four time steps or more) or if the next
encoder time step is not a monotonic increase (e.g. minus two time steps). Moreover,
we counted it as an error if the last encoder time step does not correspond to the last

decoder time step. It may incur in the SSNT-based systems because we can train them

3Speech samples are available at https://nii-yamagishilab.github.io/samples-rakugo/201909_SSW10/.
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Table 5.1: Alignment error rates (%) for the test set.

System

SSNT 1.86
SSNT-GST-4 2.48
SSNT-GST-8 1.86
SSNT-GST-16 3.11
SSNT-GST-32 1.86
SSNT-GST-64 3.73
SSNT-ATTR 2.48
SSNT-ATTR+ 1.24
SSNT-context 1.86
SSNT-context+ 1.24
Tacotron 28.57

Tacotron-ATTR 29.19
Tacotron-context 26.09

record ID: b'motoinu_139'
inputtext: ¥ 3aFVATITTINvTIMNF) IAY, AYA RFTTHYVAAZF=AZA v Ho 1 F 0 v745,
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Figure 5.5: Example of obvious alignment errors on a Tacotron-based model.

in finite iterations though they always reach the last decoder time steps with infinite

iterations of training.

Results

Alignment error rates per system are listed in Table 5.1. We can see that the SSNT-based
systems greatly reduced the alignment errors. SSNT-ATTR+ and SSNT-context+ got the
lowest error rates. Additional concatenation of context embeddings with encoder

outputs and feedback to the decoder seems to reduce alignment errors further.
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Figure 5.6: Alignment of an SSNT-based model for the same sentence as 5.5

Discussions

The SSNT-based models had very low alignment error rates. We think this is because
alignment transition in SSNT is more restricted than that of the soft attention
mechanism. The additional concatenation probably helped the alignment network
to use context features well. Figure 5.5 is an example of obvious alignment errors
caused by a Tacotron-based model. In contrast, the SSNT-based models aligned the

encoder-decoder time steps well (Figure 5.6).

5.3.4 Listening Test
Test Conditions

We selected a set of sentences comprising a short story as materials for the listening
test. A total of 161 sentences consisting of 12 stories” were prepared, and sentence-level
audio files were concatenated as one audio file per story. Because the speech samples
were predicted sentence by sentence, and pauses between sentences were not predicted,
the pauses between sentences used in the test were the same as those of real audio
recordings. These should be predicted by systems, but that is out of the scope of this
thesis. Listeners evaluated speech NOT in sentence-by-sentence samples but in a
whole story. Natural speech recordings are not included in our test because we wanted
to see the differences between the systems more precisely instead of the differences

between TTS and natural speech.

“The details of the test stories are described in Appendix A.
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We conducted a five-scale mean opinion score (MOS) test. In each evaluation
round, listeners listened to the same short story generated using one of the models
listed in 5.3.2 in each screen. For each round, the permutation of the systems were
randomly selected. One of the speech was presented on each screen, and listeners

answered three MOS-based questions:

1) How natural did the speech sound? (naturalness)
2) How accurately did you think you could distinguish each character?

3) How well did you think you could understand the content?

A total of 135 listeners conducted 453 evaluation rounds through crowdsourcing.

Results

The results are shown in Figure 5.7.

For statistical analysis, we conducted Brunner-Munzel tests [124] with Bonferroni
correction among the scores for all the model combinations. We can see that the
proposed SSNT-based models had higher scores than the Tacotron-based models in all
three questions. Among the SSNT-based models, SSNT-GST-8 slightly outperformed
the others. GSTs generally could increase the quality of speech and its representation,
but too many heads of multi-head attention seem to reduce quality. The same can be
said about manually labeled context features (SSNT-ATTR(+) vs. SSNT-context(+)).
Additional concatenation of the context embeddings with encoder outputs and feedback
to the decoder did not increase the scores (e.g. SSNT-ATTR vs. SSNT-ATTR+) though it

reduced alignment errors.

Discussions

The SSN'T-based models outperformed the Tacotron-based models. We think this is
obviously because the alignment error rates for the SSNT-based models is far lower
than those for the Tacotron-based models as mentioned in 5.3.3. The reduction of
scores with too many heads of multi-head attention in SSNT-GST-n was probably

caused by overfitting. Context features did not increase the quality, and too many
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contexts may also drop the quality as SSNT-context and SSNT-context+ did, also
probably because of overfitting.

The scores of question 2 (distinguishability of characters) and question 3 (under-
standability of content) showed similar trends. A better distinction of each character

and a better understanding of the content are probably correlated with each other.

5.4 Summary

We could successfully build initial rakugo speech synthesis using the SSNT-based TTS.
The SSNT-based models used in the experiments could learn the encoder-decoder
alignment well, and produced somewhat natural, character-distinguishable, content-
understandable speech. However, the MOSs of the best model, SSNT-GST-8, were just

around 3.
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Figure 5.7: Boxen plots for each question of listening test. Light blue lines and yellow
dots represent medians and means, respectively. *: p < 0.05, **: p < 0.01, ***: p < 0.005,

: p < 0.001. Only significant differences via Brunner-Munzel test with Bonferroni
correction between SSNT-GST-8 and each system are shown.
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Modeling of Rakugo Speech Using
Tacotron 2 with Self-Attention, Global
Style Tokens, and Manually Labeled

Context Features

6.1 Motivation

After the submission of [Pub1], on which the contents of Chapter 5 are based, we
refined’ our implementation of Tacotron [125, 126], and Tacotron became able to learn

the encoder-decoder alignment well and produce speech of better quality than that of

IThe detail of the refinement is shown in Figure
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Figure 6.1: Our implementation of Tacotron before/after refinement. y;: output mel
spectrum at time t, ¢;: context vector of attention at time ¢, s;: output of attention
RNN at time t. The key is that dropout is applied in the pre-net during training. The
implementation before the refinement (left), y,_; and ¢;_; are concatenated and then
input to the pre-net; therefore the information ¢;_; has will be regularized and partly
forgot because of the dropout during training.

the SSNT-based TTS” (Figure 6.2). In this chapter, we attempt the (refined) Tacotron

and an additional architecture to further improve quality of synthesized rakugo speech.

In Chapter 5, we successfully built initial rakugo speech synthesis system which
produced somewhat natural, character-distinguishable, and content-understandable
speech, but unfortunately the quality of speech was not so fine. Also, the refinement of

our implementation enabled Tacotron to synthesize speech of better quality than the

%It should be noted that the implementation before the refinement seemed well in the case of
ordinary speech, as in [127]. The casualness and diversity of rakugo speech certainly make it difficult to
build TTS models properly.
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Figure 6.2: Alignment of the refined Tacotron for the same sentence as 5.5

SSNT-based TTS.

In this chapter, we attempt Tacotron 2 [29], a state-of-the-art speech synthesis
system that produces read-aloud speech that sounds as natural as human speech, and
an enhanced version with self-attention [114] to further improve the quality of speech,
inspired by [127]. The content of this chapter is based on [Pub2].

6.2 Models

6.2.1 Tacotron 2

As mentioned in 6.1, Tacotron 2 is a state-of-the-art speech synthesis system that
produces read-aloud speech that sounds as natural as human speech. Some Tacotron-
based systems can model expressive speech, including audiobook speech well [37,
38, 40, 128]. We therefore argue that modeling rakugo speech using Tacotron 2 is
reasonable.

The architecture of the Tacotron-2-based rakugo TTS model is shown in Figure 6.3.
The main network of this model is strictly the same as the original Tacotron 2 except
that we used forward attention with transition agent instead of location sensitive
attention to learn alignments more robustly and faster.

The main network is composed of an encoder, a decoder, and an attention network,
which maps each time step of the encoder and that of the decoder. The detail of the
encoder and attention network is described in 5.2.3.

The decoder architecture is strictly the same as that of the original Tacotron 2
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Figure 6.3: Overall network structure of Tacotron-2-based rakugo TTS. m represents
delay of one time step. Network structure of reference encoder and style token layer is
shown in Figure 5.3.

unlike the Tacotron-based TTS used in Chapter 5. In the decoder, the predicted mel
spectrum in the previous time step is first passed into a pre-net, an FFN that has 2
fully-connected layers of 256 ReLU units. The pre-net output and the context vector
from the attention network at the previous time step are concatenated and passed
into 2 unidirectional LSTMs each containing 1,024 units. Using the output sequence
of the LSTMs and the encoder output, the context vector at the current time step is
calculated. Then the concatenation of the output of the LSTMs and the context vector
is passed into an FFN that has a fully-connected layer of 80 linear units to generate a
mel spectrum. To predict a residual for improving the reconstruction, the predicted
spectrum is passed into a post-net, 5 CNNs each containing 512 filters with a 5 x 1

shape (same padding) followed by batch normalization. Then tanh activations are
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applied except for the final layer. The summation of the former predicted mel spectrum
and the output of the post-net is the final output mel spectrum.

In parallel with the spectrogram prediction, the concatenation of the output of the
decoder LSTMs and the attention vector is projected to a scalar and activated by a
sigmoid function to predict the probability of the completion of the output sequence.
This probability is called the “stop token”

Training is conducted through minimizing the summation of the MSEs of the
spectrograms both before and after the post-net, the binary cross entropy loss of
the stop token, and the L2 regularization loss. During training, dropout is applied to
each layer of the FFN in the pre-net and CNNs in the post-net with probability 0.5 for
regularization. Zoneout is also applied to each LSTM with probability 0.1 for further

regularization.

6.2.2 Tacotron 2 with Self-Attention

For further improvement, we enhanced the Tacotron 2 above with self-attention [114]
(SA-Tacotron). Self-attention can effectively capture long-term dependencies, and it
was reported that the enhanced version of Tacotron with self-attention exceeds the
original Tacotron [33] for Japanese [127]. We therefore enhanced the Tacotron 2 above
with self-attention. The network structure is shown in Figure 6.4.

The network structure is similar to that presented in [127], except that the encoder
and decoder used in our study are based on Tacotron 2, while those in [127] are based
on Tacotron.

In the encoder, a self-attention block is inserted after the bi-directional LSTM. A
self-attention block consists of a self-attention, followed by a fully-connected layer
with tanh activation and residual connections. This block is expected to capture the
long-term dependency inside the input phoneme sequence. The number of heads
in the multi-head attention [129] in the self-attention is 2, and the dimension is 32.
During training, dropout is applied to the multi-head attention with probability 0.05
for regularization. The encoder generates two output sequences, one is from the
bi-directional LSTM, and the other from the self-attention block.

The output sequences of the encoder are input into two attention networks. The

output sequence from the bi-directional LSTM is used by a forward attention with
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transition agent, the same architecture as the Tacotron 2 described in 6.2.1. On the
other hand, the output sequence from the self-attention block is used by an additive
attention [110]. The context vectors from the two attentions are concatenated and used
in the decoder.

The structure of the decoder is the same as that of the decoder of the Tacotron 2
described in 6.2.1, except that a self-attention block is inserted after the LSTMs. This
block is expected to capture the long-term dependency inside the output sequence.
The number of heads in the multi-head attention in the self-attention is 2, and the
dimension is 1,568 (1024 + 512 + 32).

6.2.3 Global Style Tokens with Tacotron 2 and SA-Tacotron

We also use GSTs to enrich the speaking style of synthesized speech and make
characters distinguishable from each other, as the case of the SSNT-based TTS in
Chapter 5. The architecture is the same as that described in 5.2.2.

We use 8 heads in this chapter based on the results of preliminary experiments.
The estimated style embedding will be concatenated to the phoneme embeddings
output from the encoder of the Tacotron-2-based or SA-Tacotron-based model. The

style embedding vector is constant within a sentence.

6.3 Listening Test

6.3.1 Purpose of Listening Test

We modeled rakugo speech with two different types of models, Tacotron-2-based
(6.2.1) and SA-Tacotron-based (6.2.2) models. We conducted a listening test to compare
their performances and assess how they are accepted by the public.

The same as Chapter 5, since the main part of a rakugo story is composed of the
conversations or dialogues between the characters, we asked listeners not only the
naturalness of synthesized speech, but also how accurately they distinguish characters,
how well they understand the content of the speech. In this chapter, we also asked
them how well the speech entertained them considering that rakugo is a form of

entertainment.
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6.3.2 Models and Samples Used in the Listening Tests

The same as Chapter 5, we used 16 fully-annotated stories out of the total of 25 stories
in the Database I for our listening test. The 16 stories are about 4.31 hours long in total,
except for pauses between sentences, and contain 7,341 sentences’. We used 6,437
sentences (3.74 hours) for training, 715 for validation (0.40 hours), and 189 (0.17 hours)
for testing. The training and validation sets did not include very short (< 0.5s) or very
long (> 20 s) utterances to reduce alignment errors during training.

We trained several models for the listening test.

+ Tacotron is a Tacotron-2-based model, and its input is the phoneme sequence.

No style embeddings or context features were used as an input.

+ Tacotron-GST-8 is a Tacotron-2-based model including GSTs with an 8-head
attention. It should be noted that the reference audio of the test set was natural

speech”.

« Tacotron-ATTR is a Tacotron-2-based model with manually labeled context
features belonging to ATTR (role and individuality) only. The dimension of the

context embedding is 4.

« Tacotron-context is a Tacotron-2-based model with all of the manually labeled

context features. The dimension of the context embedding is 68.

+ Tacotron-GST-8-ATTR and Tacotron-GST-8-con- text are Tacotron-2-based
models with a combination of GSTs with an 8-head attention and manually

labeled context features belonging to ATTR or all contexts, respectively.

+ SA-Tacotron, SA-Tacotron-GST-8, SA-Tacotron-ATTR, SA-Tacotron-context,
SA-Tacotron-GST-8-ATTR, and SA-Tacotron-GST-8-context are the same
models as Tacotron, Tacotron-GST-8, Tacotron-ATTR, Tacotron-context, Tacotron-
GST-8-ATTR, and Tacotron-GST-8-context, respectively, but they are based on

SA-Tacotron instead of Tacotron 2.

3The number of sentences is different from that in Chapter 5 because we reconsidered the point of
splitting sentences for some sentences.

*We used natural speech as the reference audio of the test set to compare *-GST-8 with other models
(*-ATTR and *-context) that use manually labeled correct context features, which were labeled through
listening to recorded speech of the test set, in a fair condition.
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We trained each model for about 2,000 epochs. The mini-batch size was 128. The
initial learning rate was 0.001, and the learning rate was decayed exponentially. The
optimization method was Adam, and the number of mel filters for input spectrograms
was 80. The spectrograms were generated from 48 kHz/16 bit waveforms with 50-ms-
long frame, 12.5-ms frame shift, Hann window, and 4,096-long fast Fourier transform.
The waveform were not normalized unlike Chapter 5 because the training results were
fine without normalization. Values of the spectrograms were normalized into 0 mean
and 1 standard deviation at each dimension over all the data.

Predicted mel spectrograms were converted into waveforms by using a WaveNet
vocoder trained with natural mel spectrograms and waveforms of all the training,

validation, and test sets’. The sampling rate of the output waveform was 16 kHz".

6.3.3 Test Conditions

We selected a set of sentences comprising short stories as materials for the listening test.
A total of 189 sentences comprising 13 short stories’ were prepared, and sentence-level
audio files were concatenated as one audio file per story. The duration of the stories
ranges from 11 seconds to 1 minute and 58 seconds (total 11 minutes and 14 seconds)
in the case of real recordings. Because the speech samples were predicted sentence
by sentence, and pauses between sentences were not predicted, the pauses between
sentences used in the test were the same as those of real audio recordings. In other
words, pauses between sentences were taken from real speech, and other prosody
including intra-sentence pauses were predicted using models. It is obvious that pauses
between sentences should also be predicted using models, but that is out of the scope
of this paper. Listeners evaluated speech NOT sentence by sentence but in a whole
story. Analysis-by-synthesis (AbS; copy synthesis) speech was also used for the test.

The concatenated audio files were normalized to —26 dBov by sv56.

>We used natural mel spectrograms and waveforms of not only the training and validation sets but
also the test set for the WaveNet training. This design is to make comparison with AbS speech fairer. It
should be noted that we also compared the above WaveNet to one without the test set and made sure
that there was no perceptual difference.

®The sampling rate of the output waveform was 16 kHz although that of the predicted mel
spectrograms was 48 kHz. This is because of computational complexity of the WaveNet model. Speech
samples are available at https://nii-yamagishilab.github.io/samples-rakugo/\201910_IEEE_access/

"The details of the test stories are described in Appendix A.


https://nii-yamagishilab.github.io/samples-rakugo/\201910_IEEE_access/
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We used MOS as the metric for the test. In each evaluation round, listeners listened
to the speech of all 13 stories each synthesized using one of the models listed in 6.3.2 or
ADS speech. For each listener, the story-system combinations and their permutation
were randomly selected. The audio of one story was presented on each screen, and

listeners answered four MOS-based questions:

1) How natural did the speech sound? (naturalness)
2) How accurately did you think you could distinguish each character?
3) How well did you think you could understand the content?

4) How well were you entertained?

We used a five-point MOS scale. A listener was allowed to answer only one
evaluation round because listeners would remember the content of the stories. A total

of 183 listeners participated in 183 evaluation rounds through crowdsourcing.

6.3.4 Results

We should carefully compare the scores because listeners may evaluate the speech
with more diverse values than the cases of ordinary listening tests for measuring
naturalness. Considering this, for fair comparison, the scores were first normalized to 0
mean and 1 standard deviation for each listener to absorb variations of scores among
listeners, and then further normalized per story so that the mean score of the AbS of
human performance would be 0 and the standard deviation of it would be 1 to diminish
the effects of the content of the story.

The results are shown in Figure 6.5. For statistical analysis, we conducted Brunner-
Munzel test with Bonferroni correction among the (normalized) scores for all the model
combinations. For Q1-Q3, AbS speech was superior to all the (SA-)Tacotron-based
models. Regarding Q4, AbS speech was also superior to all these models, but the
differences between some models and AbS speech were smaller. We could not find any
significant differences among (SA-)Tacotron-based models.

We compared the results systematically for Tacotron and SA-Tacotron, with and

without GST and/or context labels, but we found no significant trends.
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6.3.5 Relationship Between Obvious Errors and the Scores

To investigate the relationship between obvious errors and the scores, we calculated
alignment and pitch-accent error rates for the test set.

To calculate alignment error rates, the author carefully listened to all the synthesized
speech for the test sentences produced with each model and checked whether any
alignment errors occur per sentence. Prolonging phonemes, skipping phonemes,
repeating phrases, and late terminations were defined as alignment errors.

The author also carefully listened to all the synthesized speech for the test sentences
produced with each model and counted the number of pitch-accent errors. We regarded
a pitch-accent phrase pronounced in a different accent from that of the recorded speech
as an accent error even if the synthesized accent is acceptable as natural Japanese. The
total number of pitch-accent phrases in the test set was 1,089.

Alignment and pitch-accent error rates for the test set are listed in Tables 6.1 and
6.2, respectively. We can see that both error rates differed by system. However, there
were no obvious relationships between alignment or pitch-accent error rates and the

MOSs of the listening test.
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via Brunner-Munzel test with Bonferroni correction between AbS speech and each

(SA-)Tacotron system are shown. There were no significant differences among (SA-

)Tacotron-based models.
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Table 6.2: Pitch-accent error rates (%) for the test set.

System

Tacotron 13.9
Tacotron-GST-8 14.1
Tacotron-ATTR 12.3
Tacotron-context 11.7
Tacotron-GST-8-ATTR 14.3
Tacotron-GST-8-context 14.6
SA-Tacotron 14.9
SA-Tacotron-GST-8 15.4
SA-Tacotron-ATTR 16.3
SA-Tacotron-context 8.8

SA-Tacotron-GST-8-ATTR 9.6
SA-Tacotron-GST-8-context 15.6

6.4 What Is Missing in Synthesized Rakugo Speech?

As mentioned in 6.2.1, Tacotron 2 can produce speech that sounds as natural as human
speech in the case of well-articulated read speech. However, in the case of rakugo
speech, all the TTS models including Tacotron 2 could not achieve the same scores
regarding naturalness as that for AbS speech. Regarding distinguishability of characters
and understandability of content, there were also significant differences between the
scores for each model and AbS speech. In other words, speech synthesis currently

cannot reach the professional level of rakugo performance.

The most important point of our listening test was whether the listeners were
entertained by synthetic rakugo speech. However, none of the TTS models obtained
scores equivalent to AbS speech. Interestingly, there were lower significant differences

between the scores for some of the TTS models and AbS speech.

Unfortunately, GSTs and context embeddings did not contribute well to a higher
quality of generated speech. This may be caused by the relatively small amount of
speech data used for training the models. As mentioned in 6.3.2, the training set
only contains a total of 3.74 hours of speech data, while the quantity of speech data
used in the original GST paper is much larger [37]. We would need a much greater

amount of rakugo speech or other expressive speech for properly training the GSTs
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Figure 6.6: Scatter plots and correlation coefficients of normalized MOSs between each
of Q1-Q3 and Q4. Blue lines and light blue areas represent simple linear regression
lines and 95% confidence intervals, respectively.

and effectively modeling speaking styles.

For further analysis, we calculated the correlation among the scores for Q4, the
question for evaluating the degree of entertainment, and those for the other questions.
The results are shown in Figure 6.6. The correlation coefficients between the scores for
Q4 and those for Q2 (distingishability of characters) and between the scores for Q4 and
those for Q3 (understandability of content) were higher than the coefficient between
the scores for Q4 and those for Q1 (naturalness). This suggests that we should not only
focus on the naturalness of synthesized speech, but we should also aim to improve the
distinguishability of characters and the understandability of the content in order to
further entertain listeners. We believe that this is an important insight for the speech
synthesis community since speech synthesis research has thus far mainly focused on

the naturalness over other aspects.

What should be improved to further entertain listeners in particular? To investigate
this, we analyzed the relationship between fundamental frequency (f;) and speech rates
of the natural speech and of each model, and the scores for each model. We extracted
fo for all the voiced frames (5-ms frame shift) in each sentence. The f,s were extracted
by WORLD [69] and then corrected manually. The extracted f,s were concatenated
over all the test sentences per model, and the means and standard deviations were

calculated.

The relationship between the ratio of the standard deviation of f;, to its mean and
the scores of each question that we evaluated are shown in Figure 6.7. We can clearly

see that only Q4 (entertaining) has moderate correlation between the f,’s variations
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and its scores. This suggests that more entertaining speech should have richer f,

expression.

Speech rate is defined as the ratio of the number of mora to the duration of
the speech. The means and standard deviations were calculated over all the test
sentences per model. The relationship between the ratio of the standard deviation
of speech rate to its mean and the scores are shown in Figure 6.8. Unlike the case
of f,, Q4 (entertaining) does not seem to correlate with the speech rate variations.
Q1 (naturalness) and Q2 (distingishability of characters) have similar trends. Q3

(understandability of content) seems to have a negative correlation with the speech

rate variations. However, its slope is almost flat.
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6.5 Summary

In this chapter, we modeled rakugo speech using Tacotron 2 and an enhanced version
of it with self-attention (SA-Tacotron) to better consider long-term dependencies, and
compared their outputs. Through a listening test, we found that state-of-the-art TTS
models could not reach the professional level, and there were statistically significant
differences in terms of naturalness, distinguishability of characters, understandability
of content, and even the degree of entertainment; nevertheless, the results of the
listening test provided some interesting insights: 1) we should not focus only on
naturalness of synthesized speech but also the distinguishability of characters and the
understandability of the content to further entertain listeners; 2) the f;, expressivity of
synthesized speech is poorer than that of human speech, and more entertaining speech

should have richer f;, expression.
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Comparison with Human Professionals

7.1 Motivation

As described in Chapter 2, professional (Edo) rakugo performers are ranked at one of
three levels. In Chapter 6, we used a shin-uchi (first-rank) performer’s audio recordings
only as a reference for assessing our synthesizer. However, such evaluation may
not be ideal since the skills of rakugo performers also vary significantly. We should
compare rakugo speech synthesizers with professional rakugo performers from the
three different ranks, i.e. in ascending order, zenza, futatsume, and shin-uchi. This
should clarify more precisely what is missing in our rakugo synthesizer to entertain
audiences.

In this chapter, we therefore propose a novel subjective evaluation methodology
using natural speech uttered by performers from the three different ranks in addition to
synthesized speech and show benchmarking results for our rakugo speech synthesizer.
For this purpose, as described in 3.2.3, we recorded speech of a common story performed

by a performer of each of the three ranks and then conducted a subjective comparison
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with synthesized speech of the same story through a listening test in terms of the four
aspects which were also assessed in Chapter 6: 1) naturalness, 2) distinguishability of
characters in the story, 3) understandability of the content, 4) degree of entertainment,
and an aspect newly assessed in this chapter: 5) performer’s skill level.

The content of this chapter is based on [Pub3].

7.2 Related Work

As described in 4.3.2, audiobook speech and its TTS are different from those of rakugo
but related to each other. A subjective evaluation methodology for audiobook TTS is
proposed in [130]. In [130], listeners are asked to answer nine questions: 1) overall
impression, 2) voice pleasantness, 3) accentuation, 4) listening effort, 5) comprehension
problems, 6) acceptance, 7) speech pauses, 8) intonation, and 9) emotion. In the Blizzard
Challenge 2017, a competition for audiobook TTS, evaluation was conducted utilizing
this methodology [131].

Although we could adopt a similar methodology to evaluate rakugo TTS, we
constructed a different methodology to focus on the degree of entertainment as rakugo
is authentically a form of entertainment; therefore we adopt the same questions as in
Chapter 6 to measure the degree of entertainment and its possible factors, and added a
question to measure the performer’s skill level, which is also expected to relate to
the degree of entertainment. In addition, we used natural recordings performed by
performers of various levels. This design is aiming to rate rakugo TTS in the context of

rank for (human) professional performers.

7.3 Natural Speech by Human Professionals Used in
the Listening Test

We used natural rakugo speech in the Database II (3.2.3) to be compared with synthesized
rakugo speech. As described in 3.2.3, the Database II is composed of the speech
of professional performers of the three ranks. The common story is a story called
“Misomame.” The total durations of the recordings by the zenza, futatsume, and

shin-uchi were 2.5, 2.7, and 4.2 minutes, respectively.
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As described later in this chapter, speech of a story called “Misomame” was used in
the listening test, although speech of shorter stories was used for the listening test in
Chapter 6. The reason is that we believe a “full” story' is more suitable for evaluating
the level of rakugo speech synthesis than a short story. On the other hand, a long story
will not be suitable for a listening test considering the load and quality of evaluation.
We therefore adopted Misomame, which is a full story, though relatively short in

duration, on the basis of advice from Yanagiya Sanza, the shin-uchi performer above.

7.4 Synthesized Speech Used in the Listening Test

We used a variant of the Tacotron-based TTS system (SA-Tacotron-context model from
Chapter 6) because this model was evaluated as the best one. This model takes textual
information and context embeddings as inputs. It should be reminded that the model is
based on the Database I, which is composed of speech by the shin-uchi performer.
The Database II was not used for model building and was used only for comparison
with synthesized speech. Minor differences from Chapter ¢ were as follows. 1) The
sentences in “Misomame” were excluded from the training set and validation set. As a
result, we used 6,362 sentences (3.67 hours) for training, 706 sentences (0.42 hours) for
validation, and 273 sentences (0.22 hours) for testing. 2) The sampling frequency
was changed from 16 kHz to 24 kHz for mel-spectrogram output from the speech
synthesis model and waveforms generated through a WaveNet [35] vocoder [71, 72].
Accordingly, the frame shift and fast Fourier transform size were changed to 12 ms and

2,048, respectively for better modeling.

!While there is no clear definition either of a full rakugo story or short story, short stories tend to
appear in the makura, or prelude to the main story, of the performance of a full story, and are never
independently performed on a stage. In Edo rakugo, several hundred traditional stories are performed.
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7.5 Listening Test

7.5.1 Test Conditions

As mentioned in 7.3, we used speech of Misomame in the listening test”. The speech
was synthesized sentence by sentence. Pauses between sentences were not predicted”’,
and the pauses between sentences for the synthesized speech were the same as those
of the real audio recording. Listeners evaluated the speech NOT sentence by sentence
but as a whole story. All speech was normalized to —26 dBov over the whole story
using sv56 [123].

We asked listeners to answer a five-scale MOS-based test. Listeners listened to
either speech by the professional performers (zenza, futatsume, or shin-uchi) or the

synthesized speech, and they evaluated them according to the five questions below.
1) How natural did the performer sound? (naturalness)
2) How accurately did you think you could distinguish each character?
3) How well did you think you could understand the content?
4) How well were you entertained?
5) How high was the rakugo skill level of the performer?

The most important question was Q4 since rakugo is a form of verbal entertainment.
Q5 was intended for evaluating the “skill level” of the rakugo speech synthesis as if
it were a professional performer. The others were questions about factors that we

hypothesized may affect the results of Q4 and Q5. A total of 292 listeners participated

in 292 evaluation rounds through crowdsourcing.

7.5.2 Results

The listening test results are shown in Figure 7.1, where SS, NS, NF, and NZ correspond
to speech synthesis, shin-uchi, futatsume, and zenza, respectively. For statistical

analysis, we used Brunner-Munzel tests with Bonferroni correction.

2The details of the test story is described in Appendix A.
3They should be predicted, but that is out of the scope of this thesis.
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Figure 7.1: Boxen plots for each question of listening test. Light blue lines represent
medians, and yellow dots represent means. *: p < 0.05, **: p < 0.01, ***: p < 0.005, ****:
p < 0.001.

As can be seen from the figure, the scores of the speech synthesis did not reach
those of the natural speech of the professional performers, but we see that the trends

in the score differences were different depending on the question.

For Q1 (naturalness), the mean score for the speech synthesis was 4.0. This means
that the naturalness of the synthesized speech was high and comparable enough
to that of natural speech. On the contrary, for Q2 (character), Q3 (content), and Q4
(entertaining), the mean scores for the speech synthesis ranged between 3.0 and 4.0,
which were much lower than those for the professional performers. For Q3 and Q4, the
p-values between the scores for the speech synthesis and those for the zenza were also
smaller than the p-values between the scores for the speech synthesis and those for the

futatsume or shin-uchi.

For Q5, which measures the skill level of the performer, the mean scores descended
according to rank (shin-uchi > futatsume > zenza) as we expected. The synthesized

speech was rated lower than the natural performances.
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Table 7.1: Correlation coefficients of MOSs between questions.
Q2 Q3 Q4 Q5 (skill level)
Q1 (naturalness)  0.287 0.303 0.317 0.339

Q2 (character) - 0.538 0.486 0.580
Q3 (content) - - 0.597 0.582
Q4 (entertaining) - - - 0.656

7.5.3 Correlations Among Questions

To understand the listening test results better, we calculated the correlation coefficients
of the MOSs among the questions, and the results are shown in Table 7.1. We see that
the Q4 (entertaining) scores had a larger correlation coefficient in the order of the
scores for Q5 (skill level), Q3 (content), Q2 (character), and Q1. In other words, Q1
(naturalness) had the weakest correlation coefficient with Q4 (entertaining). The
correlation coefficient between the scores for Q2 and those for Q3 was also relatively
large. In summary, while the skill level (Q5), entertainment (Q4), understandability of
the content (Q3), and distinguishability of the characters (Q2) were correlated with
each other to a moderate degree, naturalness (Q1) appeared to be less correlated with
the other metrics.

From the above results in Figure 7.1, we learned that, even though the naturalness
of the synthesized rakugo speech was close to that of the human professionals, it
could not sufficiently entertain the listeners because the listeners could not perfectly
distinguish characters in the synthesized speech and therefore could not adequately
understand the content. In other words, we should not only improve the naturalness of
synthesized speech but also refine the modeling of other aspects of speech, such as the

distinguishability of characters in the case of rakugo, to better entertain listeners.

7.5.4 Why Were the Degrees of Entertainment Not Assessed Ac-
cording to Rank?
For Q4, which measures the degree of entertainment, the mean scores did not descend

according rank (futatsume > shin-uchi > zenza) against our expectation. This might

caused by the selection of the listeners of the listening test. Since we did not ask the
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listeners be familiar with rakugo performance, this listening test may have been the
first time some listeners had ever heard rakugo considering the popularity of rakugo in
Japan®. Such listeners would not understand the manners of rakugo performance and

could not enjoy skilled performance enough.

7.6 Acoustic Analysis

We further investigated what makes it difficult for listeners to distinguish characters.
We calculated the mean and standard deviation of the logarithmic fundamental
frequency (Inf;) and duration per mora, sentence by sentence, and averaged them over
the story for each character. Misomame has two characters, Sadakichi (a boy) and
Danna (a middle-aged male). The results for the Inf, and duration corresponding to the
two characters in the test set are shown in Figures 7.2 and 7.3.

In Figure 7.2, we can see that the degree of cross-character difference for the

mean Inf, was different according to performer (futatsume > zenza > shin-uchi >

*As mentioned in Chapter 2, rakugo is one of a popular traditional forms of entertainment in Japan.
But its popularity is somewhat limited compared to modern forms of entertainment.
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Figure 7.3: Means of means and standard deviations of duration per mora over each
sentence. SS (modified) was calculated on basis of sentences, excluding two sentences
for which duration was estimated as too long.

synthesized speech). We can also see that the order of the standard deviations of Inf,
was different according to performer (futatsume shin-uchi > zenza synthesized
speech). Considering these facts, larger cross-character difference for the mean Inf,
and larger standard deviation of Inf, would make it easier to distinguish characters in
the story. If so, it is obvious that synthesized speech should have larger cross-character
difference for the mean Inf, and larger standard deviation of Inf,; however we should
not thoughtlessly make them bigger. We need to consider that the extent to which a
performer differentiates the voices of different characters depends on the performer.
Yanagiya Sanza, the shin-uchi performer, does not strongly distinguish characters,
according to an interview [132]. However, the difference for the synthesized speech
was even smaller than that of the shin-uchi performer.

In Figure 7.3, we can see that all of the human professionals did not strongly
distinguish characters using speech rates in the case of “Misomame.” This was the
same for speech synthesis. We would like to note that professional performers may
clearly change speech rates depending on the character [Pub4], and some synthesized
speech samples used in our previous study [Pub2] distinguished characters using

speech rates much more mildly than in the natural samples.
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Figure 7.4: Visualization of x-vector for each sentence using t-SNE.

How about speaker individuality? Figure 7.4 is a t-SNE [133] visualization of the
x-vector [134] for each sentence. We can see four clusters, namely, “zenza,” “futatsume,”
“shin-uchi and speech synthesis,” and “all the systems.” The “zenza” and “futatsume”
clusters were generally divided into sub-clusters by character. In comparison, the
“shin-uchi” cluster did not have clear separation by character, even though the listeners
could distinguish the characters according to our listening test results. We therefore
consider that the shin-uchi performer used different acoustic cues to express the
characters from those of the lower rank performer. The “speech synthesis” cluster did

not have separation by character, either.

7.7 Summary

In this chapter, we proposed a novel methodology for evaluating rakugo speech and
conducted a listening test to investigate how the level of rakugo speech synthesis
compares to professional rakugo performers at various levels. From the listening
test results, we found that the level of speech synthesis did not reach that of human

professionals; nevertheless, the results suggested that we should make the f; expression
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of speech synthesis richer to better entertain audiences. This suggestion strengthens

the conclusions in Chapter 6.
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Conclusion

8.1 Replies to the Issues

Issue 1: There is no usable rakugo speech databases for speech synthesis.

In Chapter 3, we built the first rakugo speech database usable for TTS. We not only

transcribed the speech but also appended context labels manually for each sentence.

Issue 2: Rakugo speech is far more diverse and casually-pronounced than

speech ordinarily used for building speech synthesis.

We successfully modeled rakugo speech using end-to-end/sequence-to-sequence
TTS. In Chapter 5, we attempted to model rakugo speech with the SSNT-based
model, which has no soft attention networks, to aim to deal with the diversity and
casualness of rakugo speech. We also used GSTs or manually labeled context features
to enrich speaking styles of rakugo speech. The models synthesized somewhat

natural, character-distinguishable, and content-understandable speech. However,
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the MOSs for the speech were just around 3 through a listening test. In Chapter 6,
for further improvement, we replaced the SSNT-based model above to Tacotron 2,
which is a state-of-the-art TTS model, or an enhanced version of it with self-attention
(SA-Tacotron) to better consider long-term dependencies. We confirmed that the

models synthesized speech of better quality than the SSNT-based models.

Issue 3: Characters should be easily distinguishable and contents should be

easily understandable.

In Chapter 6, through a listening test, we found that state-of-the-art TTS models
could not yet reach the professional level, and there were statistically significant
differences in terms of naturalness, distinguishability of characters, understandability
of content, and even the degree of entertainment; nevertheless, the results of the
listening test provided some interesting insights: 1) we should not focus only on
naturalness of synthesized speech but also the distinguishability of characters and the
understandability of the content to further entertain listeners; 2) the f, expressivity of
synthesized speech is poorer than that of human speech, and more entertaining speech

should have richer f;, expression.

Issue 4: Synthesized speech should entertain listeners.

In Chapter 7, we proposed a novel methodology for evaluating rakugo speech and
conducted a listening test to investigate how the level of rakugo speech synthesis
compares to professional rakugo performers at various levels. From the listening
test results, we found that the level of speech synthesis did not reach that of human
professionals; nevertheless, the results suggested that we should make the f; expression
of speech synthesis richer to better entertain audiences. This suggestion strengthens

the reply to Issue 3.

8.2 Remaining Issues

Remaining issue 1: The expression of speech should be further improved.

We found that not only naturalness but also distinguishability of characters and

understandability of content should be considered to better entertain audiences.



8.2 Remaining Issues 87

Considering the suggestions we obtained in Chapters 6 and 7, we should at least
enrich f, expressivity of synthesized speech; however, it is obvious that we should not
focus only on f, expressivity but also other possible factors that affect the degree of
entertainment. We need to investigate what the hidden key factors are to improve the
quality of synthesized speech.

When trying to improve distinguishability of characters, we should consider that
rakugo is played by a single performer and he or she may not strongly distinguish each
character according to his or her style of performance. In addition, the frequency of
the properties of the characters (gender, age, social rank, etc.) in common rakugo
stories is very unbalanced. For example, young townsmen appear in rakugo stories
very frequently, and women servants to samurai warriors rarely appear. We should
consider such the difficulties when designing a model.

We could also improve the expression in other ways such as considering over-
sentence dependency. Speech synthesis systems basically synthesize speech sentence
by sentence. The models we built in this thesis also did so; rakugo performers, however,
definitely produce speech of a sentence considering over-sentence dependency. To
produce speech of a sentence, they may consider before and after some sentences, or

even consider ochi (the punch line of a story).

Remaining issue 2: Duration of pauses between sentences should be estimated.

In this thesis, we did not estimate the duration of pauses between sentences and just
used the pause durations found in natural recordings. Needless to say, this has to be

estimated to realize fully-synthesized rakugo speech synthesis.
Remaining issue 3: We miss authentic elements which human rakugo per-
formers have or use.

Rakugo synthesizers we built in this thesis form a first step towards realizing an

authentic rakugo synthesizer. Such an authentic rakugo synthesizer should

« perform considering reactions and feedback from an audience;
« generate new rakugo stories;

« not only perform verbally but also perform visually.
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Details of the Test Set

A.1 List of the Test Stories Used in Chapters 5 and

We used 12 and 13 stories in Chapters 5 and 6, respectively. The details of the test

stories are described below.
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A.1.1 #1 Story About Foolish Brothers

From: Makura of 18 5= (Doguya)

Used in: Both Chapters 5 and 6

T—EHENLID, A—IFAXOLEED
AW TZINFRAE NS DB D L
T, T2, TII7Z—vHioTHEE
Zolzo TEHEMPE->TEVELT,

Younger brother (YB) HAH % A

— DB X Ao

Elder brother (EB) 7R ATE R,
HAHLRADDZATZTE, HO—HETRX
DiE, T—F="H7 X1,

EB BHNZEEZ
FIOWNWD L E-THNLHMETRAT

— MATEAEONATEEI—KHAL ER—
WS DX, FEUNHET,

YB ZTO/RDY
ZoThwAN, T— I<#EL
ATz &,

— —HTUL&?

— —HTUL&?
=HWHHAAASHEAANHAH+TH. +

— —H+ZH, BIEH->TIEo, +=»H
U RAD,

EB J5 JEE,

—_ BANKITTEHU XA,
BMATAT, T—INE>EMWKITTA
EREL 0 FEAN

Performer (P)

YB



A.1 List of the Test Stories Used in Chapters 5 and 6 109

A.1.2 #2 Story About Foolish Family

From: Makura of 18 5= (Doguya)

Used in: Both Chapters 5 and 6

Note: Originally continuation of Story #1

Performer (P)

Younger brother (YB)

Elder brother (EB)

YB

EB

P
Father

TTCINR—FITZTVorhEs7k
5, T—H5—MEFEN T—5o7zA
ERAW

EH—HAD R A,

HAH R A,

AT R,

HAHRADETZITE, HORED=H
DEDOTDEHmE, HADHOTOE
Hifx, D, Eobh, KiTksD?
TR BHL. ZHOBHiNEIZED Z
tHEhNE LHOBHEIA LIRS Z
tH, bdhrdHd &L,
BHBEoODHATITITL,

D572 HER D,

RS B,

KIEDZ EMEDSTD B

N

BoMIAPMTINENTT,
EFHXoIED TFDANILFED VWD,

T, B EBEBEE>T->TiEE»K->T
I,
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A.1.3 #3 Story About Foolish Brothers

From: Makura of <2HANT (Kimmeichiku)

Used in: Both Chapters 5 and 6

Note: Almost the same as Story #1

Performer (P)

Younger brother (YB)
Elder brother (EB)

YB

EB

YB

I—RATEN2R, T—I, WEHEIRZA
Wio CEBEESTZRATOITARZIGED
FBoTEDELT,
H—AbPA V. 7. 7. DAL
A ?

7 AT B

HABRADDZIEITE, —FE-5TWD
DX, +=2rH7ZLA?

BHIEZ O WO ZLE>TWVWENLEE
WINDATEE—KRALELR—FETR
DiE, +ruUn»rH7~ L

D PR,

o ThH-VWDARLE—LKHFHELZAT
X ?

—HTUL&?

—HA., ZAMATAAASHEAAALA+
H. +—H+ZH., BIEA-TiZs, +
Z=MMATLE?

55 s

BRAIIKIT TS U A
I—ZNESHENRKITTEAENEL S
DD FHAD
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A.14 #4 Story About Foolish Family

From: Makura of <2HANT (Kimmeichiku)

Used in: Both Chapters 5 and 6

Note: Originally continuation of Story #3, almost the same as Story #2

Performer (P)

Younger brother (YB)

Elder brother (EB)

YB

EB

P
Father

P

Mother

P

INW—FBTIVOrEE-77256, 5
—M EFoTZDRDHD £ LT
DALY A TV,

DB A,

AT B,

7. HABLXADHIZITE, RKIED=ZH

DZDTDBHEA L HHDRED T OB

HoT, EobDRIZKED?
ZoHBHL T odH=HDBHiIMAEIZ
kpZedbE, AHDBHIANEIZ
kprZrdbHB &,
EITLBBE2DH A,

Doz ‘5%%5&753‘0

KEDZ EDEDSRINE

<,

BoMI AN TINENTT,
FHP LD TFDMNTEIINND,
THAEEBEL >T->TiHE»EK->TH
D EIhH,
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A.1.5 #5 Story About Size of Mouse

From: Makura of BEME & (Misomame)

Used in: Both Chapters 5 and 6

Young man #1 (YM1) B—»o&, X AIfEFAZAAXINZAY
— ZDOFRAXI, BR?

- INKENWEIN,

Young man #2 (YM2) DS—ARRBUNRZRAITE, NS VA
UX7RW\WD?

M1 VWRREWVE,

YM2 INE W X,

YM1 AR

YM2 N,

ZORAIM, FaT7-5D2572>5TAT
I, AR,

Performer

A.1.6 #6 Story About Drunk Crab

From: Makura of IR & (Misomame)

Used in: Both Chapters 5 and 6

Young man A —RAZaXARZIAERLITIT?

— Z D,

—_ ZDEE»PLWE?

— o TDIERMIZEDTZA T

— MEZHE > TATZVWE D LIZATZA D 1

Performer 72 SEENEH EIFC,
TITWVWEHA Thbioe@oTHELATT N
D,

Crab
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A.1.7 #7 Story About Hard of Hearing Elderly Couple

From: Makura of BEME & (Misomame)

Used in: Both Chapters 5 and 6

Performer

Husband (H)
Wife (W)

H

w

HOERWBLWIALBEHDIADRFERATDH
TORDPAZNDORH O £L T,

B—, EHIAX,
E—WIEWBE L WX AR—ATT h,

SHD, ARZEZEST-DIF HETO—JREMI A
U HIRINo 12173 dH,
AE->TATTLIBLVLWIAEVWET I S5E- T
Dikdbn, MTOREHIATT L

TEZEID, NN, ®OEBHZLPTHED, BT
DRI AN E o7 &,
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A.1.8 #8 Ochi of “Jugemu”

From: Makura of BEME & (Misomame)
Used in: Both Chapters 5 and 6

Note: “Jugemu” is a famous rakugo story.

FHBEMELE VNS DIXTENEEENET
MEWZETIZfIToNnzF0, H—HF

Performer _ .
KFFA TR > TEFTD P2 TR THE
"LB® I,
WP NFDPEEZADEZAHIZEN

— ks nws00, —FBBLEVOD
& Z T,

Kin-chan (K) BIEbH»— A,

BiEb»ALZDh, HFHREMEEFREREL
DD GINUFAD R K M D KT R ZES T RE
KEBIBDIUIZAEDLR RS S5CD
J5 TS0,
WA RNARNARDY a—=) VY
2=V HVDT=Y U RA T =) VR
— ADRYRIE=—DRYKRIAF—DEA
MOEWD, BWSDIHHT No720 56K
ERIZAZEIBHEEKIZATET T,
Jugemu’s mother (M) 7 U ® a7\ 7
— BbY A, TL?
Z—" F DFFRMEAFREAEOHE D YN
— M RIK B DIKITRETRERKKE S &
Y INNKE 8 /I
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Jugemu’s father

RREIILDRS T S UoSA KA Fos o
ROV a—) v Hoya—)rhHros—1
VERAT =V URADERYKRIAE—=DK VR
IS —DREAMOEIN, €% ADIHEHS-
TaJZULbs, ®EL

Lo BRI ABWEZ?

v F D 7[R 55 R 1A O 8 0 gl i R
KEDKITRETREKKES BHUITHED
v/1Nl¢

RIHTHUDIRS TS UINA RINA RNA
ROV a—) v hHoya—)rirors—1
VERAT =) U RALADRYRAL—DRYR
aAF—DREAMODEND, €52 ADHEZR
STaATWALRTZAZ > T,

faj 2 —?

U % 7 F O 7 PR 7 B A F 5 O # 0 Y g il
FIKFADIKITRETRERKE 5B 2 M FE
DHRPRS5Z5LDRE TS LA Hosq R
NARDY 2=V Hooa—=Vrhros
— VR T =) VAL DRYARIAL—DR
VRIS —DRAMOEYNN, SHOHT R
STIATHEAL & DDRAHHDDEIL
HHEeH % LEP o T,

S, HOBMNITTREINOHEELAREBE,
—7-

7. HNY

EHBX A, ATRANEZIZERZALU®RZ
AN

Jz—,
HAEDZAIDREVWLS I TDE 21 AA L ®

> 77
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A.1.9 #9 Satsumaimo-taro

From: Makura of JT K (Motoinu)

Used in: Both Chapters 5 and 6

Note: Comic arrangement of Japanese famous folktale “Momotaro”

Performer (P)

Elderly woman

P

IT—H42HBLIAHIZ, BLWEAE, BIE
HIAPFEATEDELEZHSHH, BLWIX
ADIANEERDIZEIEH XA, JIIANRIEIC
T& %7,
T—BIEHIANITHEZL TS LI L
Mo RkER, YA EN Kvy77a—1K
YT I A/NTEFE LT

BIEHIAN?
BRRATRKRERBFEL® A, &L,
TATYFWHE->TRS L, BLWI AWM
STIHBWVWIBIZSoTATESFEIZLT—A
TIDYYIAEEZBRELE D 577,
FZARIZBEPKESED LT, U<
o T—REVWDE—DT—5 X725,
ZDIZBWVWNEDWVWS 2o THRATZ->T
US> T 7777 77—k, IITHEFEL
THBLWVWIADHETIZBEVWAEWEZE A
TINOBLWVWIADREZNSTIZ, Bbro
72\,
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A.1.10 #10 Hanasanka Jisan

From: Makura of JT K (Motoinu)

Used in: Both Chapters 5 and 6

Note: Comic arrangement of Japanese famous folktale “Hanasaka Jisan”

Performer (P)

Elderly man (E)

P

Dog Pochi

I—RDERFBHBH, T ETH->TZZ
W7 vy iy vy e, 2 A4S

%L/TO
AT—REIZHEEZBLWVWIARI N a S LR
<

BYERFO, DOHTAREIANRZRS &
ANDEEATRERWE ?

ORI =\,
ZTNTHERFIE 2T T2 2HNn
ANV

RF, ARV STRIEA DR DL,
INTHRFIEIIHNT T I ZHENT
7,
WWIITEEG 22 o AL 2 728 LW X A,

RF, THEA DD,
TATHREZX 2 — > 5ok > 2 &IHIZA
FR—SLTOZMESE LT
BMEXANPLWVE A,
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A.1.11 #11 Sagi No Ongaeshi

From: Makura of JT K (Motoinu)

Used in: Both Chapters 5 and 6

Note: Comic arrangement of Japanese famous folktale “Tsuru No Ongaeshi”

Performer (P)

Elderly man (E)

P
E

Young woman (Y)

tr

ITHES—DETU»H, BYWOBITEDIES
MHR—ADPTFHNR LI ZSREANTHAT
YO BEEE — D1

Z—ok, BULWIAN, ZFEDRESIER
ITvFIAvFIH-TEHE, F—KEXR,
HoHA, HOEWEMN ERiZrroT, N
BINRINEINZEHE LUATWS,
BEXERLOWESIZHRH, TIT?
IMELWELWI A, 7. ENSZ0D, &
—HL T, BOREVWKELREHALTHITS
E.BEBLES ITREZ SRV OIRVIEDIR
DEDIIDEI SN ESTHFEE L

U Fho T, HOBNMIRD 92, RE b
Yy bV RV END B,
ERT-U % ?

HIw BT TABEES AREYZET-.
A WIRE A5

BHEHISA?

W, B LIRBLWE AITKREIZ, Biit
EEIZR D £ U

HRERLUIZHHD £ L7

BLUR U & 72,

XV, HO—RATIINVET,
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TEDOHMEEEL T EIWVELEXRY LD > T,
LTEAR WEPLTH, EVRLRL R ETHZIL
HWTLZEWVWE L,

HHZE DD

U%dH., 7—FEOHMEAAD LI,
TNTIRZDADZIXHE,

DR, b vat—YrHDBE-TRE, ZD5H
WHhYRYNRE=Y, R RUREZ=V VWS FENRLTE
77,

filZ UTBAEAIBRBUVWIARIZRD FUED. FW
UL b ETIEMBAIPBRVEVWIHERTIIWETLS U
>& L TW5,
Skl el SV SVPAY Sl I NV VA S
VA - SV NV NVDAY S ) B NV VDA Sl
WATEA D77

THRHR TN,

N NUYRRFGRY, TRV, KUy,
HERNYRNYREZ=Y MY NI ETETERIZR S
THITE, MERTIT»SIN, YV edEITbZ>TH MY
NNZAY- A I 1% B R SV NV NPT, )
MATEA DI HRNTTR BT ETD 70,

BT i 2o Ty = 2 WEDR LI o5 72ATH S
L0595,

BULWIADRHTT v,
ETFZITTAD > TALBEDOIHE. RIVEENPEEH NS
il o =57 m->Th,

HH, HOFIIETIZRL T, BESZAT
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A.1.12 #12 Purachina Yatsume

From: The main part of 3 MLk (Okechimyaku)

Used in: Chapter 6 only

Performer (P)

Master (M)
Zenza (Z)

= N2 NZ

IT—BIFRE T/ \DoTADIFTIARNI R
HEATTVEFRES T2 > THEWZ S, HD,
H&DO®EYG/-Z 5 T 72,

H <2

KEETEZIX. T79FFTID
FHIDO—TI7FFIE—FELBABLEVDI S
ERSENWFIZE 2 2320 S LWTThZ,
ZA—V—RRBETIX TH—IEKEROIN, A
N BN T, XHEER TfHFHOED, T—
., VRS TE—0NTETRATDIEI N
SHTEE, —DH., B, THHE-TISWVWIIHE
TP TEIT D,

ZD—F—, VHIFER, XX
YEIT—=HNTT &L

LI —lEDTF T AV FENTEHEFE T,
IT—AARIZZEFbNT, XA,
EOFITIFHARIETT &

THH AMEEBEERAILERVST, £
JEHEEL DO VWES LE LT3,
TZNDHIETT,
PIEINTETH S ZDETFEIS
BB, U —HipE,

VIR ATRATR AT,

HdH, PRIHEH > T5Bh,

A7

H4&7- L E4,

T FYURY—TINXALY—TTh
AL » R A L EERER,
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HE 72 &,

=

o, TIFT,

7. TIFFROHM o TE T LARIE

HDIHNE, WL VEY N UEERN T SFFTL

72D 5,

P TINEL v EeEFE UL

—  HIEED K VIR ZHINT ?
TIFFDEmME T LE YN TREOLTRE B2 WVEL
77,

M TIFRXD0ODH,

NZZNZ
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A.1.13 #13 Story About Mother Increasing Her Child’s Penalty

From: Makura of H.H/NME (Sanadakozo)

Used in: Both Chapters 5 and 6

Performer (P)

Mother (M)

Child (C)

7TH MO EL D > TR EHHBRDZIXT
STHBRI>IZRATAT, Ty aHWTHE
ATBFEEDPNELT,

LW,

L CAE EBHIIF—TT?

72720 E LR 7o,
EETHLTRDXA—ARFELDK>DOL A
7Zh 5,

BHDKETE SN IALF UV FRDAIZEH
EXLRVATLEL?

fal > > TADBHTIL
TALEIDEVWEABRTIHNIESTZ>TE,
HIZWEGRAIREBIR T > Z UTHAERS,
E0 EFZBRBEOCLRIVEB LD ATV
B"ToZFNDH VW ER, TIT?
FBHEDRBERATSHANRD R AZ,

BHETE —# AT > TEY—21E L% LA
W72 A7

BHITZ > TARABRAATZWVIZ, MEBIZBERL
HERTLND DN D
BoMDHRBRAUIZHBHONZAALEP» B> TH
Ko

INHRADPTENRZIDIZDITH AT X,
ZoTRL» ARGBIRTZE A
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HEIEEY Yy NDRIZ Y =N A, AP RIANGAFV
FHLUADEANESTHR—22 LTHUDPRA->T, AIK
EBREABRATZVWEIWNW X, H-WEaVIETHE -
= IV FOPIREBEL NS, AMERIENTE Y afHWT T
HATZDRANPLUT, EroEYN»TI—-LIosnENE
STUXDHNRAATZ X,

724 L &2 WVWhZ,

U BoNIADRAARIZEATH TS0 6, BraiHHH
MOREBIZIZLTE S5\,

BATAT, BPTHOFES LD RANLELT
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A.2 RIS S (Misomame), the Test Story Used in Chap-
ter 7

The transcription below is used for speech synthesis. It should be noted that detailed

expression in the performance is different from performer to performer.

Danna (D) EXR, JE T
Sadakichi (S) ~—\,
—_ X7V BERETTIIWVETD,
HD%, BRI CH-oTHERTHALIKEE %,

D S

2 Ao
— BRAENESIDb W BIIRTETEL
S A=Y,

7. ZOMEREINLEDDH—TY TV Y
IV W T —IT—9
T TNV TADRD-TITE, BT
PBEZTME DI DR ARZIR,
HHHLEOIEVVRLPEULHEN L, —H
ZxZ, WLk, bWV, HbLy,

— S FE W,
FKHEATHBH &L 7V, IKFEATEHD0D-
I E, —DOBRZEHEFKBRID N, Db,

— WU &,

—_ DAy DEWV. DA

— 3 Ao

— S FE W,

—_ Db DADIA?

?

— > ?

— S F W,

—_ DA D A

— A, DEV, E,

I
I
\
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— 7. BB, HD, BESEHEATET,
BATETUXRWVWHEZLIEEZATENESPRTI WD
> 77,

— E-NRBRAEFVE LU

— U®ZIABEBVWEWNVT,
I—ZDUEMISDOLHIADHT-> TR, ZOMIEA
RN, HOTWARE S, TEHwTETEL< N,

— VWA WTIT > TLKBAEDP>T-1,

— F—o LoV RvhadbVnolE
HLi—WEHZHT > TAETSITDEABVWRAZTLT
e

— Fh. SA. BBHIFLE,

— ISV ITITI WS THEZT DL

_ TT?

— IV T o b £ THD IFE—NB WL

\.L/’PJI:) UHAHEN6U0»HLE KT, I*ohb\
LU &,

— DA

— ZD%IFE,

— HEILKEATE &L,
I—AE—KEBERATRDON>71FE, —DARBELHE
Fl<RZhTT?

— Wl &,

— DA

——-5A5A SATDRIEV. DA

|
I
F

A Dl FFTE?

IROTERTHELEIAZEE N/ TETHROIN-

— 7odbh, HIRZE>TERTHELXHD FEAPRATA
T, ZAA— MWL R>oB%5h0, TL?

I
I
(I Uv
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D ES5L &L —RONEDIEEE T EFEIFHBRZ,

— Z57,
ZZIZEMIDR D ENE, T—INANTI—LLZoT,

— DFEZLT, TEITEREIDHE—ITWVIT RV,
RN 2GRN & 2
EENR NV MY =V EDRoTELZLDHOD2BER DA
72,

— HANDHR—=D—F—EEL > THZ LR,
E—oIP— Ao E D ABRNTHIZE RO SR WVATIXA 7
WV, WD D

— ZZA A ZDARNTHIZE R Oh 60,

— b7

— fHFr7Z &

— HoMH, RA?

— %?’i—klb%ﬁé##%@\zzo

—_ 2L ITNWITNES 7L,

— i%&&%bfﬁ«iob@%@w#::@mmﬁ

S HW—7=FuwERELFLE—,
HO—IIHZXABYESFE>ZAT, D TELITo>TEL
FEEIAT—FT - —,

— HAf—,

S WVWERWATI»—?

— DDLHYVNVTA, 7. HIEPWLRWHWZIZRA?

— INININDIDIHITV TV Vo TBE L NV,

— =AU DFEW,

— S FEW,

— T, B3 b3HE2EXHob% T, VU, FTE?
IIOIRHOTERTHLIA%F-I, HMIZHD o756

— FEBRTADP—o T, SEEIMOBIAETIKREAL
>5% 5 K,

— DARDIDVBZDIEEZITE, BIEBXRZWA,

— IS5,

— O AREIAIIEBV DL ENRZ?
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ZORBIZ, G20 ohkZEoT, T EZ7LT, H
EZTERANE DD,

— ZHE-RwiIRvnh, BnAEmRARn K

— HIBP Y DP YR =Vl D oTELZLDHPoBR D,

— AN DOH—IHE < o THZ L 72 b,
E—oM— A2EDABNT, HIZHEDID SRV
WIRTR,

— — A2 EDABNTHIZE I, HoT

—  fHAr7E K

— I

— DD,
HITEFE—AADRHEEZPOR, T—ZITHboThk—
NR—=T—>,

— 7. HIk
EHMUIZkT,

S HD—, BPbOOE->TEE L7
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