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i L # H Analyzing the Causal Relation Between Linguistic Knowledge and the

Performance of Language Models Using Structural Equation Modeling

Explaining the reason for the high performance of one system is as important as
achieving high performance by using that system. Recently the language model, a
vector representation of natural languages such as word2vec and BERT, has become an
indispensable tool for natural language processing. While researchers have reported
the state-of-the-art accuracy for a variety of downstream tasks by using language
models, our understanding of this phenomenon usually depends on the observation for
accuracy. However, the accuracy does not explain why one language model can obtain
good accuracy and another can not. Furthermore, it is hard to find the reason for the
good or bad performance of one language model for various downstream tasks from the
accuracy. In other words, it indicates the lack of interpretability for language models.

Previous studies have tried to explain the quality of one language model in the aspect
of encoded linguistic knowledge on that language model. However, their essential
assumption, "encoded linguistic knowledge on one language model should affect the
accuracy of the downstream task solved by that language model", has not been proved
empirically and causally with enough samples. We present a novel framework
employing the statistical method, Partial Least Squares Path Modeling (PLSPM), to
explain the causal relationship between encoded linguistic knowledge and the accuracy
of downstream tasks on the target language model. Our proposed framework starts
from a causal diagram consisting of causal assumptions between variables, including
encoded linguistic knowledge and the accuracy of downstream tasks. By validating
whether the suggested causal diagram can produce similar covariance matrices with
observed variables, we can examine our causal assumptions, for example, causal
relationships between encoded linguistic knowledge and the accuracy of downstream
tasks.

We present the usefulness of our proposed framework by following steps. First, we
show that our PLSPM framework can prove the causal diagram consisting of traditional
assumptions for encoded linguistic knowledge. In our PLSPM models, causal
assumptions between encoded linguistic knowledge and accuracies for downstream
tasks are expressed as linear regression equations. For fitting PLSPM models for our
proposed causal diagrams, we prepare accuracies of one word analogy dataset
measuring encoded linguistic knowledge and 20 downstream tasks solved by 600 word

embedding models as observed variables. As a result, we find that our PLSPM models



can prove most causal assumptions of our causal diagrams with a variety of reliability
indexes for validating the estimated PLSPM model. Comparing to previous studies, our
PLSPM models provide more informative explanations for accuracies of downstream
tasks involving multiple linguistic knowledge and the effect of hyperparameters on
language models.

In addition, we also apply our proposed framework to more complicated language
models and downstream tasks to prove that our proposed framework is also helpful in
the practical setting. We conduct another PLSPM analysis involving 24 BERT models,
two probing tasks, and four datasets of simple factoid question answering (SFQA), a
subtask of question answering over a knowledge base. Since this task requires external
resources and a modularized structured system to be solved, we select SFQA as a more
complicated and practical target downstream task. The BERT-based system achieves
the upper bound accuracy of SimpleQuestions, the benchmark dataset of SFQA.
However, our PLSPM framework reports that this system depends on the surface and
syntactic information for solving simple factoid questions without understanding
semantic information. It indicates the possibility that the upper bound accuracy of
existing SFQA systems for SimpleQuestions may rely on the specific characteristic of
the dataset itself.

We conduct an empirical analysis involving five SFQA systems, which have reported
the upper bound accuracy of SimpleQuestions, and four SFQA datasets to examine
whether those systems have the robustness and transferability for SFQA. We find that
all existing SFQA systems can not reach upper bound accuracies for other datasets like
SimpleQuestions, and they show significantly low accuracy when changing test data.
According to our analysis, the size and the upper bound accuracy of each dataset do
not cause this phenomenon. We reveal that existing SFQA systems report similar
problems related to semantic understanding, such as disambiguation of the entity and
paraphrasing of the relation. Moreover, we suggest that the source of each dataset and
the evaluation method for SFQA make existing SFQA systems depend on surface and
syntactic information with the additional analysis.

In this thesis, we proposed a novel statistical framework to explain the accuracy and
inner working of language models as the causal relationship with encoded linguistic
knowledge. We also proved that our proposed framework could provide valuable
information for understanding and resolving the encountered issue of an existing NLP
system. We hope that our study can suggest a systematical and practical way to

interpret the inner working of language models.
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