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Sequential data is becoming more and more ubiquitous in a wide range of
fields and application scenarios due to the advance of technologies in data
collection and storage. The collected data sequences are often of high
dimension and large volume that impede performances of the machine learning
algorithms. Fortunately, the underlying process of the data could be much
simpler and we can compress them in terms of both dimensionality and volume.
In this dissertation, we focus on sequential representation learning and
segmentation - two different but related research fields in sequential analysis
for obtaining compressed and concise representation for sequential data. More
precisely, sequential representation learning compresses the dimensionality of
the data into a smaller space regarding order relations among data samples in
the sequence. Meanwhile, sequential segmentation compresses the volume of
the data by partitioning data samples into several non-overlapping and
homogeneous segments.

In sequential representation learning, it is crucial to know correspondence
between data samples among different sequences. However, this information is
often missing due to man-made reasons and collection device errors. Therefore,
learning representation in sequential settings often requires jointly solving the
alignment problem. A common challenge of the alignment and segmentation
problems is their related optimization over discrete variables with
combinatorial constraints. This inhibits development of efficient sequential
learning models and scalable sequence segmentation methods. The aim of this
dissertation is to propose models with differentiable objectives for sequential
representation learning and segmentation of sequences that can succeed in
dealing with the aforementioned challenge. There are three main advantages of
the differentiability. First, it allows us to update all the variables in an unified
manner during optimization. This is contrary to existing models where their
parameters are updated alternatively. As a result, sub-optimal solutions are
likely to be avoided. Second, stochastic gradient descent is now applicable to
train or learn the model parameters. This helps to reduce both the time and
memory complexities, enabling the models to handle large-scale sequential data.
Finally, the differentiable models are now more extendable to handle multiple

data sequences. The main contributions of the dissertation are:



Sequential representation learning. First, we introduce “Generalized
sequential correlation analysis” (GSCA) - a deep model for multi-view learning
from sequential data. Despite the fact that collected data sequences are often
unaligned and the sample-wise correspondence information is missing, GSCA
can implicitly discover sample correspondence while learning representations.
Thanks to the differentiable objective, the optimal alignment and
representation in GSCA are obtained in a unified manner, avoiding sub-optimal
solutions - a common issue of the existing models. Second, we combine GSCA
with reconstruction losses of autoencoders to form the second model called
“Generalized sequentially correlated autoencoders” (GSCAEs). GSCAEs
provides a better trade-off between within-sequence and cross-sequence
relations for sequential representation learning. Third, we develop an
extension of GSCA termed “Generalized multiple sequences analysis” (GMSA)
to handle multiple (more than two) data sequences.

Segmentation of sequences. First, we introduce “Kernel clustering with
sigmoid-based regularization” (KCSR) - a segmentation model based on kernel
clustering. With a novel sigmoid-based regularization, the objective of KCSR
is smooth and can be effectively solved using gradient-based algorithms.
Second, we develop a stochastic variant of KCSR termed “Stochastic kernel
clustering with sigmoid-based regularization” (SKCSR). Time and memory
complexities of SKCSR are much lower than those of the original KCSR and
almost existing kernel-based models that prohibit them from handling
extremely long data sequences. Third, we propose an extension of KCSR called
“Multiple kernel clustering with sigmoid-based regularization” (MKCSR) for
simultaneous segmentation of multiple data sequences.

Through extensive experimentation on different widely public datasets,
performances of the proposed models were evaluated and compared with those
of various baselines. The experimental results validate the advantages of our

models over all the competitors.
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