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Summary of Doctoral Thesis

Name in full: TIEU Thi Ngoc Dung

Title: Gait Anonymization with Preservation of Appearance and Motion

Video of walking subjects can be easily captured in many ways such as by
surveillance cameras at the public areas, by personal devices (e.g. smart phone). Such
data consists of sensitive information of subjects in videos like routine, activities,
behavior. Meanwhile, there are many reasons for sharing such data among organizations
or companies such as for law enforcement, forensics, research. However, a bad actor
could use a gait recognition system to cross link a subject in a video to a subject in
another video, and therefore the sensitive information of subjects in videos may be
disclosed. This thesis investigates on anonymizing the gait (walking style) of a subject
in a video so that the gait recognition systems incorrectly recognize the anonymized
gait while preserving the appearance and motion of the subject for data analysis. The
preservation of appearance means ensuring the naturalness of the body shape and
preserving the garment color of the original gait images. The preservation of motion
consists of guaranteeing the naturalness of movement and retaining the moving
direction of the original gait. In this dissertation, several techniques based on deep
learning are proposed to solve three problems that adapt to the wild (real application):
(1) Gait anonymization on binary gait video, (2) Gait anonymization on RGB gait video,
(3) Incomplete silhouette gait anonymization. The evaluation was conducted on an
available gait dataset and several advanced gait recognition methods. The experimental
results demonstrate that the proposed models achieve the promised performance in
privacy protection as well as are able to generate the quality gait images.

Most of current gait recognition approaches exploit silhouette sequences of subjects
that are sequence of binary image containing the shape and style working of each
individual subject as the gait's feature. This thesis thus, initially, investigates on binary
gait anonymization. This research is aimed at investigating on whether we can find the
way to fool gait recognition systems by directly modifying the shape of silhouettes of
the original gait. It also explores how to apply deep learning to ensure the naturalness
of the body shape and the gait movement. A fast and easy-to-implement method is
introduced. The main idea of this method is changing the shape of a gait by adding
another gait, a “noise gait”, to the original gait and the anonymized gait, thus, is partly
similar to the original gait and partly similar to the noise gait. This is done using the
contour coordinates of the gait in each frame instead of the gait image; these coordinates
are converted into a vector. A convolutional neural network(CNN) based model is

designed that takes two inputs, the contour vector of the original gait and that of the



noise gait, and outputs a modified contour vector. An anonymized gait is generated from
this modified vector.

Although most of current gait recognition research are based on silhouette sequence of
subjects, most of video uploaded/shared are RGB videos. Development of an approach
for RGB gait anonymization is essential and therefore this thesis, secondly, consider
how to anonymize RGB gait. This research investigates how to design a deep learning
model to modify the shape of RGB gait by using a random noise to remove the identity
information from the original video while preserving the appearance and motion of the
original subject. A deep learning based generative model is proposed that consists of
one generator and two discriminators, spatial discriminator and temporal discriminator,
to solve this problem. This model adds a random noise generated with the traditional
generative adversarial network from a random vector sampled from a Gaussian
distribution to the original gait for anonymization. The spatial discriminator and
temporal discriminator are to improve the quality of generation results. The role of
the spatial discriminator network is to distinguish the real frame from a generated frame.
It does this by discriminating the shape of the real gait and the shape of the generated
gait at each frame. The role of the temporal discriminator network is to determine
whether a generated gait moves smoothly.

This thesis also considers how to generate seamless anonymized gait when incomplete
silhouette gaits are used because gait recognition systems are still able to recognize
such gaits with the high accuracy. In this thesis, complete silhouette is defined as a
seamless silhouette and an incomplete silhouette is defined as a silhouette with one or
more parts of the body missing. Incomplete silhouettes are caused by the foreground
extraction process and occur when the color of the body part is similar to the background
color or the gait is partly occluded by another object. The incomplete silhouettes usually
occur in uploaded/shared videos. The two previous models are unable to generate the
seamless silhouette gait when the incomplete silhouette gaits are used. This is because
of two reasons. Firstly, the architecture of previous generators is based on autoencoder
network that tries to generate the output similar to the input. Secondly, the colors in the
original gait image that need to be extracted to transfer to the anonymized gait are
missed at the missing parts of incomplete silhouettes. This research aims to change the
shape of an incomplete silhouette while producing the seamless silhouette. This research
is also aimed at generating the finely texture color regardless the quality of the original
silhouettes. To this end, the proposed model consists of two networks, anonymization
network and colorization network. The anonymization network is based on DCGAN
model and trained by the complete silhouette dataset to generate the seamless
silhouettes while the colorization network transfers the garment colors of the original
gait images to the anonymized gait without extracting the garment colors of the original

gait images to avoid missing the original colors.
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