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Abstract

Video of walking subjects can be easily captured in many ways such as by surveillance
cameras in the public areas, by personal devices (e.g. smartphones). Such data consists of
sensitive information of subjects in videos like routines, activities, behaviors. Meanwhile,
there are many reasons for sharing such data among organizations or companies such as for
law enforcement, forensics, research. However, an attacker may crosslink a subject in a video
to a subject in another video by using gait recognition systems, and therefore the sensitive
information of subjects in videos may be disclosed. This thesis investigates anonymizing the
gait (walking pattern) of a subject in a video so that the gait recognition systems incorrectly
recognize the anonymized gait while preserving the appearance and motion of the subject
for data analysis. The preservation of appearance means ensuring the naturalness of the
body shape and preserving the garment color of the original gait images. The preservation
of motion consists of guaranteeing the naturalness of movement and retaining the moving
direction of the original gait. In this dissertation, several techniques based on deep learning
are proposed to solve three problems that step by step adapt to the wild (real application):
(1) Gait anonymization on binary gait video, (2) Gait anonymization on RGB gait video, (3)
Incomplete silhouette gait anonymization. The evaluation was conducted on an available
gait dataset and with several advanced gait recognition methods. The experimental results
demonstrate that the proposed models achieve the promised performance in privacy protection

as well as can generate quality gait images.

Most current gait recognition approaches exploit silhouette sequences of subjects, which
are sequences of binary images containing the shape and style working of each subject, as the
gait’s feature. This thesis thus, initially, investigates binary gait anonymization. This research
is aimed at investigating whether we can find a way to fool gait recognition systems by
directly modifying the shape of silhouettes of the original gait. It also explores how to apply
deep learning to ensure the naturalness of the body shape and the gait movement. A fast and

easy-to-implement method is introduced. This model anonymizes a gait by modifying the



original body shape of that gait with the use of another gait, named “noise gait”, to add to
that gait, and therefore, the anonymized gait is partly similar to the original gait and partly
similar to the noise gait. To do this, a contour vector containing coordinates of pixels on
the contour of a gait at each frame. A convolutional neural network(CNN) based model is
designed that takes the contour vector of the original gait and that of the noise gait as two
outputs and produces a modified contour vector. Then this modified contour vector is used to

generate the anonymized gait.

Although most of the current gait recognition research is based on the silhouette sequence
of subjects, most uploaded/shared videos are RGB videos. The development of an approach
for RGB gait anonymization is essential and therefore this thesis, secondly, considers how
to anonymize RGB gait. This research investigates how to design a deep learning model
to modify the shape of RGB gait by using random noise to remove the original identity
information of a gait in a video while preserving the appearance and motion of the original
subject. To solve this problem, a deep learning-based generative model is proposed that
consists of one generator and two discriminators, that is special discriminator and temporal
discriminator. First, a random noise in the gait distribution is created by traditional GAN
from a random vector in a Gaussian distribution. Then, the random noise is added to a gait
that we wish to anonymize. Two discriminators are to improve the quality of generation
results. The purpose of the spatial discriminator network is to discriminate a real gait image
with a generated gait image. It does this by distinguishing the body shape of a real gait and
that of a synthesized one at each frame. The purpose of the temporal discriminator network

is to ensure the moving smoothness of the anonymized gait.

This thesis also considers how to generate seamless anonymized gait when incomplete
silhouette gaits are used because gait recognition systems are still able to recognize such gaits
with high accuracy. In this thesis, a complete silhouette is defined as a seamless silhouette
and an incomplete silhouette is defined as a silhouette with one or more parts of the body
missing. Incomplete silhouettes are caused by the foreground extraction process and occur
when the color of the body part and that of the background are the same, or the gait is
partly occluded by another object. The incomplete silhouettes usually occur in the real
application. The two previous models, one for binary and one for RGB gait, are unable to
generate the seamless silhouette gait when the incomplete silhouette gaits are used. The gait
anonymization research on incomplete silhouettes aims to change the shape of an incomplete

silhouette while producing a seamless silhouette. This research is also aimed at generating



xi

the fine texture color regardless of the quality of the original silhouettes. To this end, the
proposed model consists of two networks, anonymization network, and colorization network.
The anonymization network is based on the DCGAN model and trained by the complete
silhouette dataset to generate seamless silhouettes. The colorization network transfers the
garment colors of original gait images to anonymized gait images without extracting the

garment colors of the original gait images to avoid missing the original colors.
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Chapter 1

Introduction

1.1 Motivation and Overview

1.1.1 Privacy Concerns

Due to advances in computing technology, media content can be recorded and shared
in many ways. Video data can be captured with surveillance cameras on the street by
governments and private companies. To give some examples, there are over 4800 government
surveillance cameras in Washington, D.C. [15] and more than 4 million closed-circuit
television (CCTV) cameras in the United Kingdom. A resident of London is caught on
CCTV cameras about 300 times a day on average [16]. In addition, the development of
smart devices has enabled videos to be recorded by private individuals using such devices as
smartphones and cameras. The data recorded often contains sensitive information such as

the behaviors, routines, activities, and affiliations of the people caught on camera.

p— 1
i 5—5 Surveillance facebook
oy . Camera on street aceboo
L. '
b - :
> (Tl —
v , Law enforcement E y
) l twitter

‘ Shﬂng " Forensics
* Research .
Sharing data between organizations Sharing data on the Internet

Fig. 1.1 Videos of people walking can be captured and shared in many ways.
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Face Iris Fingerprint Gait

Fig. 1.2 Example biometrics that can be used to recognize a person in a video.

Although there are many reasons for sharing such data among organizations or companies
such as for law enforcement, forensics, and research, a n attacker may use gait recognition
systems to crosslink a subject in a video to a subject in another video, which could result
in disclosure of sensitive information about that person. Therefore, protecting the privacy
of people when sharing data is becoming more essential every year. The Europe General
Data Protection Regulation (GDPR) in 2018, requires clear and explicit consent from the
data subject if their personal data is to be processed beyond the legitimate purpose for which
that data was collected. However, if the data is anonymized, such data is not subject to the
GDPR, meaning that companies can use anonymized data without consent. Studies of hiding
individual identities when sharing data while preserving the information needed for data
analysis have been conducted in both academia and industry [11, 16]. These studies have

focused on anonymization or de-identification.

1.1.2 Gait Anonymization

Biometrics is the science of recognizing an individual on the basis of inherent physical
and/or biological traits associated with a person [17]. Fingerprint, iris, face, ear, hand
geometry, palm print, finger vein geometry, gait, voice, and signature are biometrics widely
used in many applications [18-20]. People in videos can be recognized using several
biometrics such as face, iris, fingerprint, and gait, as illustrated in Fig. 1.2 .

Among those traits, gait has become important because it can be detected at low resolution
[21] and recognized at a distance without physical contact or the person’s cooperation [22, 23]
while most other biometrics could be identified only at a close distance or with physical
contact. While face anonymization has been intensively studied (existing research on face
anonymization will be reviewed in Chapter 2), there has not been much gait anonymization
research. Gait refers to the manner in which a person walks. It is a complex dynamic activity
with movements made using a combination of hundreds of muscles and body joints. These

movements are integrated in the sense that they must happen within a specific time. Normal
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Fig. 1.3 Sample gaits at different viewing angles.

- : Name: Nicole Kidman .,? D
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Place: Shibuya, Tokyo, JAPAN From the Internet

Fig. 1.4 Example of privacy violation resulting from use of gait recognition system.

human walking has been discovered to be cyclical movement; i.e., the motion repeats at a
stable frequency [23-25]. It has been defined as the forward thrust of the legs, in which the
alternating movements of different parts of the body consume less energy [26]. Fig. 1.3
shows sample gaits at different viewing angles.

Moreover, with the rapid development of gait recognition research, a state-of-the-art gait
recognition method can achieve very high performance. Therefore, a person in a video may
be unintentionally recognized with high accuracy by a gait recognizer. Figure 1.4 shows
an example of privacy violation resulting from the linking a gait in one video to a gait in
another video. In this example, the video data recorded by a surveillance camera was shared
to a third party for data analysis. The attacker is assumed to be authorized to access these
data and be able to acquire a video of a specific person from the Internet. By using a gait
recognition system, the attacker can find the specific person in the shared video, resulting in

the disclosure of sensitive information about this person such as behaviors and routines.

In addition to privacy protection, data utility is an important aspect of gait anonymization

because it is necessary in many research areas [27], for instance, object detection [28, 29],
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action prediction [30], gender recognition, and clothes recognition [31, 32]. Example research
areas requiring data utility preservation in gait anonymization are illustrated in Fig. 1.5.
From the discussion above, we can see that protecting the privacy of a person in a
shared video is necessary. Research in this area has been ongoing for several decades and
has resulted in such techniques as object blurring [4], object removing [5, 7], and object
replacement [6]. However, these techniques focus more on privacy protection than on data

utility preservation.
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(a) Action predlctlon [30].

(b) Object detection [28].
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(c) Clothing recognition [31].

Fig. 1.5 Preservation of data utility for data analysis.

1.2 Research Objectives

The research described in this thesis was aimed at anonymizing the gait of a person in a
video so that it is incorrectly recognized by gait recognition systems while preserving the
original appearance and motion of the person. Preservation of appearance means ensuring
the naturalness of the body shape and preserving the c colors. Preservation of motion means

guaranteeing the naturalness of movement and retaining the direction of movement. Three
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problems that step-by-step adapt to the wild have been solved in this thesis. In particular, this
research focused on binary gait anonymization, RGB gait anonymization, and incomplete

silhouette gait anonymization.

* Binary gait anonymization: Most gait recognition approaches use the silhouette
sequence of a person, which is a sequence of binary images containing the shape
and walking pattern of the person, as the gait’s feature. Research on binary gait
anonymization has aimed at finding a way to fool gait recognition systems by directly
modifying the silhouette shapes of the gait. It has also explored the use of deep learning
to ensure the naturalness of the body shape and to retain the viewing angle of the
original gait movement. Studies on binary gait anonymization have addressed three

research questions in particular:

1. Can gait recognition systems be fooled by modifying the shapes of the silhouettes in

a gait sequence?
2. How can naturalness of the body shapes in the generated gait be ensured?

3. How can the moving direction be retained after eliminating the identifying informa-

tion?

* RGB gait anonymization: Silhouette sequences have been used as the gait feature in
most gait recognition research, but most videos shared on the Internet or displayed on
CCTYV are RGB videos. Development of an approach for RGB gait anonymization is
thus necessary. Although the binary gait anonymization model achieved promising
results for both anonymization and video quality, it is limited to black and white videos
and has not solved well the consistency among frames of the generated gait. In addition,
the performance of the binary gait anonymization model depends on how the noise
gait used to remove the identity of the person in the original video is chosen. Studies
on RGB gait anonymization have explored ways to overcome these problems of the
binary gait anonymization model. Studies on RGB gait anonymization have addressed

two research questions in particular:

1. How can the shapes of silhouettes in a gait sequence be modified without using

another gait?

2. Does using a generative adversarial network (GAN) improve the quality, especially

consistency among frames, of anonymized gait videos?
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3. How can the color from original RGB gait images be transferred to binary

anonymized gait images?

* Incomplete silhouette gait anonymization: A complete silhouette is a seamless
silhouette, and an incomplete silhouette is one with one or more parts of the body
missing. Incomplete silhouettes usually occur when the color of the foreground
is similar to that of the background or when a person is occluded. Gait recognition
systems are still able to recognize such gaits with the high accuracy because incomplete
silhouettes may occur at some frames of a gait sequence and some parts of human
body can be used to recognize the subject. To anonymize incomplete silhouette gaits, a
foreground extraction process is used to obtain the gait of the person in the video. This
process may result in some of the person’s body parts being missing. The models used
for binary gait anonymization and RGB gait anonymization are unable to generate a
seamless gait when the silhouettes are incomplete. In the research described here, the
use of a random noise to remove the identity of the original gait was investigated as a
means to improve the anonymization success rate. Studies on incomplete silhouette

gait anonymization have addressed three research questions in particular:

1. How can the shapes of silhouettes in a gait sequence be modified by using a random

noise?
2. How can a seamless silhouette be produced from an incomplete silhouette?.

3. How can the clothing colors in original gait images be transferred to anonymized
gait images when the colors cannot be extracted for the missing parts of the incomplete

silhouette?

1.3 Challenges

Although many algorithms have been developed for gait anonymization [4-7], they
cannot achieve the two requirements for gait anonymization: privacy protection and data
utility preservation. Gait anonymization is challenging for several reasons.

Unlike most other biometrics such as face, fingerprint, iris (for which the biometric feature
consists of only spatial information), the biometric feature of gait consists of spatial and
temporal information. The identity of a gait must be synchronously removed from all frames

in the gait sequence, which may cause inconsistencies among the frames in the generated gait.
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Gait feature

Colorful clothing Segmentation process

Fig. 1.6 Common challenges in gait anonymization.

Although a person walking may be viewed at different angles, the anonymization algorithm
should not be specific to each view. Moreover, the person’s clothes may be colorful, and
retaining tiny textured colors is not easy. Finally, the performance of gait anonymization
depends on the results of object segmentation. In many cases, the segmentation process
cannot extract a seamless object, especially when the foreground color is similar to the

background color or when the object is occluded.

1.4 Original Contributions

The research described in this thesis makes the following original contributions

* This is the first research on gait anonymization aimed at preservation of both
appearance and motion. Previous studies on gait anonymization focused more on
privacy protection such as by obscuring the body of a person [33] and by pixelating
or blurring the whole body [4, 5, 34]. Such methods do not address the problem of
preserving the original appearance and motion. As far as we know, the work introduced
in this thesis is the first study on gait anonymization aimed at preservation of both

appearance and motion.

* Binary gait anonymization: Most gait recognition approaches take the silhouette se-

quence as the gait’s feature. This study initially investigated binary gait anonymization.
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The main idea is to use a "noise gait", that is, another gait, to modify the body shape of
the gait. This is done by using a contour vector containing the coordinates of the pixels
on the contour of the body shape as gait the feature. A convolutional network (CNN)
with two inputs is designed. One input is the contour coordinates of the original gait,
and the other is the contour coordinates of the noise gait. The output is a modified

contour vector, which is used to produce a corresponding anonymized gait.

RGB gait anonymization: Although most gait recognition research has focused
on the silhouette sequence, most videos uploaded and/or shared are RGB videos.
Development of an approach for RGB gait anonymization is essential, and the research
reported in this thesis addressed the anonymization of RGB gaits. A model composed
of one generator and two discriminators is proposed. To alter the shape of the body
of a gait, a random noise created by a traditional GAN from a random vector that is
sampled in a Gaussian distribution is added to the gait. A spatial discriminator network
and a temporal discriminator network are used to improve the quality of the generated
results. The purpose of the spatial discriminator network is to discriminate a real and
fake gait image at each frame. In other words, this network distinguishes the shape
of the real gait from that of a fake gait. The purpose of the temporal discriminator
network is to ensure that the motion of a generated gait is smooth by distinguishing

the temporal information of a real gait from that of a fake gait.

Incomplete silhouette gait anonymization: Incomplete silhouettes are caused by
the foreground extraction process and occur when the color of a body part is similar
to the background color or the gait is partially occluded, which commonly occurs
in real applications. Incomplete silhouette gaits may be recognized accurately since
several parts of the human body can be used to recognize the person in a video. The
models for binary gait anonymization and RGB gait anonymization are unable to
generate an anonymized seamless silhouette gait when incomplete silhouette gaits are
used. The research described in this thesis was aimed at developing a model for gait
anonymization that is robust to the silhouette quality of the original gait. To this end,
a model consisting of two networks, an anonymization network and a colorization
network, was developed. The anonymization network removes the identity of the
original gait by the addition of a random noise sampled from Gaussian distribution. It
is based on the deep convolutional GAN (DCGAN model) and is trained on a complete

silhouette dataset to generate seamless silhouettes. The colorization network transfers
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the clothing colors of the original images to the anonymized images without extracting

the clothing colors to avoid missing the original colors.

1.5 Relationships among Three Studies

The relationships among three studies (binary gait anonymization, RGB gait anonymiza-
tion, and incomplete silhouette gait anonymization) are presented in two domains: adaptation

to the wild and network architecture.

1.5.1 Adaptation to the Wild

The relationships in the adaptation to the wild domain are expressed through the achieve-
ments of each study, as shown in Fig. 1.7.

The study on binary gait anonymization, for which the input is binary gait images, inves-
tigated ways to fool gait recognition systems by modifying the shapes of the silhouettes in a
gait sequence. It demonstrated anonymization ability while partly ensuring the naturalness
of the anonymized gait images and consistency among the frames of the anonymized gait.
The findings provide a base for further research on RGB gait and incomplete silhouette gait
data anonymization.

The study on RGB gait anonymization explored anonymization of RGB videos, which
are usually used in real application. It demonstrated anonymization ability while maintaining
clothing colors, consistency among frames, and moving direction. It partly ensured natural-
ness of the anonymized gait images (e.g., it was unable to generate seamless gait images
when incomplete silhouette gaits were used).

The study on incomplete silhouette gait anonymization addressed the problem of in-
complete silhouette gaits, which may occur in real applications and which has not been
completely solved by binary gait anonymization and RGB gait anonymization. The results
demonstrated that a gait can be anonymized while preserving the original attributes even if

incomplete silhouettes are used.

1.5.2 Network Architecture

The relationships in the network architecture domain are expressed through the use of the

same base model. Gait generator G of binary gait anonymization is based on an autoencoder
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Fig. 1.7 Relationship in adaptation to the wild domain.
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Fig. 1.8 Relationships among three studies in network architecture domain.
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network, and the gait generator of RGB gait anonymization is based on generator G. The
models of RGB gait anonymization and incomplete silhouette gait anonymization used a
spatial discriminator and a temporal discriminator to achieve a natural body shape and natural
movement. The relationships among the three studies in the network architecture domain are

summarized in Fig. 1.8.

1.6 Organization

The remaining chapters of this thesis are organized as follows.

Chapter 2 provides a detailed literature review of existing image and video anonymiza-
tion technologies and then discusses the issues related to their application to gait anonymiza-
tion. This chapter also briefly describes three gait recognition methods that were used to
evaluate the anonymization performance of the proposed gait anonymization models. Finally,
the gait dataset used in the experiments and the metrics used for evaluation are explained.

Chapter 3 describes the model and implementation of the binary gait anonymization
method used in the research described in this thesis. The required pre-processing of raw
data before passing the model and the post-processing used to obtain the final videos are
explained in detail. The effect of choosing the noise gait on the generated results is also
described.

Chapter 4 presents an algorithm using a spatio-temporal generative adversarial network
(ST-GAN). The benefit of using a random noise in the gait distribution rather than using the
noise gait to remove the identity of the real gait is explained. Detailed descriptions of the
proposed generator and two discriminators for improving the quality of the generated results
are provided. An analysis is given of the trade-off between anonymization and naturalness,
which depends on how much noise is added to the original gait.

Chapter 5 shows that anonymizing an incomplete silhouette gait is necessary because
gait recognition systems are able to accurately identify incomplete silhouette gaits. This
chapter also explores the effect of incomplete silhouette gaits on the quality of the generated
gaits and presents the model proposed for modifying the shape of an incomplete silhouette
while being able to produce a seamless silhouette. A colorization model that is able to
transfer the colors of missing parts of the original gait to the anonymized gait is described.

Chapter 6 summarizes the key points of the research and provides the research direction

for future work.






Chapter 2

Literature Review

This chapter provides a detailed literature review of existing image and video anonymiza-

tion technologies then gives discussion and demonstration of issues of such the technologies

when applied to the gait anonymization. This chapter also briefly presents three gait recogni-

tion methods that are used to evaluate the anonymization performance of the proposed gait

anonymization models. Finally, the available gait dataset used in experiment and metrics for

evaluation are also explained.

2.1

Terminology

In this section, the terminology used in this thesis is explained to ensure better under-

standing of the contents.

Subject The term ‘subject(s)’ refers to the person ID(s) used for training and testing.

Viewing angle The terms viewing angle refers to the angle of the subject relative to

the camera, as illustrated in Fig. 1.3.

Complete Silhouette Foreground extraction is used to obtain the gait of the person
in the video. This process may result in some body parts of the extracted gait being
missing. A complete silhouette is defined as a seamless silhouette, as shown in Fig.
2.1.

Incomplete Silhouette

An incomplete silhouette is defined as a silhouette with one or more parts of the body

missing. An incomplete silhouette may occur if the color of a body part is similar
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Fig. 2.1 Top row contains RGB gait images; bottom row contains complete silhouette images.

to the background color and if the gait is partially occluded. Samples of incomplete

silhouettes are shown in Fig. 2.2.

Fig. 2.2 Top row contains RGB gait images; bottom row contains incomplete silhouette
images.

2.2 Gait Recognition

The purpose of gait recognition systems is to recognize subjects in videos by using
their walking pattern. Given a gallery that contains a set of gait samples, such systems
predict the identity of a query gait (probe). In the current literature, gait recognition has two
major approaches including model-based and model-free [35-38]. Model-based methods
use information about static and dynamic parameters of parts of the body such as upper
limbs and lower limbs while model-free methods use either the normalized silhouette or
the average silhouette as the gait feature. A sample normalized silhouette extracted from
a raw gait sequence is shown in Fig. 2.3. Most gait recognition research has tackled the
main challenges of changes in viewing angle (the angle of the person relative to the camera),
clothing, walking surface, and walking pattern due to carrying objects or suffering from injury.
Generally, the model-free methods seem to be less affected by gait video quality and are
thus invariant with those changes. In addition, model-free methods have been proven to have

lower computational cost than model-based ones [39]. For these reasons, three model-free
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models were chosen to evaluate the gait anonymization success rate for the models presented

in this thesis.

IN1 I

Fig. 2.3 Top row contains RGB gait images; bottom row contains normalized silhouette
images.

The rest of this subsection briefly summarizes the three model-based gait recognition
methods used to evaluate the anonymization success rate. The first one was proposed by
Zheng et al. [12]. The main idea is to transform the view of the probe gait to that of the
gallery view. Its implementation was reported to be easy and rapid. It uses gait energy images
(GEIs) computed from a silhouette sequence as gait features. GEI representation was first
defined by Han and Bhanu [40]. It is the average of a silhouette sequence and is computed

using

1 T
g(xy) == ) h(xy), 2.1)
=1

where T is the number of frames in the sequence, I; is the silhouette image at frame ¢, and x
and y are values in 2D image coordinates. An example silhouette sequence and its GEI are

shown in Fig. 2.4

3 AARRRRRIEGL

Fig. 2.4 Gait energy image (GEI): images on left side represent silhouette sequence; image
on right side is GEI of sequence.

There are two main processes in their method: signature registration and gait recognition.
Partial least squares (PLS), a supervised dimension reduction technique, is applied to each

process to extract a feature from the feature GEI of the original gait. With the registration
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phase, after the feature is extracted (using PLS), singular value decomposition is used to build
a vector transform model (VTM). With the identification phase, this pre-trained transform
model is used to convert the viewing angle of the query gait to that of the registered gait
set. Finally, the similarity of two gaits is determined by using the L1-norm value between
features of these two gaits representing the two subject images under the same viewing angle.
The more similar the two gaits, the smaller the distance.

The second gait recognition method was developed by Wu et al. [13]). It uses a deep
learning-based model to recognize the most discriminative changes in gait patterns, which
suggest changes in human identity. The model takes the GEIs of two gaits as input and
outputs the similarity between them. The model is trained by feeding positive and negative
sample sets to the network. A positive sample is obtained by randomly picking two gait
sequences with different view angles of the same person. A negative one is obtained by
picking two gait sequences with different view angles of two different people. This method
was reported to be the first CNN-based gait recognition method. Its average gait recognition
rate reached 94.1%.

The third gait recognition method is GaitSet [14], introduced by Chao et al. They
asserted that the silhouette at each position has a unique appearance, so a silhouette contains
information about its position. Therefore, the order of silhouette in a gait sequence is
not important. The silhouettes in a gait sequence are thus and they aggregated into a set
from which temporal information is to extracted. They also introduced a deep learning-
based method for learning discriminative information from a set of gait silhouettes. It takes
silhouettes of a gait sequence as input. The gait information of the elements in a set are
aggregated by feeding the silhouettes into a set pooling operation that uses a set of convolution
and pooling blocks. This set of feature maps is split into strips by using independent fully
connected (FC) layers for each pooled feature. Finally, the FC layers are used to map the
pooled feature to the discriminative space. This method was reported to be fairly flexible in
terms of the number of silhouette frames and the order of silhouettes in the gait sequence.

The average accuracy reach 95%.

2.3 Group-based Image/Video Anonymization Methods

Existing methods for anonymizing images and video can be divided into group-based and

individual-based ones. The group-based methods hide the identity in a group of individuals
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and are commonly used in relational database anonymization. These methods are robust
against re-identification attacks by linking or inference. There are two main individual-based
methods: k-anonymity and t-closeness. There have been many reports of k-anonymity being

used for face image anonymization while there has been only one of t-closeness being used.

2.3.1 k-anonymity

k-anonymity was originally introduced for relational databases to protect against linking
attacks [41]. It requires that at least k records have the same non-identification values,
and therefore each record in a table must be similar to at least other (k-1) records with
non-identification value.

Newton et al. [1] introduced the use of the k-anonymity concept for face image
anonymization. The main idea of the k-anonymity algorithm is that, from a closed set
of k images, a surrogate image is produced, and then all images in the set are replaced by
the surrogate image to obtain an anonymized image set. This means that the performance
of face recognition is theoretically limited to 1/k. The algorithm ensures that the images in
the original set cannot be linked to the images in the anonymized set, so it is robust against

linking attacks.

Face set

Average

Fig. 2.5 k-anonymity for face image database (images from [1]).

More advanced face anonymization techniques that satisfy the k-anonymity requirement
have been proposed [42—44]. In the k-Same-Net approach proposed by Meden et al. [2], a
face image set is first clustered into a group. Then a pre-trained model is used to separate the
identity attributes from the non-identity attributes, such as race and gender. Finally, from
the identity attributes of all images in the original set and the non-identity attributes of the
face image to be anonymize, a deep generative model is used to produce an anonymized face

image.
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Fig. 2.6 Examples of k-anonymity face anonymization results (reprinted from [2]).

2.3.2 t-closeness
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Fig. 2.7 Face attributes and their distribution (images from [3]).

The purpose of using k-anonymity is to prevent the joining of two datasets to achieve
re-identification. However, if the sensitive attribute is the same for most records in class, the
attacker can still infer the sensitive value of an individual in that class without re-identify the
individual [45]. To address this problem, Li et al. [45] proposed using t-closeness, which
updates k-anonymity on the basis of the correspondence of the sensitive attribute to the
distribution of sensitive values. This requires that the distribution of sensitive values in an
equivalence class be close to their distribution in the database.

The use of the t-closeness concept was introduced to face image anonymization by Li
et al. [3]. They aimed to an generate anonymized face dataset so that the distribution of
sensitive attributes of the anonymized dataset was close to the distribution of those of the
original dataset. They defined the sensitive attributes of the face as the nose, eyes, lips, and
so on. The distribution of face attributes in the CeleA dataset [46] is shown in Fig.2.7, and

example anonymized face images generated with their model are shown in Fig.2.8. This
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method prevents linkage from the anonymized identity to the real identity. It is also robust

against inference attacks.

Original Anonymized

Fig. 2.8 Example anonymized gait images (from [3]).

2.4 Individual-based Image/Video Anonymization Methods

The methods in this group remove the identity of the person in the original image/video

so that recognition systems are unable to link the anonymized identity to the real identity.

2.4.1 Naive Methods

Original Blurring Pixelation Masking

Fig. 2.9 Original image and anonymized images generated by naive methods (reprinted from
Lietal. [3]).

Several methods have been proposed for face image anonymization and privacy protection
of a person in a video, including blurring, pixelation, masking, and replacement. [6, 47, 48].
In the masking approach, after the face region in the image is located, it or part of the face
region is simply masked by assigning the pixels to zero or one. With pixelation, the resolution
of a privacy sensitive region is reduced. The image is divided into blocks, the average value

of the pixels in every block is computed, and the pixels in each block are replaced by the
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average value. This reduces the resolution of the privacy sensitive regions in the image.
Pixelation is commonly used in television for anonymization of criminal suspects, witnesses,

and bystanders.

Fig. 2.10 Examples of blurring: original images are shown on the left; corresponding blurred
images are shown on the right (reprinted from Agrawal et al. [4]).

Blurring is a simple method based on obfuscating the privacy sensitive regions in an
image by using image filters. The filters modify the pixel values of privacy sensitive regions
by using neighboring pixels. Depending on the application, this method can be used to
obscure the faces and bodies of people and even the background in images and videos
[6, 49, 50]. The use of blurring has also been proposed for gait anonymization.

Qureshi [33] presented a blurring method in which a separate video bitstream is generated
for each foreground object in the raw video. This enables the original video to be recon-
structed from the various object-video streams without data loss. During reconstruction, each
video bitstream can be rendered in several ways, for instance, obscuring people identities
using a silhouette representation or simply not showing an object-video stream at all.

Agrawal and Narayanan [4] introduced a method for gait anonymization that combines
two transformations: exponential blurring of the pixels of the target person in the video and
line integral convolution. These two transformations smooth and blur the boundary of the
individual and thereby remove the gait information that can be used for identification. The

output color for each pixel composing the individual is a combination of the neighboring
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average colors. Example original images and the images produced by their method are shown
in Fig. 2.10.

A method presented by Chen et al. [5] is aimed at hiding the identity of a person in a
video by obscuring the person’s image. To this end, they proposed a pseudo-geometric model
using an edge motion history image. First, the contour of person’s body is extracted at each
frame, and then an obscured body image is obtained at the current frame by adding the body
image at the previous frame. This results in the whole body being obscured while preserving
the structure and movement information. As shown in Fig. 2.11, the people in the image end
up looking like ghosts.

Othman et al. [51] and Ruchaud et al. [52] developed methods for gender anonymization

while maintaining some information for body shape, actions, and motion recognition.

Fig. 2.11 Example of obscuring people: (a) original image, (b) edge motion history image,
(c) original image restored but with woman in pink shirt removed, (d) final obscured image
(reprinted from Chen et al. [5]).

Another anonymization method was introduced by Fan et al. [6]. Motivated by the need
for privacy protection in medical videos, they used digital human models to change the
appearances of the people in videos into virtual human objects. The resulting final video
streams protect the privacy sensitive information of individuals in the video scene. Example

results are shown in Fig. 2.12.

These naive methods focus more on privacy protection than on original attributes preser-

vation.



22 Literature Review

Fig. 2.12 Example of human privacy protection using digital human model [6]: (a) original
image, (b) image generated by replacing people in original image with virtual human objects.

2.4.2 Image Inpainting

Inpainting methods are aimed at reconstructing damaged regions in an image so that the
modification is undetectable. These methods use information from the surrounding area to
fill in the damaged regions. Inpainting technique have been used for both image [53, 54] and
video [55, 56] applications.

Inpainting techniques are used in object removal approaches to protect the privacy of an
individual in an image or video. These approaches first remove the person whose privacy is
to be protected. Then inpainting is used to reconstruct the region damaged by the removal.
The object removal approach was proposed by Granados et al. [7], and Chen et al. [5] to

protect an individual in an image or video. Example images illustrating removal of a person

from a video are shown in Fig.2.13.

Fig. 2.13 Example images illustrating removal of person from a video: first and third
images are original images; second and fourth images are resulting images after removal of
foreground person (reprinted from Granados [7]
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Inpainting techniques are unable to generate natural images when applied to face image
anonymization. This is because, in order to protect the privacy information, a large mask
(such as a back rectangle) must be used. As a result shown in Fig.2.14, there are not enough

clues for use in generating a natural image by inpainting.

Original Inpainting

Fig. 2.14 Original face image and anonymized image generated by inpainting (reprinted from
Li et al. [3].

2.4.3 Texture Modification

--

Original face image Face image for swapping Anonymized face image

Fig. 2.15 Example of face image anonymization by replacing texture of original face image
(reprinted from Samarzija et al. [8]).

With the texture modification approach, images are anonymized by modifying the image
texture while preserving the object shape. Samarzija et al. [8] proposed an algorithm for
anonymizing a face image by replacing its texture with that of another face image that has
the same pose. The shape of the original face is retained while the image texture is changed.
This process is illustrated in Fig. 2.16. Zhang et al. [9] presented a method for iris image
anonymization. The iris region is blurred so that the image texture is changed while the shape
of the iris is preserved. Although such methods are effective for anonymizing the face and
iris, they do not change the gait pattern because the gait feature is based on the shape of the

body (e.g., the silhouette shapes).
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L -
Original iris image Anonymized iris image

Fig. 2.16 Example anonymized iris image generated by blurring iris region (reprinted from
Zhang et al. [9]).

2.4.4 Deep Learning

Several methods combine the idea of inpainting with a generative model to remove the
identity of a face image. These methods remove most of the information from a face image,
resulting in either a damaged image (which can be used as a landmark face image as shown
in Fig. 2.17 or in a masked face image as shown in Fig. 2.18). A generative model is then

used to produce a new image from the damaged image.

Obfuscated | Origi.nal

head image face image
race Anonymized
landmarks y

face image

Fig. 2.17 Face image anonymization proposed by Sun et al. [10].

Original face image Anonymized face image

Fig. 2.18 Face image anonymization proposed by Hukkelas et al. [11].

Although these methods have been shown to generate natural face images, they do not

ensure consistence among the frames of the generated gait sequence because the models
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used are not designed to control temporal information and too much information is removed.
Figure 2.19 shows an example of inconsistency among consecutive frames (the person is

wearing glasses in some frames but not in other frames).

Fig. 2.19 Inconsistency among consecutive frames generated using method proposed by
Hukkelas et al. [11].

Several deep learning models have been proposed for anonymizing faces in images and
videos by using face verification [57-59]. Face verification is used to maximize the distance
between a test face image and the generated face image, thereby forcing the model to remove

the facial identity, as shown in Fig. 2.20.

Face

recognition

Original face Anonymized face

Fig. 2.20 Face verification is used to maximize distance between test face image and generated
face image.
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However, these models are not applicable to gait anonymization because the input for gait
verification are binary images, and these models output gray images that must be converted
into binary images using a binarization function. However, a binarization function is a

discrete function, so it has no gradient, as illustrated in Fig.2.21.

H Anonymized gait (Gray images) Binary images
—>| Generator ; — Binarization — —
Original gait — : / T
(Binagry im%ages) This discrete function has no gradient

Fig. 2.21 Gait verification cannot be used to maximize distance between test face image and
generated face image.

2.5 Issues with Existing Image/Video Anonymization Meth-

ods

Although group-based methods are robust against linking and inference attacks, they
are not good at preserving the original attributes, as can be seen in Figs. 2.6 and 2.8. The
individual-based methods ensure unlinkability from the anonymized identity to the real
identity. Moreover, they are better at preserving the original attributes than the group-based
methods. Therefore, the research described in this thesis focused on the individual-based
approach; the group-based approach is left for future research.

The comprehensive review of the use of individual-based methods for image and video
anonymization in section 2.4 demonstrates that such methods are not suitable for gait
anonymization they (1) do not generate natural images, (2) are not applicable to gait
anonymization, (3) do not change the gait pattern, and (4) do not guarantee consistency
among frames. The models proposed in this thesis for gait anonymization address the prob-
lems with existing methods. Noise is added to the original gait to modify the shape of the
silhouette, which enables gait recognition systems to be fooled. Reconstruction loss is used
to ensure that the moving direction of the original gait is preserved. The reconstruction loss

and the use of a spatial discriminator guarantee the naturalness of the body shape of the
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generated gait. The temporal discriminator ensures consistency among the frames of the

anonymized gait.

2.6 Performance Analysis of Gait Anonymization Models

To evaluate the performance of the proposed models, two metrics were used: naturalness
and success rate, which are defined in subsections 2.6.1 and 2.6.2. The robustness of the

proposed models against re-identification attacks was also evaluated.

2.6.1 Naturalness

The naturalness metric was to evaluate preservation of the original attributes. The preser-
vation of appearance means ensuring the naturalness of the body shape and of the clothing
colors in the original gait images. The preservation of motion consists of guaranteeing the
naturalness of movement and retaining the moving direction of the original gait. Subjective
evaluation was used to measure naturalness.

The mean opinion score (MOS) was used for the subjective evaluation. MOS test is
commonly used to assess the quality of generated media from the human perspective [60],[61].
For example, MOS testing was used in the Wavenet model [62] to evaluate preferences for
generated audio waveforms and to assess the quality of images created with a semantic
rectifying GAN (SR-GAN) [63]. After watching a pair of anonymized and original video,
evaluators evaluate the data utility degree of the anonymized gait with the score ranging from
1to 5 (1: Bad, 2: Poor, 3: Fair, 4: Good, 5: Excellent).

2.6.2 Success Rate

The success rate is the percentage of gaits successfully anonymized. It was computed
similar to the way that Sharif [64] used. It is typically stated as the ratio of the number of
anonymized gaits, which are incorrectly recognized to the total number of anonymized gaits,
with S defined as the set of gaits correctly recognized by the system, S as the number of

anonymized gaits in S, and M as the number of gaits in S’ incorrectly recognized.

M
success_rate(%) = sl x 100% (2.2)
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2.6.3 Robustness against Re-identification Attacks

A re-identification attack [65, 66] is an attack attempting to recover anonymized data in
order to restore the identity information. In the research reported in this thesis, a commonly
used method was used to try to reverse the identity information from anonymized gaits. To
demonstrate that the proposed gait anonymization methods are robust against re-identification
attacks, both re-identified gait images and the identification accuracy on such gaits are

presented.

2.7 Available Dataset

To evaluate the proposed gait anonymization methods, the CASIA-B gait dataset [67], a
huge, widely used dataset with multiple viewing angles and different challenging conditions,
was used. This dataset contains 110 gait sequences for 124 individuals, with 11 viewing
angles each (0°,18°,...,180°). The frame images of the videos are RGB. An example
showing the 11 viewing angles is presented in Fig. 2.22, while an example showing the
multiple clothing colors is presented in Fig. 2.23.

Although the models introduced in this thesis do not require that all gait sequences have
a fixed length, the models can be implemented more easily and trained more quickly if the
sequences all have the same length. Therefore, another dataset was created from the original
CASIA-B dataset that contains sequences of the same length, with each sequence having 50
frames. The 50 frames were taken from the end of longer sequences. This new dataset was
used for training, validating, and testing the gait recognition systems and the proposed gait

anonymization models.
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Fig. 2.22 Example of 11 viewing angles in CASIA-B dataset.

Fig. 2.23 Examples of clothing colors in CASIA-B dataset.






Chapter 3

Binary Gait Anonymization

3.1 Introduction

Most of the current model-based gait recognition approaches explore silhouette sequences
of subjects that are a sequence of binary images containing the shape and style working of
each subject as the gait’s feature. In this thesis, gait anonymization while preserving the gait’s
naturalness is divided into two tasks anonymization and colorization as illustrated in Fig. 3.1.
The first task, anonymization, takes binary silhouettes as the inputs, and output the binary
anonymized gait images. This chapter focuses on the second task, anonymization. This
chapter aims to investigate that it is possible to fool gait recognition systems by modifying
the body shape and how to apply deep learning to ensure the naturalness of the anonymized
gait in terms of shape and movement. In the other words, this chapter aims at generating the
binary anonymized gait from binary real gait so that the anonymized gait does not consist
of the identity of the real gait and the anonymized gait moves smoothly and its shape looks
natural. The idea of the method in this chapter is modifying the body shape of a gait that
we desire to anonymize by adding to it another gait named "noise gait". Therefore, the
coordinates of the contour body (or contour coordinates) of a gait at each frame are used, and
then contour vectors are computed from these contour coordinates. A convolutional network
is designed, named BiGait-ANET, which has two inputs: the contour vector of the gait to
be anonymized and that of the noise gait and the output is the modified contour vector. The
anonymized gait is produced with these modified contour vectors by filling these contour

vectors.
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Original video

Generated video

Binary original Binary anonymized RGB anonymized
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extraction Task 1: Task 2: Post-
Anonymization Color t}an.sfell processing
Colorization

Fig. 3.1 Gait anonymization study in this chapter focuses on anonymization task.

3.2 Methodology

Anonymized gait

Post-processing

Modified contour vectors

t

Contour vector modification

Contour vectors Contour vectors
Pre-processing Pre-processing

A

Original gait

Noise gait

Fig. 3.2 The proposed method includes three steps: Pre-processing, Contour vector modifying
(CNN), and Post-processing.

To generate the anonymized gait, the original gait is mixed with the noise gait using a
CNN-based model. To modify the body shape of a gait, contour coordinates of the body of a
gait at each frame rather than the gait image are used. The proposed model consists of three

steps and is presented in Fig.3.2.
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Step 1 - Pre-processing: The step firstly extracts the contour of silhouettes of original
and noise gait, the original gait, and the noise gait. Then, these contours are converted to
vectors, which are called contour vectors.

Step 2 - Contour vector modification: Two contour vectors created from Step 1 become
the inputs of the CNN, which takes over the change of the original gait, and the output here
is the modified contour vector.

Step 3 - Post-processing: The contour vector generated by Step 2 is passed through the
post-processing to produce the anonymized gait, and then the final gait is then pasted into the
original video at the similar position to the original gait.

In the remaining part of this section, The detail about the above three steps as well as

how to select the noise gait will be explained.

3.2.1 Pre-processing

Silhouette
sequence

Silhouette
region

Silhouette
contour

Contour

vector 00000000 00000000 00000000

Fig. 3.3 The flow of the pre-processing step.

The crucial idea of the proposed model for binary gait anonymization is altering the body
shape of the original gait by adding to it a noise gait. Therefore, silhouette regions are firstly

cropped, and then the extracted images are resized to the same size of 240 x 240.
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The frames with the size of 240 x 240 containing silhouettes are cropped and normalized,
then coordinates of pixels on the silhouette contours were computed. Next, such coordinates
are transformed to vectors that are used as the inputs of Step 2. The length of these vectors
was fixed to 4000. Each vector consists of two coordinates of each pixel on the contour
and is corresponding to 2000 pixels on the contour. Note that there are no contours that
have the pixel number larger than 2000 in the dataset. For contours that have less than 2000
pixels, the zeros padding is added to the rest of the vector. Therefore, the body shape of
a silhouette is now represented by a vector of length 4000 that consists of two parts: one
contains coordinates of contour pixels, one contains the zero-padded area. Fig.3.3 illustrates

all steps of pre-processing phase.

3.2.2 Contour Vector Modification

This section explains more detail about how to modify the original gait and the network
for this step is showed in Fig.3.4. This model takes 2 inputs: the original gait’s contour vector
and the noise gait’s contour vector. The output is modified contour vector. The two inputs go
through two shared weights networks to get the abstract representation. The network can be

expressed in the following formula:

qD](X]) = ReLU(Wl * X —l—b]) 3.1)
P (Xy) = ReLU (W) x X5 + by) (3.2)

The network composes of convolutional functions. The first two convolutional functions
include weights matrix W; multiplied with two vectors X;, X, and the bias b, where X;, X»
are two input contour vector of original and noise gait, respectively. Nonlinear operations
ReLU (x) = max(x,0) follow these convolutional functions. The goal of this model is to
produce the modified contour vector, so these two functions are then combined into one

network as follows.
(bz(Xl,Xz) :ReLU(Wz* (CI)](XI)—I—CI)](Xz)) —l—bz) (3.3)

where W,, b, are weights matrix and bias of the combined network. All parameters of this

the contour vector modification network are computed by optimizing the loss function below:
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o (192060, 2) =X -+ (X, 3o) ~ ) G4
This loss function forces the output to be partly similar to the original gait and partly similar
to the noise gait. The first term is to force the generated gait to be similar to the original gait
and hence it maintains the naturalness of the gait images. The second term is to force the
output to be partly similar to the noise gait and an adjustable parameter indicates how much
the noise gait added to the original one. In the experiments, o was set equal to 3. Dy, is the

length of the contour vector and equals 4000 in our case.

Modified contour vector (4000 x 1)

RelLU

t

C(4000x16,1,3)

/\

ReLU ReLU
| |
C(4000 x1,16,3) C(4000 x1,16,3)
X1 (4000 x 1) X, (4000 x 1)
Original contour vector Noise contour vector

Fig. 3.4 The architecture of the propose model BiGait-NET: C are convolution.

3.2.3 Post-processing

This process is to generate the final video in which the original gait is removed and the
anonymized gait is placed in the same position as the original one. This process firstly creates
an image of contour from the modified contour vector generated by Step 2, then the region
inside the contour in this image is filled to get the image of the modified silhouette. Finally,

the silhouette of the original gait in the original video is replaced by the modified one.
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Fig. 3.5 The flow of post-processing.

3.2.4 How to Select the Noise Gait

Selection of the noise gait is one of the important aspects of model BiGait-ANET because
it influences the anonymization success and the naturalness of the generated gait. The role of
noise gait is to hide the original identity of a gait to be anonymized, however, it may make
the naturalness of a generated gait decrease. Therefore, the optimal noise gait is a gait the can
hide the identity of the original gait while ensuring much naturalness of the anonymized gait
as possible. To choose such optimal noise gaits, two cases are considered: (1) the viewing
angles of the original gait and the noise gait differ; (2) the viewing angles of the original gait
and the noise gait are the same. The result of first case is shown in Fig.3.6, while that of the
second case is in Fig.3.7. In those figures, the noise gaits, original gaits, and the generated

gaits are in the first, second, and third row, respectively.
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Fig. 3.6 The viewing angle of the original gait and that of the noise gait are the same.
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Fig. 3.7 The viewing angle of the original gait and that of the noise gait differ.

With the comparison of the generated gaits in two cases, it is clear that the gait generated
with the noise gait in the same viewing angles (Fig.3.7) looks more realistic than that gener-
ated with the noise gait in the different viewing angles ( Fig.3.6), therefore, in experiments,
the noise gait is chosen so that it is not the original gait but has the same view angle as

original gaits.

3.3 Experimental Results

The dataset that includes 124 subjects is divided into four non-overlapping parts as shown
in Table 3.1. The first part containing 50 subjects is to train the three gait recognition systems.
The second part has 24 subjects and is kept to train BiGait-ANET network. The third part
containing 10 subjects is to validate the proposed model BiGait-ANET. The remaining part
with 40 subjects is preserved for testing. Table 3.1 shows the detail of dataset organization.

Silhouette images of anonymized gaits generated by BiGait-ANET and the evaluation of
the proposed model performance with naturalness, success rate and robustness is presented

in four following subsections.

Table 3.1 Dataset organization.

Tasks Num. of subs Num. of seqs. Num. of frames
Training the proposed model || 24 2640 132,000
Training the gait recognition || 50 5,500 275,000
systems

Validation 10 1,100 55,000

Testing 40 4,400 220,000
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3.3.1 Generation Results

/ ‘
36° ‘
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Fig. 3.8 Silhouettes of original gaits and anonymized gaits with various viewing angles:
the first rows show the silhouettes of original gaits, the second rows show silhouettes of
anonymized gaits.

Fig.3.8 illustrates the generation results of the model BiGait-ANET for one subject under
different viewing angles. This figure demonstrates that the proposed model is able to keep
the naturalness of the generated gaits in terms of movement and shape. However, the shape
of gaits with the side viewing angles look more natural that that at the frontal viewing angles
(0°,180°).

3.3.2 Naturalness

The naturalness evaluation of the anonymized gaits was done by MOS test and there were
30 evaluators who attended this test. In detail, each evaluator was given 30 random pairs
of original and anonymized gait videos and each video is 10 seconds long. After watching
each pair, they gave a score for the naturalness of the corresponding anonymized video in a
five-point scale score (1: Bad, 2: Poor, 3: Fair, 4: Good, 5: Excellent). The result of MOS
scores for each viewing angle are demonstrated in Fig.3.9. From this figure, the findings are

withdrawn:
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(1) The naturalness of generated gaits evaluated by the human perspective of viewing

angle 180° got the lowest with 2.94, and that of viewing angle 54° was the highest score with

3.73.

(2) The naturalness of generated gaits evaluated by human perspective at the side viewing

angles is higher than that at the frontal viewing angles. This result is coherent with the

generation results shown in subsection 3.3.1.

3.10

MOS

3.3.3 Success Rate

Fig. 3.9 MOS of the generated gaits.
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The success rate of the proposed model BiGait-ANET measured for three gait recognition

systems is shown in Table 3.2, Table 3.3, and Table 3.4. The comparison of success rate with

three gait recognition systems is summarized in Fig.3.10.

Table 3.2 The average success rate (%) of the proposed model BiGait-ANET evaluated with
Zheng’s [12] method.

Top Viewing angles

0¥ 18° 36" 547 72° 90° | 108" | 126" | 144" | 162" | 180Y
top—1 | 84.35 | 69.98 | 73.52 | 63.47 | 71.31 | 6591 | 70.70 | 71.04 | 69.93 | 69.87 | 72.91
top—3 | 74.47 | 55.39 | 59.31 | 50.56 | 59.35 | 55.07 | 60.11 | 62.15 | 63.53 | 61.77 | 64.22

With the experimental results, two findings are withdrawn:

(1) The success rates are higher than 51% with top-1 and higher than 44% with top-3 for

all three gait recognition systems. That means the proposed model BiGait-ANET is

able to achieve the promise anonymization success.
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(b) Comparison of success rates with top-3

Fig. 3.10 The comparison of success rates with three gait recognition systems.

The success rates with Zheng’s method are the lowest for all viewing angles because

this gait recognition system is the least robust. The success rates with Chao’s method

are the highest since this gait recognition model used the sequence of silhouettes as

the input that captures much more identity information than the GEI feature, which is

used in Zheng’s and Wu’s method.

Comparing Fig.3.9 and Fig.3.10 show that the success rate and the naturalness seem

to be somehow inversely proportional to each other, in general. However, this rule

seems to be incorrect for some cases, for instance with view angle 09, due to low

performances of gait identification systems at those viewing angles.
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Table 3.3 The average success rate (%) of the proposed model BiGait-ANET evaluated with
Wu’s [13] method.

Top Viewing angles

0’ 18° 36" 54° 72° 90° | 108° | 126° | 144" | 162° | 180°

top—1 | 68.06 | 63.02 | 64.81 | 57.63 | 58.42 | 63.68 | 58.58 | 56.84 | 60.35 | 65.54 | 70.63

top—3 | 65.54 | 57.69 | 53.80 | 50.53 | 52.15 | 54.03 | 51.29 | 50.47 | 55.10 | 58.70 | 63.10

Table 3.4 The average success rate (%) of the proposed model BiGait-ANET evaluated with
Chao’s [14] method.

Top Viewing angles

o’ 18° 36" 54Y 720 90° | 108° | 126" | 144° | 162" | 180°

top—1 | 66.65 | 60.51 | 62.14 | 60.91 | 59.26 | 59.44 | 58.05 | 59.60 | 62.83 | 60.63 | 61.50

top—3 | 65.55 | 55.12 | 58.13 | 58.07 | 55.64 | 57.23 | 56.72 | 56.90 | 57.62 | 56.49 | 58.99

3.3.4 Robustness against Re-identification Attack

This subsection investigates whether the proposed gait anonymization model is vulnerable
to re-identification attacks. This issue is analyzed with a non-machine-learning-based method
and machine-learning-based method. Since the gait generator network consists of the non-
reversible ReLU activation function, the proposed method can be considered as a one-way
function. In addition to this, as shown in Fig. 3.11, the difference between original and
anonymized gait images varies at each frame. These properties make it impossible to find a

common formula to reverse the anonymized gait to the original gait.

. Y ' ."

Fig. 3.11 XOR images of original and anonymized gait images that show the differences
between original gait images and anonymized ones.

This subsection is also aimed at investigating whether we can find a machine learning
model for re-identification attacks. Since model-free gait recognition systems take silhouettes
that are binary images as inputs, if we stack a gait recognition system on the top of the
re-identification model to force this model to restore the identity of the original gait from

the anonymized gait, the output of the re-identification model must be binarized. However,
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the function that converts the output of the re-identification model to the binary images is a
discrete function that has no gradient, and therefore the gradient of the whole model cannot
be updated.

A traditional denoising autoencoder network [68] was used to try to restore the identity
of original gait from an anonymized gait. We used 20 subjects in 40 anonymized subjects to
train this network and used the remaining 20 anonymized subjects to evaluate this network.
In order to explore the robustness of the proposed gait anonymization model presented in
this chapter, we compute the identification accuracy of three gait recognition systems on the
re-identified gaits. Table 3.5 shows the this accuracy and a sample of re-identified result is
shown in Fig. 3.12. Both Table 3.5 and Fig. 3.12 demonstrates that our model is robust to
the re-identification attack.

Table 3.5 The average identification accuracy (%) of the re-identified gaits evaluated with
Zheng’s method, Wu’s method, and Chao’s method.

Viewing angles
0° [ 18" [ 36" | 54° | 72° | 907 [ 108" | 126" | 144° | 162" | 180°
top—1 | 4.05 [ 3.51 | 3.60 | 440 | 3.81 | 3.54 | 3.60 | 3.10 | 3.60 | 3.87 | 3.87
top—3 | 7.57 [ 824 | 747 [7.60 | 7.61 | 692 | 7.60 | 7.03 | 6.93 | 6.67 | 7.47

A A

Fig. 3.12 The generation results of re-identification attack of BiGait-ANET with traditional
denoising autoencoder.

Top

3.4 Summary

In this chapter, gait anonymization on binary gait videos has been explored by using
deep learning. A CNN-based method was designed in this chapter, which is fast and easy-to-

implement, to alter the gait in a video so that a gait recognition system is unable to identify
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anonymized gaits, while still preserving the appearance and the motion of the original gait.
The scope of this chapter is just to solve the problem with the inputs are silhouette sequences,
but it is the first research on gait anonymization while preserving the original appearance and
motion.

Although the proposed method is is fast and easy-to-implement the experimental results
are promising with the success rate, which is evaluated on three gait identification systems,
can achieve 84.35% at most with the top-1 identification and the highest naturalness score is
3.73 in the MOS scale. Another finding is that success rate and the naturalness seem to be
somehow inversely proportional to each other, in general. However, this trend is incorrect
for some cases, for instance with viewing angles 0° and 180°, due to low gait recognition

performance at those viewing angles.






Chapter 4

RGB Gait Anonymization

4.1 Introduction

In Chapter 3, the model BiGait-ANET was proposed to anonymized a gait in the binary
video. Though the model BiGait-ANET achieved promising results of both anonymization
success and generated video quality, it is limited to black and white videos and has not solved
well the consistency among frames of the generated gait. In addition to this, the performance
of this model depends on the way to choose the noise gait, which is used to erase the identity
features of a gait. In this chapter, gait anonymization while preserving the gait’s naturalness
focus on both tasks anonymization and colorization as shown in Fig. 4.1. Three research
questions that have not been solved well by model BiGait-ANET will be considered and
tackled in this chapter, that is 1) How to improve anonymization performance?, (2) How
to ensure consistency among frames?, (3) How to transfer colors in original gait images to

anonymized gait images?.

Original video Generated video

Bir_1a_ry original Binary anonymized RGB anonymized
gaitimages gaitimages Gait images

Silhouette 1o )-
extraction Task 1: . Task 2: , Post-
Anonymization Color t.la"?fel processing
Colorization

Fig. 4.1 Gait anonymization study in this chapter consists of two tasks anonymization and
colorization.
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Recent progress in the deep neural network has been receiving extreme success in various
topics for instance image synthesis, image classification, recommendation, and security.
Amongst various techniques of image synthesis, generative adversarial network (GAN)
[69] shows enormous potential and becomes the most popular. There have been many
modifications of GAN applied to numerous problems such as image synthesis [70, 71], image

editing [72, 73], image super-resolution [60, 74].

Motivated by GAN, we propose a method for gait anonymization on RGB videos so that
the gait is incorrectly recognized by gait recognition systems while remaining the naturalness
in terms of shape, movement, and colors. This type of anonymized gaits can be applied
in many situations: people want to upload their videos on to the internet, but also want to
protect their personal information from the gait recognition; when a video captured a suspect
is displayed on media channel, his/her gait should be anonymized; the people showed in
the human surveillance systems, their gaits must not be recognized by the gait recognition

systems.

In chapter 3, a CNN-based model, named BiGait-ANET, was proposed for gait anonymiza-
tion. This method uses a convolutional neural network to anonymize the original gait, which
is desired to anonymize, by using a noise gait. The noise gait was chosen so that it is not
the same identity as the original gait, but in the same viewing angle as the original gait. n
addition to this, using the noise gait, the anonymization success may decrease in the case that
gait recognition systems confuse the original gait with noise gait. Therefore, the selection
of the perfect noise gait is not easy. Moreover, this model does not guarantee to generate a
natural-looking gait, especially for frontal and back viewing angle because the reconstruction

loss is not strong enough to ensure that.

In this chapter, a novel method is introduced to address the two above problems. In this
model, the noise gait is replaced by random noise in gait distribution that is generated by the
traditional GAN model [69] from a random vector. This traditional GAN is trained before
being assigned to the gait generator network, spatio-temporal generative adversarial network
(ST-GAN), for natural anonymized gait generation. The model ST-GAN composes of several
networks: one generator and two discriminators. The generator takes two inputs, that is
the original gait and the random noise to synthesize the anonymized gait, meanwhile, two
discriminators are to discriminate the actual gait and the synthesized gait. A colorization

algorithm that transfers colors in an original gait image to a synthesized gait image is also



4.2 Generative Adversarial Network 47

proposed, and therefore the proposed method can be applied to the color dataset instead of
the binary one as presented in Chapter 3.

The performance of the proposed model was evaluated on dataset CASIA-B [67] with
two metrics success rate and naturalness as presented in the previous Chapter. Three gait
recognition systems were used [12—14] as the “black-box™ to measure the success rate. To
assess the naturalness of the anonymized gait, we use human annotators. The experimental
results show that our model can generate the anonymized gaits that obtain a higher naturalness
as well as success rate.

Contributions in this chapter are as follows.

* The proposed model can anonymize gait by adding random noise to remove the original

identity.

* The proposed model can preserve the appearance and motion better than the BiGait-

ANET due to the usage of spatio-temporal discriminators.

4.2 Generative Adversarial Network

A traditional generative adversarial network (GAN) that first is introduced by Goodfellow
et al.[69] includes one generator and one discriminator. The generator is trained to generate
new examples from a random vector, and the discriminator is trained to discriminate a real
sample from the fake sample. The generator and discriminator are trained together until the
denerator can fool the discriminator about half the time, at which the generator network is
able to generate plausible examples.

Though many extensions for GANs have been proposed to generate very natural images
[60, 75-77], not many GANs-based approaches for video generation. Saito et al. [78]
proposed a Temporal Generative Adversarial network (TGAN) for video generation. TGAN
consists of two generators (a temporal generator and an image generator), and a discriminator.
The goal temporal generator is to generate a latent sequence from a random vector. This
generator is followed by the image generator, which synthesizes image at each frame of
the sequence. Tulyakov et al. proposed a MoCoGAN model to produce a video without
a priming image [79]. The key idea is using motion and content. The sampling from the
content subspace was accomplished by sampling from a Gaussian distribution. The sampling
from the motion subspace was performed using an RNN. There are two discriminators. The

image discriminator, which aims to distinguish real from fake single frames, is based on
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convolutional neural network (CNN) architecture. The video discriminator, which aims to
distinguish the real from the fake videos, is based on spatio-temporal CNN architecture.
Vondrick et al. [80] proposed a Generative Adversarial Network for Video (VGAN) presented
a model that consists of two generators to generate background and foreground separately.
Both generators take a random noise as input. In order to distinguish the real or generated
video, they used the spatio-temporal convolutional network, which takes the input as the
sequence of images. Most existing methods use the input of random noise vectors to produce
a video, but, research in this thesis wants to modify a given gait so that the generated gaits
are incorrectly recognized by the recognition systems.

Meanwhile, Yan et al. [81] attempted to synthesize videos of a walking person from
sequences of his skeleton and his static image. However, gait anonymization research tries to
alter the pattern of one gait from the original video, therefore, Yan et al. method cannot be

applied to the gait anonymization.

4.3 Methodology

4.3.1 Definitions and Notations

Definition 1 (Contour vector): the contour vector of a frame is a N* vector whose

elements are the coordinates of the pixels on the contour of the frame.

Definition 2 (Contour sequence): the contour sequence of a gait is the sequence of contour

vector of its frames.

Definition 3 (Noise contour): is a contour vector which is “added” to a contour vector of
a gait for anonymizing that frame. The noise contour is generated by a Noise Generation

Network.

Definition 4 (Random noise): is the sequence of noise contours, which will be “added” to

the original gait to anonymize it.

Definition 5 (Random seed): is a normal distributed random vector that is used as the input

of the Noise Generation Network for generating a noise contour.

Table.4.1 presents the notations used in this chapter
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(a) Training phase: Only generator G, spatial discriminator Dy, and temporal discriminator
Dr are trained in this phase. Noise generator Gy is pre-trained.
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(b) Generation phase.

Fig. 4.2 Overview of the training phase and the generation phase of the proposed model.



50 RGB Gait Anonymization

Notation | Meaning
Xi the i frame of an original gait
X the frame sequence of an original gait, X = [x1,x,...,%]
Vi the contour vector of the ' frame of an original gait
Y the contour sequence of an original gait, Y = [y, y2,..., ]
Zi the i'" random seed
Z a sequence of noise seed, Z = [z1,22, - -, %]
Vi the contour vector of the i/ frame of an anonymized gait
¥ the contour sequence of the an anonymized gait, ¥ = [§1,95,...,7]
% the noise contour for the i’ for anonymizing i’ frame of a gait
Z the noise contour sequence for a gait, Z = [21,%2,...,4]

Table 4.1 The notations used throughout the chapter.

4.3.2 Overview of the Proposed Method

The proposed model in this chapter consists of three steps as follows.

Step 1 (Pre-processing): Extracts the contour vectors of silhouettes of a gait. These
vectors have the same length that is fixed to 4000, corresponding to 2000 pixels on the
contour. If a contour has less than 2000 pixels, adding zero-padding at the end is necessary.

Step 2 (Contour vector modifying): Generates the modified contour vectors from contour
vectors of the original gait and random noise.

Step 3 (Post-processing): Generates the anonymized gait from modified contour vectors.
Then the original gait in the original video is replaced with the anonymized gait.

In our approach, we inherit Step 1 of our proposed method presented in Chapter3, but,
the input of our Step 1 is the color videos instead of the binary ones as presented in chapter 3.
For step 3, we also do the same way as presented in chapter 3. However, gaits produced by
model ST-GAN are then colorized to output the final RGB anonymized gaits. Step 2 presents
our two main contributions. One is to improve the success of anonymization, we use the
random noise instead of the noise gait adopted in model BiGait-ANET. Another is to preserve
more information of appearance and motion in anonymized gaits, we propose a novel model,
ST-GAN, which contains one generator network and two discriminator networks, spatial
discriminator and temporal discriminator.

Figure.4.2 shows the proposed model for the training phase and generation phase. The

training phase is explained as follows. Firstly, contour vector Y of the original gait is
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computed from the original gait X by the pre-processing to obtain. Secondly, the random
noise Z is created from the random seeds Z by using the noise generator Gy. Finally, the
modified contour vectors ¥ are generated with the gait generator G from the original contour
sequence Y and the random noise Z. Two discriminators Dg and D7 guarantee the quality of
generated gait by learning the differences of the shape and the smoothness of the original
and the generated gaits, respectively.

The process of the generation phase is as follows, the contour vector Y’ of the original
video X’ and the random noise Z’ made from the random seed Z’ are fed into the generator G
to produce the modified contour vector Y’. This modified contour vector is then entered the

post-processing to yield the anonymized gait.

4.3.3 Noise Generation

Fig. 4.3 Visulization of noises generated by noise generator Gy .

Using noise gait as in model BiGait-ANET may cause the reduction of anonymization
success rate in the case that gait recognition systems recognize the noise gait as the original
gait. Therefore, it is difficult to choose the optimal noise gait, which meets properties: not
the original gait but in the same view with the original gait and similar length sequence to the
original gait. In order to solve these problems, but still maintain the rule that the noise should
have the gait shape, the traditional GAN model was adopted to create a noise in the gait
distribution (the random noise) from normal distributed random seeds. Since our ST-GAN
takes inputs as contour vectors of the gait, the random noise must be a vector. That means
the original gaits are passed through the pre-processing step before using as the positive

examples in the noise generation model. This noise generation network is trained and then
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stacked to the main network, ST-GAN. For simplicity, in this research, only the first noise
contour z; is produced from a random seed. The remaining noise contours 2,23, ...,Z; are

copied from z;. Fig.4.3 shows the visualization of some noises generated by Gy.

4.3.4 Anonymization Network

In order to obtain the high quality of the naturalness of the anonymized gaits, two
discriminators are sticked to the gait generator: spatial discriminator network Dg and tem-
poral discriminator network Dr. Fig.4.4 illustrates the spatial discriminator and temporal

discriminator, respectively.
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(a) architecture of the spatial dis-
criminator. (b) architecture of the temporal discriminator.

Fig. 4.4 The architecture of the discriminators.

The goal of temporal discriminator network is ensuring the motion smoothness of a
generated gait by distinguishing the temporal information of a real gait and that of a fake gait.
To do so, a LSTM network is used and this network takes a gait sequence as its input. The

results at each node are connected into one vector and then passed into a sigmoid function.
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Therefore, This flow ensures that the temporal discriminator can assess the naturalness of

movement of the whole sequence.

The goal of the spatial discriminator network is to discriminate between a real and fake
gait images. In other words, this network distinguishes the shape of a real gait and that of
fake one at each frame, therefore, this discriminator is used to increase the naturalness of an
anonymized gait in the terms of body shape. Figure.4.4a illustrates this network architecture

that consists of convolution layers, fully connected layers, and a sigmoid function.

With the gait anonymization generator, there are multiple options to design the structure
of the generator. The generator G of model ST-GAN has the same architecture as the modified
contour generation presented in Chapter 3, which is based on an autoencoder network. In
network of generator G, the encoder takes contour vectors of the original gait and random
noise generated by noise generator Gy as two inputs. These two inputs are then merged by

the sum operator before being passed to the decoder.

The whole model ST-GAN is trained as the GAN model, that means G, Dg, and Dy are

trained to solve the min-max problem with the objective function as follows:

min maXL(G,Ds,DT) = Ey~py(y) [lOgDS(Y)]
+Eyp,(3).a~pi() [108(1 = Ds(G(Y, Gn(2)))]
+Ey~py(y) [lOgDT (Y)]

+ EYNPy(y),ZNpZ(z) [log(1—Dr(G(Y,Gn(Z))))]

4.1

Practically, to solving (4.1) the two discriminators Dg, Dr, and the gait generator G are trained
alternatively. For more detail, firstly, the generator network is fixed, and two discriminators
are trained by a maximum of the two below loss functions:
L(DS) = Epry(y) [lOgDs(Y)]
+ Epry(y),ZNpZ(Z) [10g<1 - DS<G(Y7 GN(Z>))>]

4.2)

L(DT) = Ey~py(y) [lOgDT(Y)] (4 3)
+ Eypy(y),opu(0) 108 (1 = Dr (G(Y, Gn(Z))))]
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Then, two discriminator networks are untrained, and the generator is trained to minimize the

loss function:

Ls(G) = Eyep,(y),z~p.(z) [l08(1 = Ds(G(Y,Gn(2))))] (44)

L7 (G) = Ey~py(y),z~pz(z) [log(1—Dr(G(Y,Gn(Z))))] (4.5)

The reconstruction loss also is minimized by the generator G to preserve the viewing angle
and action ( here is walking ) of the gait that to be anonymized and /; loss function is
employed for this purpose:

Lrec(G)=E

ypy(¥),2~p2(z) 1Y —G(Y,Gn(Z)) |I1] (4.6)

Finally, a perturbation loss is used in order to force the generated gait is partly close to the

random noise. This loss ensures that the generated gait can fool gait recognition systems.

Lper(G) = Epry(y)7Zsz(Z) | Z—G(Y,Gn(2)) |]1] (4.7)

The gait generator is trained to minimize the total loss function of (4.4), (4.5), (4.6), (4.7):
L(G) = Ls(G) 4+ L7(G) + Lrec(G) + a % Lpe,(G) (4.8)

Here « is an adjustable parameter to balance the trade-off between the naturalness and

success rate of the proposed model.

4.3.5 Colorization Algorithm

There have been some researches for synthesizing the colorful objects from the original
objects [76], [82], [75]. These methods aim to generate static images, therefore, they cannot
be applied to our research, whose input is a video. This is because there are not any parts to
control consistency among frames, or the relationship of the scenes between the consecutive
frames, in these methods. In this section, an algorithm that transfers the colors of the original

gait image to the binary anonymized gait image is introduced. For being simple, we assumed
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@ Silhouette of the original gait
@ Silhouette of the anonymized gait

Y
-
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Y

Fig. 4.5 Colorization.

that the background in the raw video of a walking person is static. The notations for colorizing
algorithm are as follows. Ip, is denoted the background image, 14, is denoted the # —th frame
of the final gait, and Ip, is the t —th frame of the gait we wish to anonymize. S, and Su, are
denoted as the silhouettes of these frames, respectively. Let (i, j) be a pixel coordinate. The

goal of the colorizing algorithm now is given Ig,, Io;, Sor, San, this algorithm yields Iy,.

To this end, we divide I, in to four regions as shown in Fig. 4.5: The first one, If(‘il),

belongs to the background region. I/gil) :{(i,j) ¢ SorUSan}; The second one, I ) is the

n

overlapping region between original gait silhouette and the anonymized gait silhouette Iﬁ) :

{(i, ) € SorNSan}; The third one, I (i), is the region in the original gait silhouette, but, not in

the anonymized gait silhouette ISI) {1, j) € SOr\Iﬁ)}; The fourth one, If(‘? , is the region in

the anonymized gait silhouette, but not in the original gait silhouette If‘i) H{@G,)) eSS An\]f‘i)}.

The colorized anonymized gait is achieved as follows.

( ep (e (1)

IBg<laj)7 if (l,]) S IAn

L. IOr(ivj)a lf(l7])el(i)
(i j)=q 700 (4.9)

IBg<laJ)7 if (17]> S IAn

\IOV(i/m]/)v if (17]) € IXL)

where (i, j') is the nearest pixel to the (i, j).
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Note that the colorizing algorithm here applies for each frame but the original frame
is used as the reference, therefore, the relationship of the scenes between the consecutive

frames is maintained.

4.4 Experiment Results

The dataset of 124 subjects is divided into four non-overlapping parts. The first part,
whose the number of subjects is 50, is to train three gait identification systems. The second
part has 10 subjects and is kept to train Gy network. The third part containing 24 subjects
is to train the ST-GAN. The remaining part with 40 subjects is preserved for testing our
model. We also show the performance comparison of this model and the model BiGait-
ANET (baseline) presented in Chapter 3. To this end, two kinds of evaluation metrics are
conducted: (1) naturalness that measures the degree of appearance and motion preservation,
(2) success rate. The proposed model was run with several hyperparameters o and it was
found that the trade-off between the success rate and naturalness can be controlled well with
a = 0.3. Therefore, this hyperparameter was used in comparing with the baseline, the model
BiGait-ANET, which is detailed in sections 4.1, 4.2, and 4.3. The discussion of the impact of

hyperparameter & on the proposed model is also presented in section 4.4.

4.4.1 Generation Results

This section shows the visualization of anonymized gaits.

(1) Some of the generated samples by model ST-GAN and the model BiGait-ANET are
showed in Fig. 4.6 and Fig. 4.7. Both figures demonstrate that the anonymized gaits rendered
by model BiGait-ANET look less natural because the head of a generated gait is distorted,
especially, at the view angle 0° and 180°, and this problem is solved well by using model
ST-GAN.

(2) The colorized frames showed in Fig.4.7 and Fig.4.9 demonstrate that the color of
consecutive frames is consistent.

(3) Gaits synthesized the gaits by ST-GAN, but, using directly the random vectors
generated from the normal distribution are also shown in Fig. 4.8. In this case the Gy was
not assigned to the ST-GAN . The result is seen in Fig. 4.8 presents that removing Gy makes
the generated gaits less natural, and therefore, Gy plays an important role to generate more

natural gaits compared with the model BiGait-ANET.
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(a) 0°

(b) 90°

(c) 144°

(d) 180°

Fig. 4.6 Original and anonymized gait generated by the model ST-GAN and the model
BiGait-ANET under various view angles: original gaits are in the first rows, anonymized
gaits generated by the model BiGait-ANET are in the second rows, and the anonymized gaits
generated by the model ST-GAN are in the third rows.
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(a) 0°

(b) 36°

(c) 90°

(d) 144°

Fig. 4.7 Original and anonymized gait generated by the model ST-GAN and the model
BiGait-ANET under various view angles: the first rows show original gaits, second rows
show anonymized gaits generated by the model BiGait-ANET and the third rows show the
anonymized gaits generated by the model ST-GAN.
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(a) 0° (b) 90°

Fig. 4.8 Silhouette of the anonymized gaits generated from the random seed in the normal
distribution (the first rows) and from the random noise generated with noise generation (the
second rows).

(a) 0°

(b) 90°

(c) 126°

Fig. 4.9 Original and the final anonymized gait video in which the gaits are under various

view angles: the first rows show original gaits, second rows show anonymized gaits generated
by the model ST-GAN.

4.4.2 Naturalness

We measure the naturalness of the binary anonymized gaits, which are generated by

ST-GAN model because the binary gaits influence the quality of the color gait. We also
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measure the naturalness of the color anonymized gaits, which are obtained by colorizing the
binary anonymized gaits.

For the binary anonymized gaits, we asked 40 volunteers (none of them are authors) with
different backgrounds to distinguish between anonymized gait generated by each model and
real gait. Haft of them tested for the baseline model and others tested for our proposed model.
We gave each volunteer 60 random videos, in which half is from the real set and half is from
the anonymized set. They watched each video and answered whether it is real or generated.
Fig.4.10 shows the percentage of correct classification by the human of each model. From

this figure, we can withdraw three conclusions.
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Fig. 4.10 Classification by human.

(1) The anonymized gaits synthesized by model ST-GAN are more natural than those
generated by model BiGait-ANET. (2) The naturalness of the anonymized gaits rendered
by the proposed model is approximately equal to that of the real gait because the correct
classification is from 58% to 65% depend on each view angle. These demonstrate that
ST-GAN is able to generate natural anonymized gaits.

(3) The naturalness of the proposed method is quite equal for all views. That means the
distortion of the generated gaits in front views of the baseline is solved well by ST-GAN.

The colorizing method uses the information of the nearest pixel. This method, sometimes,
is not successful, especially, for coloring the face. Therefore, we did not perform the same
test with the binary anonymized gaits. Instead, we conducted the MOS (mean opinion score)
test. We ask 20 people among 40 volunteers above. For each volunteer, we picked up
randomly 60 pairs of videos of color anonymized gait and corresponding original gait. Haft

anonymized gait video is generated by ST-GAN model and the haft is from the BiGait-ANET
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model. After watching each pair, they gave a score for the naturalness of the corresponding
anonymized video in a five-point scale score. MOS scores are shown in Fig. 4.11. This result
demonstrates two conclusions:

(1) The anonymized gaits produced by the model ST-GAN look more realistic than those
produced by model BiGait-ANET.

(2) The scores of the degree from 54 to 180 trend to higher than those of the degree from

0 to 36. That is because the colorized face is not natural.
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Fig. 4.11 Mean Opinion Score Result.

4.4.3 Success Rate

The success rates of the proposed model ST-GAN measured for three gait recognition
systems, by Zheng et al [83], by Wu et al. [13], and by Chao et al. [14] with top-1 and top-3
identification are shown in Table 4.2, Table 4.3, and Table 4.4. The comparison of success

rate with three gait recognition systems is summarized in Fig.4.12.

Table 4.2 The average success rate (%) of the proposed model ST-GAN with Zheng’s [12]
method.

Top Viewing angles

oY 187 [ 36" [ 54° | 72° | 90 | 108° | 126° | 144° | 162° | 180°
top—1 | 84.77 | 72.36 | 76.44 | 70.33 | 74.84 | 71.37 | 78.07 | 72.45 | 71.35 | 71.54 | 73.16
top—3 | 77.93 | 65.18 | 63.34 | 57.89 | 64.14 | 63.49 | 66.71 | 65.01 | 65.14 | 64.84 | 65.57
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Table 4.3 The average success rate (%) of the proposed model ST-GAN evaluated with Wu’s
[13] method.

Viewing angles

Top 0° | 18" | 36° | 54° | 720 | 90° | 108" | 126° | 144° | 162° | 180°

top—1 | 69.86 | 65.93 | 66.87 | 65.63 | 62.61 | 68.16 | 67.21 | 60.84 | 64.33 | 65.55 | 71.07

top—3 | 66.36 | 61.63 | 55.72 | 56.15 | 57.78 | 60.45 | 55.42 | 51.78 | 57.73 | 60.80 | 64.29

Table 4.4 The average success rate (%) of the proposed model ST-GAN evaluated with
Chao’s [14] method.

Top Viewing angles

oY 18° 36" 54Y 720 90° | 108° | 1267 | 144° | 162° | 180°

top—1 | 72.59 | 72.13 | 71.48 | 72.11 | 68.27 | 64.36 | 65.65 | 68.25 | 70.56 | 67.03 | 68.57

top—3 | 70.93 | 65.66 | 66.40 | 66.87 | 66.06 | 62.15 | 60.46 | 62.58 | 66.69 | 65.75 | 66.03

The Fig.4.12a show the success rate of the anonymized gaits generated by each model
computed by Zheng’s method with top-1 and top-3, respectively, Fig. 4.12b show those
computed by Wu method with top-1 and top-3, respectively, and Fig. 4.12c show those
computed by Chao method with top-1 and top-3, respectively. These figures illustrate that:

(1) The success rate of the model ST-GAN at a = 0.3 is higher than that of model
BiGait-ANET at all viewing angles with three gait recognition systems. This illustrates that
removing the identity features of one gait by a random noise is better than by a noise gait
that is used in the model BiGait-ANET.

(2) The differences between the values of success rate of the two models decreases with
respect to the frontal and back viewing angles because the anonymized gaits synthesized by

the model BiGait-Net are distorted at these views.

(3) The success rate evaluated by Zheng’s method is better than that evaluated by Wu’s
method and Chao’s method. The reason is that Wu’s method is more robust than Zheng’s

method.

(4) The success rate with Chao’s method is not much different between the model BiGait-
ANET and the model ST-GAN because Chao’s method uses a silhouette sequence as the
input that captures more temporal information than GEI, which is used in gait recognition

systems proposed by Zheng and Wu.
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Fig. 4.12 Success rate comparison of the model ST-GAN and the model BiGait-ANET.
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4.4.4 Impactof o

In order to analyze the role of parameter @ on our model, we compute generate the
anonymized gaits with o ranging from 0.2 to 0.4, and then we also evaluate the success rate
corresponding to those o. Fig.4.13 and Fig.4.14 illustrate the impact of & on success rate with
respect to Zheng’s method and Wu’s method, respectively. These this figure demonstrates
that the success rate increase when « increase. Fig.4.15 visualizes the anonymized gaits
generated with several & and we can realize that the anonymized gaits look less natural when
« increases. This means the success rate is inversely proportional to naturalness in our model

and parameter « is the factor to control this trade-off.
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Fig. 4.13 Impact of o on success rate with Zheng’s method.
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Fig. 4.14 Impact of & on success rate with Wu’s method.
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(a) 00

(b) 549

Fig. 4.15 Anonymized gaits generated with various «.

4.4.5 Robustness against Re-identification Attack

Table 4.5 The average identification accuracy (%) of the re-identified gaits evaluated with
Zheng’s method, Wu’s method, and Chao’s method.

Viewing angles
0° [ 187 [ 36° | 54° | 727 | 907 | 108" | 126" | 144° | 162" | 180°
top—1 [ 505|381 470 | 445|391 |3.78 | 450 | 4.10 | 3.90 | 3.57 | 3.65
top—3 | 724 [735(832]790 758692761715/ 6.82| 650 | 7.55

Top

We also investigate whether we can find a machine learning model for re-identification
attack. Since model-free gait recognition systems take silhouettes that are binary images as
inputs, if we stack a gait recognition system on the top of the re-identification model to force
this model to restore the identity of the original gait from the anonymized gait, the output of
the re-identification model must be binarized. However, the function that converts the output
of the re-identification model to the binary images is a discrete function that has no gradient,

and therefore the gradient of the whole model cannot be updated.
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Fig. 4.16 XOR images for three values of «.

We tried using a traditional denoising autoencoder network [68] to restore the original
identity given an anonymized gait. We used 20 subjects in 40 anonymized subjects to train
this network and used the remaining 20 anonymized subjects to evaluate this network. In
order to explore the robustness of the proposed gait anonymization model presented in this
chapter, we compute the identification accuracy of three gait recognition systems on the
re-identified gaits. Table 4.5 shows the this accuracy and a sample of re-identified result is

shown in Fig. 4.17. Both Table 4.5 and Fig. 4.17 demonstrates that our model is robust to

111111127
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Fig. 4.17 The generation results of re-identification attack of model ST-GAN using traditional
denoising autoencoder.

the re-identification attack.

Anonymized gait

Re-identified gait

Original gait
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4.5 Summary

In this chapter, model ST-GAN has been introduced to tackle the issues that have not
been solved by the model BiGait-ANET. Three issues were considered in this research: (1)
How to improve anonymization performance, (2) How to ensure consistency among frames,
(3) How to transfer colors in original gait images to anonymized gait images. To solve these
issues, the model ST-GAN removes the identity of a gait by combining that gait with a
random noise generated in the gait distribution and uses two discriminators to ensure the
naturalness of anonymized gait in the terms of body shape and smoothness of movement.
A colorization algorithm is also proposed to transfer colors of RGB original gait images
to binary anonymized gait images. The experiments in this research demonstrated that the
model ST-GAN can solve the above three issues.

There are two limitations to model ST-GAN. First, the model ST-GAN synthesizes
anonymized gaits from the silhouette of original gaits, therefore, the quality of anonymized
gaits is affected by the silhouette extraction process that may extract the low-quality silhou-
ettes. Second, the colorizing algorithm fills the color of one pixel based on the colors of the
nearest pixels, therefore, colors in the missing parts of original gait images that are caused
by the silhouette extraction process cannot be transferred to anonymized gait. In the next

chapter, these two limitations will be considered and completely solved.






Chapter 5

Incomplete Silhouette Gait

Anonymization

5.1 Introduction

One of the important phases in gait recognition systems is subject extraction. In order
to obtain a gait of the subject in the video, the foreground extraction process is applied.
This process may cause the missing of some body parts of the extracted gait, this is named
incomplete silhouette in this thesis. Because the incomplete silhouettes may occur at some
frames, the gait recognition systems still use the complete silhouettes to recognize the
subjects in a video. In addition to this, some research can use some parts of the human body
to recognize subjects in videos. For instance, Gabriel-Sanz et al. [84] used lower parts of
the human body as the feature for gait recognition, Similarly et al. adopted the head and
feet of the gait for recognition, meanwhile, Rida et al. [85] used top and bottom parts as
the gait feature The model ST-GAN is able to generate the natural anonymized gait from
original complete silhouette gaits. However, anonymized gait looks unnatural if the input
of this model is a gait of incomplete silhouettes. This is because the architecture of the gait
generator of ST-GAN is based on an autoencoder network that tries to produce output so that
it is close to the network input. The model is able to modify the shape of a gait but unable to
synthesis the missing parts that occur in an incomplete silhouette. The goal of this chapter
is to consider and solving the following research question that has not been addressed by

models in Chapter 3 and Chapter 4: (1) How to anonymize incomplete silhouette gait?; (2)
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How to generate seamless gait from incomplete silhouette gait?; (3) How to transfer colors

for missing parts?.

Complete silhouettes Incomplete silhouettes

Anonymized gait generated by the model ST-GAN Original gait

Fig. 5.1 The consistency among frames does not guarantee when only complete silhouettes
are anonymized.

This chapter, thus, focus on anonymizing incomplete silhouette gaits while preserving the
gait’s naturalness with two tasks (anonymization and colorization) are solved as displayed in
Fig.5.2

Original gait

Silhouette

ST-GAN
(Chapter4)

ICSGait-Anet
(This chapter)

Fig. 5.2 This chapter focuses on anonymizing incomplete silhouette gait and solves both
tasks anonymization and colorization.

While there have been various reports of GAN-based models for high-quality image
generation, there have been only a few models for video synthesis. Vondrick et al.[80]
introduced a model VGAN to generate a video from a random vector. The model consists
of two generators, one is to produce background and the other is to generate foreground.

Holden et al. [86] proposed a model to create a new motion of the human skeleton. Firstly,



5.1 Introduction 71

they represented the human motion in the hidden layer by developing a network based on
an autoencoder. The decoder of this network was trained to generate natural motion, then
they assigned another network to the decoder of that autoencoder network to yield the new
sequence of motion. To give more relevant research, Yan et al. [81] combines a Siamese
network with a GAN model to generate a motion video of the human body from a sequence

of a body skeleton and a RGB body image.

Deep neural networks have been successful in many research areas [87, 88], especially in
transferring the garments in a reference image to a target image. Lassner al.[89] introduced a
model for generating images of people wearing arbitrary clothing given a body pose image,
therefore, their model does not guarantee coherence among the frames of a gait sequence.
Motivated by the growing popularity of online shopping, Han et al. [90] developed a method
for overlaying the clothing in a product image on a person in a query image while Neuberger
et al. [91] created a model for synthesizing a new image composed of various selected items

of clothing to help a customer compare outfits and choose an attractive one.

The proposed gait anonymization model aims to generate seamless anonymized gaits
from incomplete silhouette gaits, which has not been completely addressed by model BiGait-
ANET as well as model ST-GAN. The model introduced in this chapter uses two independent
networks. The first one, named anonymization network, is to erase the original identity of a
gait that we wish to anonymize, meanwhile the second one, named the colorization network,
is to transfer colors in original gait images to anonymized gait images generated by the
first network. The anonymization network directly adds random noise to a binary silhouette
sequence of an original gait to erase the identity of that gait and produces a silhouette
sequence of the anonymized gait. Anonymizing binary silhouettes rather than color ones
presses the network to remove the original identity and not care about changing colors in
the gait images. In order to ensure that the network can generate seamless silhouette gaits
regardless of the quality of the original silhouette, the anonymization network is based on
the model DCGAN and trained with the complete silhouette. The colorization network has
two inputs, one is the output of the anonymization network and one is the RGB original gait

images.

In order to evaluate the performance of our method, we use the dataset CASIA-B [67]
with two metrics as presented in Chapter2. Three gait recognition systems were used [12—14]
to measure the success rate, while subjective evaluation was used to assess the naturalness of

the anonymized gait.
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5.2 Methodology

The proposed model ICSGait-ANET includes two networks, anonymization network
and colorization network as shown in Fig. 5.3. The first one, the anonymization network
(A-NET), is to remove the identity of the original gait, and the second one, the colorization
network (C-NET), is to transfer colors in original gait images to the anonymized gait images
generated by the first network. The anonymization network adds a random noise vector R
to its input, which is the sequence of binary silhouettes X of the gait we wish to protect to
hide the identity of this gait. This network then outputs the sequence of silhouette Z of the

anonymized gait.

5.2.1 Model Overview

Original gait
Y= [yy, Y2 -0 ¥t

A-NET: Anonymization network
C-NET: Colorization network

Post-
processing

L Anonymized gait

Gait cropping

Silhouette
extraction

R= [ry, 1y ., t]

Random noise C-NET

Fig. 5.3 Overview of model ICSGait-ANET.

In order to retain colors in the images of the gait we wish to protect as many as possible,
the colorization network was designed with the Siamese structure that has two inputs: the
output of ANET, and the RGB original gait image Y. Because this network is aimed at
transferring colors of the original gait image to the binary anonymized gait image, only
foreground colors are needed. However, if we remove the colors in the background region,
the colors of the parts missing in the original gait images are impossible to be extracted.
To address this issue, the original gait image was cropped along with the background. The
cropping original gait image procedure is summarized as follows. Firstly, the object (gait)
position at each frame was detected by using the pre-trained model YOLO [28], then the
RGB original gait was cropped along with the background. Next, zero-padding was added to
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the cropped image so that the width and the height of the image are the same and we obtain a
square image. Finally, the image is resized to get an image with the size of 64x64x3.

In order to remove most colors in the background region, the original gait image is pixel-
wise multiplied by the output of A-NET. The C-NET takes the result of this multiplication
and the output of A-NET as two inputs. The original gait in the raw video is replaced by the
RGB anonymized gait generated with C-NET by using the same method presented in chapter
4.

5.2.2 Anonymization Network

i
1
X B_' LANET
X=[x1, X3 e, X, I
S t1
R= [7'1 B @ ummation

Fig. 5.4 Anonymization network architecture.

The goal of the anonymization network, A-NET, is to remove the original identity of the
gait we wish to anonymize while preserving the appearance and motion of the original gait.
Figure 5.4 describes the architecture of A-NET. This network is based on DCGAN model
that generates images in space of the training dataset from random noise. However, defer
from the traditional DCGAN that takes a random noise as the input, A-NET in this thesis has
two inputs, the sequence of binary silhouettes X of the gait we wish to protect and a random
noise vector whose role is to hide the identity this gait. Inherited from the model ST-GAN
presented in chapter 4, A-NET is assigned by two discriminators, a spatial discriminator, and
a temporal discriminator to force the gait generator network to produce a natural gait. The
spatial discriminator is to maximize the distance from the shape of a generated gait to that
of the real gait. The spatial discriminator takes an image of size 64x64x3 as the input and
this network consists of convolution layers followed by a sigmoid function. The purpose of
the temporal discriminator is to separate the movement of a synthesized gait from that of a

real gait. The architectures of these discriminators are similar to those presented in chapter
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4. The architectures of the spatial is illustrated in Figs. 5.5a, and temporal discriminators is

shown in 5.5b.
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(a) Architecture of spatial discriminator.
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(b) Architecture of temporal discriminator.

Fig. 5.5 Architecture of two discriminators.

As discussed above, this chapter is aimed at generating natural anonymized gaits regard-
less of the silhouette quality of the original gait. Therefore, complete silhouette gaits were

adopted to train A-NET. Two loss functions are used to train this network:

Ls™™ = Eqop (0).5p, () [108(1 = Ds(fa (X R)))] 5.1)

Ly = Evop,(0).rmepy(n)[l08(1 = D1 (f4(X,R))))] (5.2)
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The reconstruction loss is also applied in order to preserve the viewing angle and walking

action of the gait that we wish to anonymize.
L™ = Evop(@) (0 [l X = fa (X, R) |11] (5.3)

where fy(.) is the output of A-NET.
A-NET was trained by optimizing the objective function below

LA—NET — L/;—NET +L1%—NET +L2e_cNET (54)

5.2.3 Colorization Network

RGB
original gait

l Encoder (Down-sampling) Decoder (Up-sampling)
Output
| " .

Binary
Anonymized gait pixel-wise multiplication

Fig. 5.6 Architecture of colorization network: The encoder compresses the input information
into the hidden layer, and the decoder decodes the feature map of the hidden layer. Pixel-wise
multiplication reforms the shape of the decoder output to that of the binary anonymized gait.
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The colorization network C-NET is aimed at transferring the colors in the original gait
images to the gait images synthesized by A-NET. Because only colors in the original subject
image is transferred, the background colors are not needed. However, if we remove the colors
of the background, it is unable to extract the colors of the parts missing in the original gait
images occurring when colors of the subject garment is the same as the background color or
the subject is partly occluded by another object. Therefore, the original gait image with the
background was cropped.

Figure 5.6 illustrates the C-NET architecture. The model includes one encoder followed

by one decoder. The model takes the original gait image and the binary anonymized gait
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image at each frame of the two gait sequences as inputs. Color original gait images are
captured along with the background from the original video, and the binary anonymized gait
images are generated by the anonymization network. Because we aim at color transfer while
preserving the body shape of gaits, the output of the decoder is pixel-wise multiplied by the
binary anonymized gait image to force the network to reform the shape of output to that
of the binary anonymized gait. To reduce the visible artifacts in the final results, we use a
loss function that matches the output with the original gait instead of artificial ground truth.
Since the shapes of the output and original gait are not the same, the loss function is aimed at
preserving the colors in the overlapping region between the two gaits and interpolating the
colors of the remaining region so that coherent colors and textures are retained between the

two regions.

Since this model is aimed at overlaying the colors of original gait images on binary
anonymized gait images, the model should ideally take the original gait image without the
background and the binary anonymized gait as inputs. However, in some cases, the foreground
cannot be exactly extracted from the background, e.g., when the silhouette is incomplete.
This problem is overcome by taking the original gait image with the background and the
binary anonymized gait image at each frame of the two gait sequences as inputs. The network
architecture of the proposed model is shown in Fig. 3.4. First, our model concatenates the
two inputs and then compresses the information therein by using a convolutional encoder
followed by a fully connected hidden layer. Next, a convolutional decoder decodes the
encoded feature map of the hidden layer. This network is aimed at transferring color while
preserving the gait pattern of the anonymized gait. In other words, the shape of the final gait
should match that of the binary anonymized gait. To this end, the output of the decoder is

pixel-wise multiplied by the binary anonymized gait to obtain the final output.

The center region is defined as the overlapping region between the two input gaits and
the edge region is the region belonging to the binary anonymized gait but not belonging to
the center region. The center region is located by applying a morphological operation to
the binary input image x;;, and the edge region is located by subtracting the center region
from the binary input image, as illustrated in Fig. 5.7. Because the binary anonymized gait
is obtained by modifying the shape of the original gait while keeping the same phase, our
network tries to reconstruct the color of the center region and then interpolate the color of the

edge region from that of the center region. Our model is trained by minimizing an objective
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function that includes two terms, reconstruction loss, and style loss, in order to construct the

color of each region. The loss function is described in detail in the rest of this subsection.

Binary anonymized gait image
(Binary input image)

Center mask
Morphological
operation )
Center mask \

Morphological
operation RGB original gait image
’}‘ @ pixel-wise multiplication
@ pixel-wise subtraction
_______________ 1
LStyle

(RGB input image) Edge mask
Output

Output

Fig. 5.7 Reconstruction loss Lg.. matches the center region of the RGB original gait image
to that of the output while style loss Lg;,;. matches the center region of the RGB original gait
image to the edge region of the output.

Reconstruction Loss Reconstruction loss is used to transfer the color in the center region
of the RGB original gait image to that of the binary anonymized gait image. As shown in
Fig. 5.7, a center mask is first created by applying a morphological operation to the binary
input image. The center region of the RGB input image and that of the model output are then
computed by pixel-wise multiplication between the center mask and each image, respectively.

The [; loss used to match the two regions is formulated as follows.

Lrec = ||Mp(xpi) © Xrgh — Mp(xp;i) © P(Xrgp, X5i) | |15 (5.5)

where ® is the color transfer network, Mp(-) is the morphological operation, x, is the
RGB original gait image, xj; is the binary anonymized gait image, and © is pixel-wise
multiplication.

Style Loss Our task now is to generate the color in the edge region so that it is coherent
with the color in the center region. In other words, we need to design a loss function so that

the network can capture the color style of the center region and transfer that color to the
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edge region. Inspired by the success of Gram matrix loss introduced by Gatys et al. [92]
in generating beautiful stylized and textured images and its use in several studies [93, 94],
we used this loss to generate the color in the edge region. We denote F; as the vectorized
(flattened) feature map of the i-th channel of input image x. The Gram matrix of x is defined

as the inner product between such feature maps.

Gr,-j(x) = <F,',Fj> = ZEijk (56)
k

where k is the element of each channel.

Fig

Because the center and edge regions may include all body parts and the color may differ

. 5.8 Mask images were used to compute the style loss.

among body parts, we divide these regions into patches. We create 32 masks of the same size
as the input images, as shown in Fig. 5.8, to extract patches. The center and edge regions are
pixel-wise multiplied using each mask one by one in order to find the pair of nearest patches,
one in the central region and one in the edge region. The color of each patch in the edge
region is generated on the basis of the color of the nearest patch in the center region. This is
enabled by training the model to match the Gram matrix values of these two patches. Since

the number of pixels in these two patches differs, the Gram matrix is normalized by dividing
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it by the number of pixels in each patch. The style loss function is computed by summing the

Gram matrix matching of all pairs:

1
Lstyie = ZHEGF(MP(XM) O Xpgp OMy)
L (57)
- ]VZGF<(Xbi—MP(xbi)) © D (xpi, Xpi) © my)||1,

where M; and N; are the numbers of pixels in each patch (center and edge, respectively), and
[ is the index of the mask, /-th m;.

The number of pixels in each patch is computed using

M; =Y (Mp(xpi) ©my) (5.8)
p

Ny =Y ((xpi = Mp(xpi)) © my) (5.9)
P

where p is the element of each patch.

5.3 Experimental Results

Table 5.1 Dataset organization.

Tasks Num. of subs Num. of seqs. Num. of frames
Training the || 50 5,500 275,000

gait recognition

systems

Training A-NET || 10 1,100 55,000

Training C-NET 16 17,600 88,000
Validation 8 880 44,000

Testing 40 4,400 220,000

CASIA-B gait dataset [67]. The dataset was divided into five non-overlapping groups

as shown in Table 5.1. The first one consists of 50 subjects, equivalent to 5500 sequences,
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144 )
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Fig. 5.9 Generation results produced from incomplete silhouette gaits by the model ICSGait-
ANET and the model ST-GAN (Chapter 4) with viewing angle 108°: top rows, middle rows,
top rows show original gaits, generated images of model ST-GAN, generated images of the
ICSGait-ANET, respectively.

which was to train three gait recognition systems. The second one that consists of 10 subjects,
equivalent to 1100 sequences was to train A-NET. The third one, which consists of 16
subjects, equivalent to 1760 sequences was to train C-NET. The fourth one, consisting of
8 individuals, equivalent to 880 sequences was for validation. The rest composes of the 40

subjects, equivalent to 4400 sequences, were reserved for testing.

5.3.1 Generation Results

This subsection gives the comparison in generation results of the model introduced in this
chapter and the model ST-GAN in Chapter 4. This subsection also shows many generation
results of binary/RGB anonymized gait images when complete/incomplete silhouette gait

is used as well as the final result frame images, in which the generated gait are placed in
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Fig. 5.10 Generation results produced from incomplete silhouette gaits by the model ICSGait-
ANET and the model ST-GAN (Chapter 4) with viewing angle 144°: top rows, middle rows,
top rows show original gaits, generated images of model ST-GAN, generated images of the
ICSGait-ANET, respectively.
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Fig. 5.11 Generation results produced from incomplete silhouette gaits by the model ICSGait-
ANET for viewing angle 90°: Two top rows are RGB original gait images and silhouette of
original gait, respectively; two bottom rows are silhouette of anonymized gait synthesized
with A-NET and RGB anonymized gait images synthesized with C-NET, respectively.

Fig. 5.12 Generation results produced from complete silhouette gaits by the model ICSGait-
ANET for viewing angle 144°: Two top rows are RGB original gait images and silhouette of
original gait, respectively; two bottom rows are silhouette of anonymized gait synthesized
with A-NET and RGB anonymized gait images synthesized with C-NET, respectively.
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Fig. 5.13 Generation results produced from complete silhouette gaits by the model ICSGait-
ANET for viewing angle 90°: Two top rows are RGB original gait images and silhouette of
original gait, respectively; two bottom rows are silhouette of anonymized gait synthesized
with A-NET and RGB anonymized gait images synthesized with C-NET, respectively.

Fig. 5.14 Generation results produced from complete silhouette gaits by the model ICSGait-
ANET for viewing angle 72°: Two top rows are RGB original gait images and silhouette of
original gait, respectively; two bottom rows are silhouette of anonymized gait synthesized
with A-NET and RGB anonymized gait images synthesized with C-NET, respectively.
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(a) Viewing angles: 54°

(b) Viewing angles: 126°

Fig. 5.15 Generation results produced from incomplete silhouette gaits by model ICSGait-
ANET and model ST-GAN of 54° and 126°: top rows show original gaits, middle rows show
anonymized gaits of model ST-GAN, and bottom rows show anonymized gaits of model
ICSGait-ANET.
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the original scene. The Fig. 5.9 and Fig. 5.10 are comparison of generation results between
two models when incomplete silhouettes are used. The Fig.5.11, Fig.5.12, Fig.5.13, Fig.5.14
are samples of results produced by the proposed model when both incomplete and complete
silhouette are used. Meanwhile, Fig. 5.15 shows the final frame images.

There are 4 findings pointed here:

1) A-NET is able to produce a seamless anonymized gait image even with incomplete
silhouettes of original gaits, which is not completely solved with both models BiGait-ANET
and ST-GAN.

2) A-NET can change the temporal information (e.g., hand movement) of a gait.

3) C-NET can transfer colors in RGB original gait images to the binary anonymized gait
images for both complete and incomplete silhouettes.

4) The blurry faces in generated gait images is because that the size of input gait images
of ICSGait-Net is quite tiny (64x64x3).

5.3.2 Naturalness
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Fig. 5.16 MOS scores of anonymized gaits generated with ICSGait-Net.

The MOS test was used to assess the degree of data utility preservation of anonymized
gaits synthesized by model ICSGait-Net. There were 20 evaluators joining this test and
each of them evaluates 60 random anonymized gait videos. The evaluators were required
to give a score of the degree of data utility preservation of synthesized gait video with the

criteria of body shape, gait movement, and garment colors of gait images (compared with the
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corresponding original video) with a five-point scale (1: Bad, 2: Poor, 3: Fair, 4: Good, 5:
Excellent). The MOS score is shown in Fig. 5.16.

5.3.3 Success Rate

The success rate of the model ICSGat-ANet and model ST-GAN measured for three gait
recognition systems is shown in Table 5.2, Table 5.3, and Table 5.4. The comparison of
success rate with three gait recognition systems is summarized in Fig.5.17.

Table 5.2 The average success rate (%) of the proposed model ICSGait-ANET with Zheng’s
method.

top Viewing angles

oY 18° 36" 54Y 720 90° | 108" | 126° | 144° | 162° | 180°

top—1 | 83.39 | 86.44 | 95.01 | 94.19 | 92.58 | 95.05 | 93.96 | 95.91 | 95.27 | 83.12 | 80.48

top—3 | 76.86 | 78.58 | 8§9.72 | 91.59 | 90.89 | 89.87 | 90.46 | 88.73 | 84.18 | 78.95 | 77.92

Table 5.3 The average success rate (%) of the proposed model ICSGait-ANET evaluated with
Wu’s method.

Top Viewing angles

o° 18 36" 540 720 90° | 108" | 126° | 144° | 162° | 180

top—1 | 70.52 | 84.20 | 87.34 | 88.77 | 83.91 | 89.02 | 87.86 | 89.59 | 90.64 | 75.97 | 72.57

top—3 | 67.78 | 68.36 | 75.85 | 80.27 | 78.32 | 80.97 | 79.18 | 80.95 | 82.80 | 72.69 | 71.01

Table 5.4 The average success rate (%) of the proposed model ICSGait-ANET evaluated with
Chao’s method.

Viewing angles

T
op oY 18° 36" 54Y 720 90° [ 108° | 126" | 144° | 162° | 180°

top—1 | 79.98 | 78.06 | 78.48 | 80.30 | 77.78 | 70.97 | 76.19 | 79.40 | 81.65 | 76.01 | 75.61

top—3 | 78.66 | 76.69 | 77.57 | 76.06 | 73.65 | 69.84 | 74.05 | 75.26 | 77.02 | 75.28 | 74.87

The Fig.5.17a show the success rate of the anonymized gaits generated by each model
computed by Zheng’s method at top-1 and top-3, respectively, Fig. 5.17b show those
computed by Wu method at top-1 and top-3, respectively, and Fig. 5.17c show those
computed by Chao method with top-1 and top-3, respectively.

The success rate of model ICSGait-ANET was dramatically better than that of the model
ST-GAN for the side viewing angles (from 36° to 144°) because with such viewing angles,

temporal information (limbs movement) is one of key feature of gait biometric . Comparison
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Fig. 5.17 Success rate comparison of the model ICSGait-ANET and the model ST-GAN.
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of the anonymized gaits generated by the model ICSGait-ANET with those produced by
model ST-GAN demonstrates that, in many cases, the model ICSGait-ANET changed the
hand position while model ST-GAN did not. This deference between two models is because
that the model ST-GAN needs to convert the random noise to the gait distribution before
adding it to the original gait, while the model ICSGait-ANET directly adds the random noise

to the original gait.

5.3.4 Robustness against Re-identification Attack

We also investigate whether we can find a machine learning model for re-identification
attacks. Since model-free gait recognition systems take silhouettes that are binary images as
inputs, if we stack a gait recognition system on the top of the re-identification model to force
this model to restore the identity of the original gait from the anonymized gait, the output of
the re-identification model must be binarized. However, the function that converts the output
of the re-identification model to the binary images is a discrete function that has no gradient,

and therefore the gradient of the whole model cannot be updated.

We tried using a traditional denoising autoencoder network [68] to restore the identity of
the original gait from an anonymized gait. We used 20 subjects in 40 anonymized subjects to
train this network and used the remaining 20 anonymized subjects to evaluate this network.
In order to explore the robustness of the proposed gait anonymization model presented in
this chapter, we compute the identification accuracy of three gait recognition systems on the
re-identified gaits. Table 5.5 shows the this accuracy and a sample of re-identified result is
shown in Fig. 5.18. Both Table 5.5 and Fig. 5.18 demonstrates that our model is robust to

the re-identification attack.

Table 5.5 The average identification accuracy (%) of the re-identified gaits evaluated with
Zheng’s method, Wu’s method, and Chao’s method.

Viewing angles
0° [ 187 [ 36° | 54° | 72° | 907 | 108" | 126" | 144° | 162" | 180°
top—1 [ 3.97 [ 485 (377|377 | 462|508 | 500 | 440 | 4.17 | 4.83 | 4.33
top—3 [ 794 (779768725739 7.46| 800 | 881 | 8.00 | 7.17 | 8.00

Top
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)

Fig. 5.18 Generation results of re-identification attack of ICSGait-ANET using traditional
denoising autoencoder network.

5.4 Summary

The intensive evaluation demonstrates that the model ICSGait-ANET can generate natural
anonymized gait regardless of the quality of the original gait that has not been completely
solved by the model BiGait-ANET and ST-GAN. The model ICSGait-ANet includes two
networks, one is to hide the original identity of a gait that we wish to anonymize with
using a random noise, and the other is for colorization of binary anonymized gait images.
The success rates of the ICSGait-ANet model are significantly higher than those of model
BiGait-ANET and mode ST-GAN.






Chapter 6

Conclusion

6.1 Summary

Due to advances in computing technology, media content can be recorded and shared in
many ways. Videos of people walking can be captured by surveillance cameras on the street
by governments and private companies. Such data often contain sensitive information about
the individuals such as their behaviors, routines, activities, and affiliations. There are many
reasons for sharing such data among organizations or companies such as for law enforcement,
forensics, and research. However, an attacker could crosslink a person in a video to a person
in another video by using gait recognition systems, resulting in the disclosure of sensitive

information about that person.

Another essential aspect in addition to protecting sensitive information is preserving
the utility of the data as it can be used in many research areas [27], for instance, object
detection [28, 29], action prediction [30], gender recognition, and clothing recognition
[31, 32]. Therefore, research on gait anonymization that protects the privacy of people
walking captured on video against gait recognition systems while maintaining the original
attributes is essential. This thesis has focused on such research. Preservation of appearance
means ensuring the naturalness of the body shape and preserving the clothing color of the
original gait images. Preservation of motion consists of guaranteeing the naturalness of
movement and retaining the moving direction of the original gait. Through the various
analyses using signal processing, machine learning, and computer vision techniques, the

following contributions are made:



92

Conclusion

* This is the first research on gait anonymization aimed at preservation of both

appearance and motion: Previous research on privacy protection of people captured
on video focused on such methods as object removal, object replacement, and pixelating
or blurring the body. Such methods generally focus on privacy concerns and do not
address the problem of guaranteeing the naturalness of the generated videos. As far as
we know, the work introduced in this thesis is the first study on gait anonymization
aimed at preservation of both appearance and motion. The results can be used to
prevent sensitive information about people walking captured on video from being
revealed by gait recognition while taking into account preservation of the original

attributes so that can be used for data analysis.

Binary gait anonymization: Most gait recognition approaches take the silhouette
sequences of people walking. These sequences of binary image contain the person’s
shape and walking style, which are the gait’s features. This work described in this
thesis thus initially investigated binary gait anonymization. The key idea of the model
proposed for doing this is to alter the body shape of a gait so that the anonymized gait
is partly similar to the original gait and partly similar to another gait, named a “noise
gait.” The proposed model has two inputs: the contour vector of the gait we wish to
anonymize and that of the noise gait. It produces a modified contour vector, which
is then used to produce an anonymized gait. Although this model shows promising
performance, the anonymized gait looks less natural from the frontal view. Since
adding a "noise gait" to the original gait may make the success rate decreased if gait
recognition systems are unable to distinguish the original gait from the noise gait,

selecting the perfect noise gait is not easy.

RGB gait anonymization: Although most gait recognition research has focused
on the silhouette sequence, most videos uploaded and/or shared are RGB videos.
Development of an approach for RGB gait anonymization is essential, and the research
reported in this thesis addressed the anonymization of RGB gaits. The ST-GAN
model, which includes one generator and two discriminators were proposed. This
model removes the identity of the original gait by adding a random noise in the gait
space to the original gait. Two discriminators, a spatial discriminator, and a temporal
discriminator, are used to improve the quality of the generated results. The goal of the
spatial discriminator network is to determine whether the gait image is real or fake at

each frame. A convolutional neural network is used for this discriminator. The goal of
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the temporal discriminator network is to ensure that the motion of a generated gait is
smooth by distinguishing the temporal information of a real gait from that of a fake

gait. An LSTM-based architecture is used for this discriminator.

* Incomplete silhouette gait anonymization: The work described in this thesis also
investigated how to generate a seamless anonymized gait when the silhouette gaits
used are incomplete. The focus was on improving the naturalness of the anonymized
gaits as well as improving the anonymization success rates. The model proposed for
doing this consists of two networks, an anonymization network and a colorization
network. The anonymization network is based on the DCGAN model and is trained on
a complete silhouette dataset to generate seamless silhouettes while the colorization
network transfers the clothing colors in the original gait images to the anonymized gait

images without extracting the clothing colors to avoid missing the original colors.

From intensive analysis and evaluation, the following findings were obtained:

* The proposed models are able to generate a high-quality anonymized gaits with a high

success rate of anonymization that are robust against re-identification attacks.

* Modifying the shapes of the silhouettes in a gait sequence can fool gait recognition

systems.

* Using a random noise to modify the shape of the body achieves a higher success rate

than using a noise in the gait distribution that is added to the shape of the body.

» Using a deep learning technique ensures the naturalness of the anonymized gait in

terms of body shape, gait movement, and clothing color in the gait image.

* The success rate of anonymization is inversely proportional to gait recognition accu-

racy.

* In a gait anonymization model, the data utility preservation is inversely proportional to

the success rate of anonymization.

6.2 Discussion

The studies described in this thesis on gait anonymization were aimed at protecting

the privacy of people walking who are captured on video against gait recognition systems
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while maintaining the original attributes. However, a person in a video can be recognized
by several other biometrics such as face, fingerprint, iris, and voice with high accuracy
[18-20]. Therefore, to completely protect a person in a video from recognition systems,
gait anonymization techniques should be integrated with other biometric anonymization

techniques.

Beside privacy protection, data utility is an important aspect of gait anonymization
because it is necessary for many research areas [27], for instance, object detection [28,
29], action prediction [30], gender recognition, and clothing recognition [31, 32]. In this
research, human perspective evaluations were conducted to measure the degree of data utility
preservation in terms of appearance and motion. Assessing the data utility preservation by
machine should be also considered and conducted in future gait anonymization research.
Such measurement can be assessed by human action recognition, human detection, clothing

recognition techniques.

Though the gait dataset utilized in this thesis is huge and widely used, the environment
represented by the data, such as static backgrounds and viewing angles, has been controlled
so that the people in the video can be extracted exactly. Therefore, when applying the
proposed models to real applications in which the background is dynamic and a person may
move in various viewing angles, image inpainting techniques should be used to fill the gaps

in the background that occur when the shape of a person in a video is changed.

6.3 Future Work

The work described in this thesis is the first research on gait anonymization while
preserving gait naturalness. Although techniques were proposed for solving several problems
in this area, there are still many problems to be addressed. Future work includes improving

the proposed techniques. There are several potential new research directions:

* Re-identification attacks on gait anonymization: The proposed gait anonymization
models have been proven to be robust against re-identification attacks that use a
commonly used approach as well as a traditional denoising autoencoder. However, an
intensive study on such attacks on gait anonymization models is necessary in order to

make gait anonymization models more robust.
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* Group-based gait anonymization: Investigating gait anonymization based on k-
anonymity and t-closeness, which make anonymization models robust against linking

attacks and reference attacks.

* Model-based gait anonymization: The proposed gait anonymization models are
based on model-free gait recognition; therefore, research on gait anonymization that
relies on model-based gait recognition should be considered so that gait anonymization

is more generally applicable.

* Body-based gait anonymization: The proposed gait anonymization models alter the
identity of a gait by modifying the body shape. Research based on modifying each
body part of a gait should be conducted for gait anonymization and should use body

generation techniques.

* Gait anonymization in the wild: Although the gait dataset used in this thesis is widely
used, is huge, and has multiple viewing angles, there is only one person walking in each
video. It is essential that gait anonymization research use more challenging datasets,

such as ones with videos with occluded people and videos with people carrying things.
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