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## Abstract

An impurity hole observed in the Large Helical Device (LHD) is a hollow density profile of impurity ion species, typically carbon, formed in the core plasma in which a negative (inward-pointing) ambipolar radial electric field $\left(E_{r}\right)$ exists. This observation contradicts the prediction of conventional neoclassical transport theory that ions with a higher charge are driven more inwardly and peaking density profiles are formed in the core.

In this thesis, we investigate neoclassical impurity transport in an impurity hole plasma by relaxing two common approximations employed in the conventional neoclassical simulations: radially local approximation and uniform potential approximation. Hence, we first extend and enable the global neoclassical code FORTEC-3D to evaluate and consider the impact of the non-uniform part of electrostatic potential on each flux surface, $\Phi_{1}$, on neoclassical transport.

With the extended global code, we simulate the neoclassical transport of carbon $\mathrm{C}^{6+}$ in the impurity hole plasma and show that an $E_{r}$ that changes its sign along the minor radius is obtained as a solution of the ambipolar condition, and with such an $E_{r}$, the impurity carbon flux can be outwardly directed even where $E_{r}<0$ and the carbon density profile is hollow. These are two aspects of impurity hole plasmas that have been observed by experiments but have not been captured by previous local neoclassical simulations. Furthermore, particle balance between the outward neoclassical carbon flux obtained by the global simulation and the modeled turbulent carbon flux is obtained with good accuracy. This consistency is another outcome of the global simulation that has not been obtained by local neoclassical simulations. Without $\Phi_{1}$, the value of the neoclassical carbon flux is halved, and the accuracy of the particle balance decreases; therefore, the significance of $\Phi_{1}$ is confirmed in this comparison as well. Finally, we demonstrate that the large ion temperature gradient cancels the inward flux driven by the negative $E_{r}$ and enables the net neoclassical carbon flux to be outwardly directed using a new numerical method that we introduce to evaluate the impacts of each driving force on neoclassical transport by a single global simulation.

The results of this study indicate that the global effects and the impact of $\Phi_{1}$ can be non-negligible for investigating neoclassical impurity transport.
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## Chapter 1

## Introduction

### 1.1 Magnetic confinement

The basic concept of magnetic confinement fusion is confining a plasma in a device with magnetic field using the Lorentz force and inducing nuclear fusion reaction. Due to the nature of the Lorentz force, a charged particle in a magnetic field gyrates around a field line. The gyro-radius of the particle with mass $m$ and charge $e$ is given by

$$
\begin{equation*}
\rho=\frac{v_{\perp}}{\Omega} \tag{1.1}
\end{equation*}
$$

with the frequency

$$
\begin{equation*}
\Omega=\frac{e B}{m}, \tag{1.2}
\end{equation*}
$$

where $v_{\perp}$ is the velocity component perpendicular to the field line and $B=$ $|\boldsymbol{B}|$ is the magnetic field strength. Thus, as the magnetic field strength increases, the particle motion can be restricted more closely around the field line. A plasma is considered to be magnetized when the gyro-frequency is much larger than the frequency of collisions.

Let us estimate typical sizes of $\rho$ in fusion plasmas. Here, we assume a plasma with the temperature $T=6 \mathrm{KeV}$ and $B=3 \mathrm{~T}$. Thus, the thermal velocity $v_{T}=(2 T / m)^{1 / 2}$ of hydrogen ions and electrons are $v_{T i} \sim 7.6 \times 10^{5}$ $\mathrm{m} / \mathrm{s}$ and $v_{T e} \sim 4.6 \times 10^{7} \mathrm{~m} / \mathrm{s}$, respectively. Substituting these values into $v_{\perp}$, the thermal gyro-radius of deuterium ions and electrons are estimated as

$$
\begin{align*}
& \rho_{i} \sim 5.3 \mathrm{~mm},  \tag{1.3}\\
& \rho_{e} \sim 0.09 \mathrm{~mm}, \tag{1.4}
\end{align*}
$$

respectively.
Several constraints are imposed on the basic magnetic field structure to realize the confinement. Magnetic field lines intersecting the material walls
would result in the contact between the energetic particles and the wall. This is a critical defect, not only for the particle and energy confinement quality but also for the durability of the wall materials. To magnetize the entire plasma and prevent the field lines from intersecting material walls, the confinement device is required to be a torus. However, in a purely toroidal magnetic field, particles with opposite charges drift in opposite directions, and a resulting charge separation results in severe particle losses. Therefore, the field lines should be helically twisted to prevent the charge separation. The rotational transform, $\iota$, measures how strongly the field lines are helically twisted. As a consequence of such a toroidal magnetic field configuration, a set of nested constant pressure surfaces called flux surfaces are formed in the plasma.

Regarding the twisting of the field lines, i.e., producing the poloidal magnetic field, torus devices can be categorized into either of the two major types of the reactors: tokamaks and stellarators. In a tokamak, the poloidal magnetic field is generated by a self-induced (bootstrap) or externally driven toroidal current. An important property of a tokamak is its geometrical symmetry in the toroidal direction (axisymmetry). In contrast, a stellarator relies only on coils to produce both toroidal and poloidal magnetic field components. Thus, the internal currents are not required to sustain the confinement magnetic field, and this has several advantages, such as the prevention of magnetohydrodynamic instabilities and the requirement of a lower energy input. In exchange for the advantages, the axisymmetry is lost and the particle and energy losses are enhanced under some conditions, which will be explained in Sec. 3.3 . The non-axisymmetric configuration also significantly complicates the physical analysis.

### 1.2 Transport in fusion plasma

Even with an elaborate basic magnetic field setting, the plasma confinement remains challenging. For a system to be in a global thermodynamic equilibrium, the distribution function of the charged particles must be a function only of the energy. However, as described earlier, the state of the plasma is restricted by the non-uniform magnetic field configuration, and as a consequence, the distribution will have spatial dependence resulting from the magnetic field (some detailed mechanisms of how the mechanics of charged particles, and therefore the distribution function, depend on the magnetic field are discussed in Ch. 3). This means that a fusion plasma is essentially a non-equilibrium system. That is, the intensive parameters, such as the temperature or the density, cannot be kept uniform in the plasma. Generally, the gradient of an intensive parameter of the system functions as a
driving force to produce the macroscopic fluxes of particles or energy as

$$
\begin{equation*}
J_{i}(X)=J_{i}(0)+\left.\sum_{j} \frac{\partial J_{i}}{\partial X_{j}}\right|_{X=0} X_{j}+\left.\frac{1}{2} \sum_{j, k} \frac{\partial^{2} J_{i}}{\partial X_{j} X_{k}}\right|_{X=0} X_{j} X_{k}+\ldots \tag{1.5}
\end{equation*}
$$

where $X=\left\{X_{1}, X_{2}, \ldots\right\}$ denotes the driving forces and $J_{i}$ is the macroscopic flux conjugate to the $i$-th driving force $X_{i}$. The first term on the right-hand side is zero since the fluxes vanish when the driving forces are zero. When the system is sufficiently close to equilibrium, the linear approximation holds between the fluxes and the driving forces as,

$$
\begin{equation*}
J_{i}(X)=-\sum_{j} D_{i j} X_{j} \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{i j}=-\left.\frac{\partial J_{i}}{\partial X_{j}}\right|_{X=0} \tag{1.7}
\end{equation*}
$$

are transport coefficients.
In addition to the inhomogeneity in the macroscopic parameters, transport is also caused by microscopic fluctuations, which vary with the spatial scale much smaller than that of the macroscopic parameters, particularly, in the direction perpendicular to the magnetic field lines. While the characteristic perpendicular scale length of the macroscopic parameters $L_{\perp}$ is of the order of the minor radius of the device, the perpendicular wave numbers of the fluctuations are $k_{\perp} \sim 1 / \rho$. The ratio $\epsilon \equiv \rho / L_{\perp}$ is usually much smaller than unity in magnetized plasmas. For deuterium ions in the Large Helical Device (LHD) with a minor radius of $a=0.6 \mathrm{~m}$, for example, the parameter is estimated as

$$
\begin{equation*}
\epsilon \sim O\left(10^{-2}\right) \tag{1.8}
\end{equation*}
$$

where the estimation of $\rho_{i}(1.3)$ is used. The temporal scales are also considerably different: the macroscopic parameters vary with the temporal scale $\tau_{\text {macro }} \sim \epsilon^{-2}\left(L_{\perp} / v_{T}\right)$, while the typical temporal scale of the turbulent fluctuations is $\tau_{\text {micro }} \sim L_{\perp} / v_{T}$. Using the typical value of the ion thermal velocity, these scales are estimated as

$$
\begin{equation*}
\tau_{\text {macro }} \sim O\left(10^{-2} \mathrm{~s}\right) \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{\text {micro }} \sim O\left(10^{-6} \mathrm{~s}\right) \tag{1.10}
\end{equation*}
$$

respectively. The slow-scale transport associated with the quasi-steady but non-uniform macroscopic parameters and collisions is called neoclassical
transport, while the fast-scale transport induced by the microscopic fluctuation is called turbulent transport. Assuming the ion density as $n \sim 10^{19}$, the collision time, which is the inverse of the collision frequency, becomes of the same order as $\tau_{\text {macro }}$. However, as will be discussed in Sec. 3.3, the effective collision time $\tau_{\text {eff }}$ at which the collisional transport occurs is smaller by about an order than $\tau_{\text {macro }}$. Thus, a neoclassical simulation analyzes phenomena at the temporal scale $\tau_{\text {eff }}$. For the large scale difference, it is usually assumed that both contributions can be analyzed separately. The aim of the transport theories is to understand the mechanism underlying the transport of energy and particles to contribute to establishing efficient and high quality confinement schemes for fusion reactors.

### 1.3 Impurity transport and impurity hole phenomenon

As stated above, contributing to increasing the confinement quality of fusion reactors is the primary aim of transport theories. However, it should be noted that confining all the particles in the core plasma is not necessarily desirable.

Several impurity ion species, ion species other than the fuel ion species, are generally present in a fusion plasma. In addition to helium generated by fusion reactions, moderate- $Z$ to high- $Z$ ions, such as carbon, iron, and tungsten are sputtered from the wall and contaminated into the plasma. If the wall-derived ions are present only in the periphery region, they do not cause fatal effects on the plasma. They can even have beneficial effects, such as protecting the wall by reducing the heat load. However, the accumulation of such impurity ions in the core region can degrade the performance of the fusion reactor by diluting the fuel ions and radiating a significant amount of energy away. Ions with higher charges cause these unfavorable effects more significantly.

Thus, the prevention of the impurity accumulation in the core region is a crucial task to realizing the steady-state operation of fusion reactors. However, it is anticipated that an inward-pointing radial electric field $E_{r}$ will be formed in a fusion relevant stellarator plasma [1,2], and the driving force associated with the $E_{r}$ is proportional to the charge $Z$. Therefore, impurity species with a higher charge are driven more strongly to the center of the plasma by the negative $E_{r}$, and such an effect has been confirmed by experiments 3 .

In tokamaks, on the other hand, the contribution of $E_{r}$ to the radial transport is canceled due to the axisymmetry. Thus, a sufficiently strong temperature gradient $\nabla T$ (which is usually negative and functions as an outward driving force) can drive the impurities out of the core [4, 5]. This effect is referred to as temperature screening. Although studies have shown that the terms involving $E_{r}$ can be canceled even in stellarators, the condition
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for the effect to occur is rather restrictive [6-11].
Nevertheless, the theory on the transport of such impure plasmas is immature compared with the theories of pure plasmas. This is because the validity of the common approximations that have conventionally been employed in the transport analysis of bulk hydrogen ions and electrons are broken for impurity transport. One of the experimental examples that indicates the incapability of the conventional impurity transport models is the observation of impurity holes in LHD $[12,13$. An impurity hole is a hollow impurity density profile formed in the core plasma, where an inwardpointing $E_{r}$ is predicted using conventional neoclassical transport theory. As mentioned earlier, particle transport is determined not only by neoclassical transport but also by turbulent transport. However, extensive turbulent transport studies to date indicate that the turbulent particle flux $\Gamma^{\mathrm{Trb}}$ is inward and outward neoclassical flux should be produced to sustain the impurity hole profile 14,15 . That is, the neoclassical transport models must be improved to produce the positive neoclassical particle flux $\Gamma^{\mathrm{NC}}$ that satisfies

$$
\begin{equation*}
\Gamma^{\operatorname{trb}}+\Gamma^{\mathrm{NC}} \simeq 0 \tag{1.11}
\end{equation*}
$$

in an appropriate scale.
The most common approximation used in the conventional neoclassical simulation models is the radially local approximation. This approximation neglects the radial drift velocity in the equations of motion so that the equations can be solved on each flux surface independently. Another common approximation is neglecting the non-uniform part of electrostatic potential on each flux surface, $\Phi_{1} . \Phi_{1}$ is typically smaller than the uniform part by an order of magnitude or more, but several recent studies have shown by using radially local neoclassical simulation codes that $\Phi_{1}$ can be non-negligible for impurity transport because its impact on the transport is proportional to the charge $Z[16-20]$. Although these studies have not provided any direct explanation for the impurity hole phenomenon, it has been shown that the $\Phi_{1}$-effect can be more significant in low collisional plasmas 17, 19. Furthermore, it is known that the radially local approximation tends to be invalid for low collisional plasmas with small $E_{r}$, and the impurity hole formation has been observed in such sorts of plasmas.

This thesis presents recent attempts to extend the neoclassical impurity transport models to provide a more accurate description of the core impurity transport and the progress achieved. We begin by introducing the basic conceptual and mathematical tools to describe torus plasmas in Ch. 2 . Subsequently, to appreciate the recent progress in comparison with the conventional approaches, we present the fundamentals of neoclassical transport theory and several common neoclassical simulations models, including our "global model," in Ch. 3. In Ch. 4, we review reports on the impurity hole
phenomenon. After explaining the numerical schemes we employed for our simulations in Ch. 55, we present our simulation results in Ch. 6. We first discuss why global simulation is necessary to solve the problems of impurity hole phenomenon in Sec. 6.1. The simulation setup and results are then presented in Sec. 6.2 and Sec. 6.3 , respectively. Finally, in Ch. 7 , the study is summarized and concluded.

## Chapter 2

## Description of torus plasmas

In this chapter, the basic tools to describe the transport in torus plasmas are presented. The general basis of kinetic theory and its connection to a fluid picture are first presented in Sec. 2.1. Then, in Sec. [2.2, the concepts introduced in Sec. 2.1 are applied to torus configurations. In Sec. 2.3, the causes of radial particle transport is discussed in terms of the fluid quantities.

### 2.1 Kinetic description

The confinement quality of a plasma is assessed by macroscopic fluxes of particles and energy flow into and out of the plasma. However, macroscopic fluxes are some sorts of averaged quantities and most of the mechanical information is lost in the averaging process. The information lost in the process is potentially very valuable for the transport study since the transport is caused by the characteristic orbits of the particles and the inhomogeneous distribution of the particles over the phase space. In particular, for plasmas with low collision frequencies, microscopic phenomena such as localization of particles in the phase space and resonance between the particles orbits and the local magnetic field structures are crucial for determining the transport. Thus, unlike neutral dense gases or fluids, fusion plasmas cannot be described only by fluid models, and analysis in the microscopic scale is essential for a detailed understanding of the transport processes in the plasma.

The microstate of a system is specified by distribution functions. However, several functions exist that are conceptually different but called by the same term "distribution function." Since distribution functions are central to this study, this section clarifies what we mean by distribution function throughout the thesis.

### 2.1.1 Empirical distribution function

Let us consider a system consisting of $N$ classical particles of the same species with the charge $e$ and mass $m$. One method to specify the microstate of the system is to use an 1-particle empirical distribution function

$$
\begin{equation*}
f_{\mathrm{emp}}(\boldsymbol{x}, \boldsymbol{v}, t)=\sum_{i=1}^{N} \delta\left(\boldsymbol{x}-\boldsymbol{x}_{i}(t)\right) \delta\left(\boldsymbol{v}-\boldsymbol{v}_{i}(t)\right) . \tag{2.1}
\end{equation*}
$$

Integrating this function over a small volume $\Delta \boldsymbol{x} \Delta \boldsymbol{v}$ in the 6-dimensional phase space ( $\mu$-space) gives the exact number of particles in the volume at an instance $t$. The evolution of the empirical distribution of charged particles is described by the Klimontovich equation:

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\boldsymbol{v} \cdot \nabla+\frac{\boldsymbol{F}}{m} \cdot \frac{\partial}{\partial \boldsymbol{v}}\right] f_{\mathrm{emp}}=0 \tag{2.2}
\end{equation*}
$$

For simplicity, here we assume no external electromagnetic fields are applied to the system. The force $\boldsymbol{F}$ is then given by

$$
\begin{equation*}
\boldsymbol{F}=e\left(\boldsymbol{E}^{m}+\boldsymbol{v} \times \boldsymbol{B}^{m}\right) . \tag{2.3}
\end{equation*}
$$

The microscopic electromagnetic fields $\boldsymbol{E}^{m}$ and $\boldsymbol{B}^{m}$ are determined by Maxwell's equations:

$$
\begin{align*}
\nabla \cdot \boldsymbol{E}^{m} & =\frac{\rho^{m}}{\varepsilon_{0}}  \tag{2.4}\\
\nabla \cdot \boldsymbol{B}^{m} & =0  \tag{2.5}\\
\nabla \times \boldsymbol{E}^{m} & =-\frac{\partial \boldsymbol{B}^{m}}{\partial t}  \tag{2.6}\\
\nabla \times \boldsymbol{B}^{m} & =\mu_{0}\left(\boldsymbol{j}^{m}+\varepsilon_{0} \frac{\partial \boldsymbol{E}^{m}}{\partial t}\right), \tag{2.7}
\end{align*}
$$

where the sources

$$
\begin{align*}
\rho^{m} & =e \int d^{3} v f_{\mathrm{emp}}  \tag{2.8}\\
\boldsymbol{j}^{m} & =e \int d^{3} v \boldsymbol{v} f_{\mathrm{emp}} . \tag{2.9}
\end{align*}
$$

Therefore, the initial conditions of $N$ particles and the electromagnetic fields are required to solve Equation (2.2). This is not only practically impossible but also unnecessary since such exact information is too excessive to analyze the phenomena of interest effectively. A method of obtaining a more useful set of equations is coarse-graining the distribution function.

### 2.1.2 Coarse-graining and individualist approach

By partitioning the $\mu$-space into macroscopically small but microscopically large cells, we can approximate the distribution function as

$$
\begin{equation*}
\bar{f}_{\mathrm{emp}}(\boldsymbol{x}, \boldsymbol{v}, t)=\frac{N(\boldsymbol{x}, \boldsymbol{v}, t)}{\Delta \boldsymbol{x} \Delta \boldsymbol{v}} \tag{2.10}
\end{equation*}
$$

where $N(\boldsymbol{x}, \boldsymbol{v}, t)$ is the number of the particles in the cell that is centered at $(\boldsymbol{x}, \boldsymbol{v})$ and has the volume $\Delta \boldsymbol{x} \Delta \boldsymbol{v}$.

Furthermore, at a low density, $\bar{f}_{\text {emp }}$ is approximated as

$$
\begin{equation*}
\bar{f}_{\mathrm{emp}}(\boldsymbol{x}, \boldsymbol{v}, t) \simeq f_{1}(\boldsymbol{x}, \boldsymbol{v}, t) \tag{2.11}
\end{equation*}
$$

where $f_{1}=f_{1}(\boldsymbol{x}, \boldsymbol{v}, t)$ is a function on the $\mu$ space that obeys a timeirreversible equation called the Boltzmann equation:

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{v} \cdot \nabla+\frac{\boldsymbol{F}}{m} \cdot \frac{\partial}{\partial \boldsymbol{v}}\right) f_{1}=C\left(f_{1}\right) \tag{2.12}
\end{equation*}
$$

where the electromagnetic fields, $\boldsymbol{E}$ and $\boldsymbol{B}$, implicitly contained in the equation are also smoothed accordingly, and $C\left(f_{1}\right)$ in the right-hand side denotes the change in $f_{1}$ due to binary collisions. An explicit form of $C\left(f_{1}\right)$ is given by

$$
\begin{equation*}
C\left(f_{1}\right)=\int\left[f_{1}\left(\boldsymbol{x}, \boldsymbol{v}^{\prime}, t\right) f_{1}\left(\boldsymbol{x}, \boldsymbol{v}_{2}^{\prime}, t\right)-f_{1}(\boldsymbol{x}, \boldsymbol{v}, t) f_{1}\left(\boldsymbol{x}, \boldsymbol{v}_{2}, t\right)\right] u d \sigma d^{3} v_{2} \tag{2.13}
\end{equation*}
$$

where $\boldsymbol{v}_{2}$ is the velocity of the colliding particle, $u=\left|\boldsymbol{u}_{\text {rel }}\right| \equiv\left|\boldsymbol{v}-\boldsymbol{v}_{2}\right|$ is the relative speed, and $d \sigma$ is the cross-section. The velocities after collision are denoted with a prime. Boltzmann heuristically derived the equation (2.12) for dilute gases, in which collisions between more than two particles can be neglected, under the assumption called the Sto $\beta$ zahlansatz: the distribution functions of a pair of particles that are about to collide are statistically independent, and the number of collisions is proportional to the product of the distribution functions $f_{1}(\boldsymbol{x}, \boldsymbol{v}, t) f_{1}\left(\boldsymbol{x}, \boldsymbol{v}_{2}, t\right)$, which corresponds to the density of pairs of particles that are about to collide [21].

Boltzmann also showed that for a solution of the Boltzmann equation, the Boltzmann's $H$-function,

$$
\begin{equation*}
H(f) \equiv \int f_{1}(\boldsymbol{x}, \boldsymbol{v}, t) \ln f_{1}(\boldsymbol{x}, \boldsymbol{v}, t) d^{3} x d^{3} v \tag{2.14}
\end{equation*}
$$

monotonously decreases with time:

$$
\begin{equation*}
\frac{d H}{d t} \leq 0 \tag{2.15}
\end{equation*}
$$

This is called the Boltzmann's $H$-theorem. The solution that satisfies $d H / d t=$ 0 is known to be a Maxwell-Boltzmann distribution or a Maxwellian:

$$
\begin{equation*}
f_{M} \equiv n\left(\frac{m}{2 \pi T}\right)^{3 / 2} \exp \left(-\frac{m v^{2}}{2 T}\right) \tag{2.16}
\end{equation*}
$$

where $n$ and $T$ denote the particle density and temperature, respectively.
It is not always true that approximation (2.11) holds. That is, atypical microstates that do not satisfy the $H$-theorem also exist. However, the approximation is valid for the vast majority of the cases. In this sense, the description is statistical. However, note that the description is fully deterministic and the notion of randomness is not required. To describe this statistical property without invoking the notion of randomness, the notion of "typicality" is used 22 26. That is, the time irreversible nature is a typical property of the system.

### 2.1.3 Ensemblist approach

In contrast to the approach based on the Boltzmann's works, the approach based on the Gibbs' works explicitly introduces the notion of probability in the sense of randomness. Gibbs introduced a function $\rho=\rho\left(\boldsymbol{Z}_{1}, \ldots, \boldsymbol{Z}_{N}\right)$, which represents the probability density of the points in the $6 N$-dimensional phase space ( $\Gamma$-space), where $\boldsymbol{Z}_{i}=\left(\boldsymbol{x}_{i}, \boldsymbol{v}_{i}\right)$. The microstate of the system is specified by a single point in the $\Gamma$-space. The evolution of the probability density is described by the Liouville equation:

$$
\begin{equation*}
\frac{d \rho}{d t}=\frac{\partial \rho}{\partial t}+\sum_{i=1}^{N}\left(\boldsymbol{v}_{i} \cdot \nabla_{i}+\frac{\boldsymbol{F}_{i}}{m} \cdot \frac{\partial}{\partial \boldsymbol{v}_{i}}\right) \rho=0, \tag{2.17}
\end{equation*}
$$

where $\nabla_{i}=\partial / \partial \boldsymbol{x}_{i}$.
While the Boltzmann's approach involves only a single actual system, the subject of the Gibbs approach is the set of fictional copies of the system, each represented by a point in the $\Gamma$-space. The set of the phase points is called an ensemble.

There have been ongoing debates over the interpretation of the probability density and why the fictional entities provide us with the accurate description of an actual system [25-30]. However, we do not go deep into the controversy because, despite the disagreements on the interpretations, there is a concrete consensus that Gibbs' method is useful and effective in obtaining the accurate computational results of actual physical systems.

### 2.1.4 Relation between the two approaches

Now, let us examine the relation between the two different approaches. Integrating $\rho$ over $\boldsymbol{Z}_{k+1}$ to $\boldsymbol{Z}_{N}$ coordinates yields the $k$-particle marginal dis-
tribution

$$
\begin{equation*}
\rho_{k}\left(\boldsymbol{Z}_{1} \ldots, \boldsymbol{Z}_{k}\right)=\frac{N!}{(N-k)!} \int \rho\left(\boldsymbol{Z}_{1}, \ldots, \boldsymbol{Z}_{N}\right) d \boldsymbol{Z}_{k+1} \ldots d \boldsymbol{Z}_{N} \tag{2.18}
\end{equation*}
$$

In particular, the 1-particle marginal distribution

$$
\begin{equation*}
\rho_{1}\left(\boldsymbol{Z}_{1}\right)=N \int \rho\left(\boldsymbol{Z}_{1}, \ldots, \boldsymbol{Z}_{N}\right) d \boldsymbol{Z}_{2} \ldots d \boldsymbol{Z}_{N} \tag{2.19}
\end{equation*}
$$

plays an important role. The normalization of $\rho_{k}$ in 2.18 is selected such that $\int \rho_{1} d \boldsymbol{Z}_{1}=N . \rho_{1}$ can be considered the average of the empirical distribution with $\rho$, since these quantities are related to each other as

$$
\begin{align*}
\int f_{\mathrm{emp}}(\boldsymbol{Z}) \rho\left(\boldsymbol{Z}_{1}, \ldots \boldsymbol{Z}_{N}\right) d \boldsymbol{Z}_{1} \ldots d \boldsymbol{Z}_{N} & =\int \sum_{i=1}^{N} \delta\left(\boldsymbol{Z}-\boldsymbol{Z}_{i}\right) \rho\left(\boldsymbol{Z}_{1}, \ldots, \boldsymbol{Z}_{i}, \ldots \boldsymbol{Z}_{N}\right) d \boldsymbol{Z}_{1} \ldots d \boldsymbol{Z}_{N} \\
& =N \int \delta\left(\boldsymbol{Z}-\boldsymbol{Z}_{1}\right) \rho\left(\boldsymbol{Z}_{1}, \ldots, \boldsymbol{Z}_{N}\right) d \boldsymbol{Z}_{1} \ldots d \boldsymbol{Z}_{N} \\
& =N \int \rho\left(\boldsymbol{Z}, \boldsymbol{Z}_{2}, \ldots, \boldsymbol{Z}_{N}\right) d \boldsymbol{Z}_{2} \ldots d \boldsymbol{Z}_{N} \\
& =\rho_{1}(\boldsymbol{Z}) \tag{2.20}
\end{align*}
$$

where $\rho$ is assumed to be invariant under particle interchange (e.g., $\rho\left(\boldsymbol{Z}_{1}, \boldsymbol{Z}_{2}, \ldots\right)=$ $\left.\rho\left(\boldsymbol{Z}_{2}, \boldsymbol{Z}_{1}, \ldots\right)\right)$.

Differentiating (2.19) with respect to $t$ using (2.17) yields the evolution equation of the 1-particle marginal distribution 31,32]:

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{v}_{1} \cdot \nabla_{1}+\frac{\boldsymbol{F}^{\text {ave }}}{m} \cdot \frac{\partial}{\partial \boldsymbol{v}_{1}}\right) \rho_{1}=-\int d \boldsymbol{Z}_{2} \frac{\boldsymbol{F}^{\mathrm{int}}}{m} \cdot \frac{\partial \rho_{2}}{\partial \boldsymbol{v}_{1}} \tag{2.21}
\end{equation*}
$$

where the force $\boldsymbol{F}$ is decomposed into the averaged macroscopic term $\boldsymbol{F}$ ave that depends only on $\boldsymbol{Z}_{1}$ and the interaction term $\boldsymbol{F}^{\text {int }}$ that also depends on another particle's position:

$$
\begin{equation*}
\boldsymbol{F}^{\mathrm{int}}=\boldsymbol{F}^{\mathrm{int}}\left(\left|\boldsymbol{x}_{1}-\boldsymbol{x}_{2}\right|\right) \tag{2.22}
\end{equation*}
$$

Similarly, we can derive an equation for $\rho_{k}$ in terms of $\rho_{k+1}$ from 2.18. The chain of equation is called the $B B G K Y$ hierarchy.

Through the BBGKY hierarchy, $\rho_{1}$ depends on $\rho$. However, when the interactions between more than two particles can be neglected, the sequence of equations can be truncated at $k=2$ :

$$
\begin{equation*}
\frac{d \rho_{2}}{d t}=\frac{\partial \rho_{2}}{\partial t}+\sum_{i=1}^{2}\left(\boldsymbol{v}_{i} \cdot \nabla_{i}+\frac{\boldsymbol{F}^{\mathrm{int}}}{m} \cdot \frac{\partial}{\partial \boldsymbol{v}_{i}}\right) \rho_{2}=0 \tag{2.23}
\end{equation*}
$$

Here, we make a few more assumptions. The first is the statistical independence of the particles before the interactions, i.e., $\rho_{2}\left(\boldsymbol{Z}_{1}, \boldsymbol{Z}_{2}\right)=\rho_{1}\left(\boldsymbol{Z}_{1}\right) \rho_{1}\left(\boldsymbol{Z}_{2}\right)$. The second is that $\rho_{2}$ does not explicitly depend on $t$, and the force involved in its evolution is only $\boldsymbol{F}^{\text {int }}$ such that

$$
\begin{equation*}
\frac{d \rho_{2}\left(\boldsymbol{Z}_{1}, \boldsymbol{Z}_{2}\right)}{d t}=\sum_{i=1}^{2}\left(\boldsymbol{v}_{i} \cdot \nabla_{i}+\frac{\boldsymbol{F}^{\mathrm{int}}}{m} \cdot \frac{\partial}{\partial \boldsymbol{v}_{i}}\right) \rho_{1}\left(\boldsymbol{Z}_{1}\right) \rho_{1}\left(\boldsymbol{Z}_{2}\right)=0 \tag{2.24}
\end{equation*}
$$

Thus, the derivative with respect to $\boldsymbol{v}_{1}$ in the right-hand side of 2.21 can be replaced by derivatives with respect to $\boldsymbol{x}_{1}$ and $\boldsymbol{x}_{2}$ (the derivative with respect to $\boldsymbol{v}_{2}$ will vanish due to the boundary condition). Thus, the righthand side becomes

$$
\begin{equation*}
C\left(\rho_{1}\right)=\int d \boldsymbol{Z}_{2} \boldsymbol{u}_{\mathrm{rel}} \cdot \frac{\partial}{\partial \boldsymbol{x}_{\mathrm{rel}}}\left(\rho_{1}\left(\boldsymbol{Z}_{1}\right) \rho_{1}\left(\boldsymbol{Z}_{2}\right)\right) \tag{2.25}
\end{equation*}
$$

where $\boldsymbol{x}_{\text {rel }} \equiv \boldsymbol{x}_{1}-\boldsymbol{x}_{2}$. Finally, adopting the cylindrical coordinates $(r, z, \varphi)$ with the $z$-axis along $\boldsymbol{u}_{\text {rel }}$ and integrating over $z$, we obtain

$$
\begin{equation*}
C\left(\rho_{1}\right)=\int\left[\rho_{1}\left(\boldsymbol{x}, \boldsymbol{v}_{1}^{\prime}, t\right) \rho_{1}\left(\boldsymbol{x}, \boldsymbol{v}_{2}^{\prime}, t\right)-\rho_{1}\left(\boldsymbol{x}, \boldsymbol{v}_{1}, t\right) \rho_{1}\left(\boldsymbol{x}, \boldsymbol{v}_{2}, t\right)\right] u d \sigma d^{3} v_{2} \tag{2.26}
\end{equation*}
$$

where $d \sigma=r d r d \varphi$ is the cross-section. This agrees with the Boltzmann collision integral $(2.13)$. Thus, the evolution equation of the 1-particle marginal distribution 2.21 reduces to

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\boldsymbol{v} \cdot \nabla+\frac{\boldsymbol{F}}{m} \cdot \frac{\partial}{\partial \boldsymbol{v}}\right) \rho_{1}=C\left(\rho_{1}\right) \tag{2.27}
\end{equation*}
$$

where $\boldsymbol{F}=\boldsymbol{F}^{\text {ave }}$ and the subscript 1 is discarded except for $\rho_{1}$. This is identical to the Boltzmann equation 2.12 for $f_{1}$ and indicates a practical equivalence between $f_{1}$ and $\rho_{1}$.

In terms of typicality, this practical equivalence can be ascribed to the fact that an average with a typical distribution function of an individual system is more or less equivalent to an ensemble average. Hence, we do not need to distinguish $f_{1}$ and $\rho_{1}$ practically, and we can employ the Gibbsian probabilistic methods for studying an individual actual system.

Henceforth, we denote $f_{1}$ or $\rho_{1}$ simply as $f=f(\boldsymbol{x}, \boldsymbol{v}, t)$ and call this function a distribution function. Also, we call an equation in the form of (2.12) or 2.27) a kinetic equation. Note here again that the distribution function is normalized as

$$
\begin{equation*}
\int d^{3} x d^{3} v f=N \tag{2.28}
\end{equation*}
$$

In later sections, further approximations are performed to the distribution function and kinetic equation to investigate phenomena on specific scales.

### 2.1.5 Local equilibrium and macroscopic variables

The thermodynamic variables, such as temperature $T$ and pressure $p$, are defined for a thermodynamic equilibrium state. However, if the gradients of the intensive variables are sufficiently small, we can locally define these quantities. Then, we can regard the whole systems as a collection of small elements for which intensive variables are well-defined and extensive variables, such as entropy and particle number, are replaced by their spatial densities. This is called the local equilibrium assumption [33, 34].

Under the assumption of local equilibrium, we can evaluate the macroscopic thermodynamic variables by integrals with the distribution function. For example, integrating the distribution function over the velocity space yields the particle density

$$
\begin{equation*}
n(\boldsymbol{x}, t)=\int d^{3} v f(\boldsymbol{x}, \boldsymbol{v}, t) \tag{2.29}
\end{equation*}
$$

The temperature and scalar pressure are similarly obtained by

$$
\begin{align*}
T(\boldsymbol{x}, t) & =\frac{m}{3 n(\boldsymbol{x}, t)} \int f(\boldsymbol{x}, \boldsymbol{v}, t)(\boldsymbol{v}-\boldsymbol{u}(\boldsymbol{x}, t))^{2} d^{3} v  \tag{2.30}\\
p(\boldsymbol{x}, t) & =\frac{m}{3} \int f(\boldsymbol{x}, \boldsymbol{v}, t)(\boldsymbol{v}-\boldsymbol{u}(\boldsymbol{x}, t))^{2} d^{3} v=n(\boldsymbol{x}, t) T(\boldsymbol{x}, t) \tag{2.31}
\end{align*}
$$

Similarly, we can also evaluate other macroscopic quantities such as the flow velocity and the stress tensor by

$$
\begin{equation*}
\boldsymbol{u}(\boldsymbol{x}, t)=\frac{1}{n(\boldsymbol{x}, t)} \int f(\boldsymbol{x}, \boldsymbol{v}, t) \boldsymbol{v} d^{3} v \tag{2.32}
\end{equation*}
$$

and

$$
\begin{align*}
\boldsymbol{\pi}(\boldsymbol{x}, t)= & m \int f(\boldsymbol{x}, \boldsymbol{v}, t) \\
& \times\left((\boldsymbol{v}-\boldsymbol{u}(\boldsymbol{x}, t))(\boldsymbol{v}-\boldsymbol{u}(\boldsymbol{x}, t))-\frac{1}{3}(\boldsymbol{v}-\boldsymbol{u}(\boldsymbol{x}, t))^{2} \boldsymbol{I}\right) d^{3} v \tag{2.33}
\end{align*}
$$

respectively. Note here that the distribution function $f$ is not required to be a local equilibrium distribution even under a local equilibrium assumption. Rather, to describe the anisotropic quantities, such as the flow velocity and stress tensor, a slight deviation in $f$ from the local equilibrium distribution must be allowed. We return to this point in Sec. 2.2.2.

### 2.2 Toroidal configuration and its description

The discussion until the last subsection has been on general properties of plasmas near equilibrium. In this subsection, we describe the application of the concepts introduced above to torus plasmas.

### 2.2.1 MHD equilibrium

From a macroscopic perspective, the basic concept of the theory of magnetic plasma confinement is confining a plasma with pressure $p$ with magnetic field $\boldsymbol{B}$. This is enabled by balancing the plasma pressure with the magnetic force generated by the current through the plasma. In a steady state, the current is related to the magnetic field by Ampère's law:

$$
\begin{equation*}
\nabla \times \boldsymbol{B}=\mu_{0} \boldsymbol{J} \tag{2.34}
\end{equation*}
$$

where $\mu_{0}$ is the vacuum permeability. Let us estimate the magnetic field pressure required to balance with $p$.

By taking the moments of the kinetic equation with 1 and $m_{a} \boldsymbol{v}$, we obtain the continuity equation and momentum balance equation:

$$
\begin{align*}
& \frac{\partial n_{a}}{\partial t}+\nabla \cdot\left(n_{a} \boldsymbol{u}_{a}\right)=0,  \tag{2.35}\\
& \frac{\partial}{\partial t}\left(m_{a} n_{a} \boldsymbol{u}_{a}\right)+\nabla \cdot\left(m_{a} n_{a} \boldsymbol{u}_{a} \boldsymbol{u}_{a}\right)=e_{a} n_{a}\left(\boldsymbol{E}+\boldsymbol{u}_{a} \times \boldsymbol{B}\right)-\nabla p_{a}-\nabla \cdot \boldsymbol{\pi}_{a}+\boldsymbol{R}_{a}, \tag{2.36}
\end{align*}
$$

respectively, where

$$
\begin{equation*}
\boldsymbol{R}_{a}=m_{a} \int \boldsymbol{v} C_{a}\left(f_{a}\right) d^{3} v \tag{2.37}
\end{equation*}
$$

is the friction force. Using (2.35), Equation (2.36) can alternatively be expressed as

$$
\begin{equation*}
m_{a} n_{a}\left(\frac{\partial \boldsymbol{u}_{a}}{\partial t}+\boldsymbol{u}_{a} \cdot \nabla \boldsymbol{u}_{a}\right)=e_{a} n_{a}\left(\boldsymbol{E}+\boldsymbol{u}_{a} \times \boldsymbol{B}\right)-\nabla p_{a}-\nabla \cdot \boldsymbol{\pi}_{a}+\boldsymbol{R}_{a}, \tag{2.38}
\end{equation*}
$$

and when the plasma flow is subsonic, the equation can be further simplified to

$$
\begin{equation*}
m_{a} n_{a} \frac{\partial \boldsymbol{u}_{a}}{\partial t}=e_{a} n_{a}\left(\boldsymbol{E}+\boldsymbol{u}_{a} \times \boldsymbol{B}\right)-\nabla p_{a}-\nabla \cdot \boldsymbol{\pi}_{a}+\boldsymbol{R}_{a} . \tag{2.39}
\end{equation*}
$$

Then, taking the species sum of 2.39 yields

$$
\begin{equation*}
\sum_{a} m_{a} n_{a} \frac{\partial \boldsymbol{u}_{a}}{\partial t}=\boldsymbol{J} \times \boldsymbol{B}-\nabla p-\nabla \cdot \boldsymbol{\pi} \tag{2.40}
\end{equation*}
$$

where $\boldsymbol{J}=\sum_{a} e_{a} n_{a} \boldsymbol{V}_{a}, p=\sum_{a} p_{a}$, and $\boldsymbol{\pi}=\sum_{a} \boldsymbol{\pi}_{a}$. The terms involving $\boldsymbol{E}$ and $\boldsymbol{R}_{a}$ are canceled due to the quasi-neutrality $\sum_{a} e_{a} n_{a}=0$ and the momentum conservation, respectively. Since $\boldsymbol{\pi} \ll p$ when the plasma is
close to a local equilibrium, the condition for the mechanical balance in a steady plasma is this given by

$$
\begin{equation*}
\boldsymbol{J} \times \boldsymbol{B}=\nabla p \tag{2.41}
\end{equation*}
$$

This force balance condition is called ideal Magneto-Hydrodynamic (MHD) equilibrium, and the ratio between the plasma pressure $p$ and the magnetic field pressure $B^{2} / 2 \mu_{0}$,

$$
\begin{equation*}
\beta \equiv \frac{p}{B^{2} /\left(2 \mu_{0}\right)} \tag{2.42}
\end{equation*}
$$

provides an estimation of the magnetic field pressure required to balance with the plasma pressure. The $\beta$ value of a fusion plasma is typically about a few percent.

The curvature of the magnetic field $\boldsymbol{\kappa}$ is given by

$$
\begin{align*}
\boldsymbol{\kappa} & \equiv-\boldsymbol{b} \times \nabla \times \boldsymbol{b} \\
& =\mu_{0} \frac{\boldsymbol{J} \times \boldsymbol{B}}{B^{2}}+\frac{\nabla_{\perp} B}{B} \tag{2.43}
\end{align*}
$$

Thus, from 2.41, the first term can be neglected when $\beta$ is small such that

$$
\begin{equation*}
\boldsymbol{\kappa} \simeq \frac{\nabla_{\perp} B}{B} \tag{2.44}
\end{equation*}
$$

where $\boldsymbol{b}=\boldsymbol{B} / B$ is the unit vector along the magnetic field line.

### 2.2.2 Flux surface and local equilibrium

From (2.41), we see that the magnetic field lines and the current lie on constant pressure surfaces,

$$
\begin{equation*}
\boldsymbol{B} \cdot \nabla p=0, \quad \boldsymbol{J} \cdot \nabla p=0 \tag{2.45}
\end{equation*}
$$

These constant pressure surfaces are called flux surfaces. Functions that are constant on each flux surface are called flux functions. The flux surfaces can be labeled by an any flux function that is monotonically increasing in the radial coordinate $r$ as well as by $r$ itself with the origin at the magnetic axis, the center of the nested tori.

The volume enclosed by the flux surface at $r$ is given by

$$
\begin{equation*}
V(r)=\int_{0}^{r} d r \int_{0}^{2 \pi} d \theta \int_{0}^{2 \pi} \sqrt{g} d \zeta \tag{2.46}
\end{equation*}
$$

where $\theta$ and $\zeta$ are the poloidal and toroidal angles, respectively, and $\sqrt{g}$ is the Jacobian for the coordinates $(r, \theta, \zeta)$ (Figure 2.1). Then, the flux surface


Figure 2.1: Schematic drawing of the nested tori structure of a toroidal plasma and $(r, \theta, \zeta)$ coordinates
average of a function $A$ is defined by

$$
\begin{align*}
\langle A\rangle & =\lim _{\Delta r \rightarrow 0} \frac{1}{V(r+\Delta r)-V(r)} \int_{r}^{r+\Delta r} d r \int_{0}^{2 \pi} d \theta \int_{0}^{2 \pi} A(r, \theta, \zeta) \sqrt{g} d \zeta \\
& =\frac{1}{V^{\prime}(r)} \int_{0}^{2 \pi} d \theta \int_{0}^{2 \pi} A(r, \theta, \zeta) \sqrt{g} d \zeta \tag{2.47}
\end{align*}
$$

For non-axisymmetric systems, the existence of an MHD equilibrium, and therefore of nested flux surfaces, are not mathematically ensured, but in transport analysis, an ideal condition that the nested tori are formed is usually assumed. It is also assumed that each species is in a local equilibrium on each flux surface, and the temperature is defined as a flux function $T=$ $T(r)$.

A criterion for the local equilibrium assumption to hold in a torus plasma is

$$
\begin{equation*}
\epsilon \equiv \frac{\rho}{L_{\perp}} \ll 1 \tag{2.48}
\end{equation*}
$$

where $\rho$ is the magnitude of the gyroradius and $L_{\perp}$ is the typical length scale of the plasma perpendicular to the magnetic field lines. The local equilibrium state is represented by a local Maxwellian,

$$
\begin{equation*}
f_{a M}=n_{a 0}(r)\left(\frac{m_{a}}{2 \pi T_{a}(r)}\right)^{3 / 2} \exp \left(-\frac{m_{a} v^{2}}{2 T_{a}(r)}\right) \tag{2.49}
\end{equation*}
$$

with the density $n_{a 0}(r)$ and the temperature $T_{a}(r)$.
The local equilibrium volumes are open systems contacting with neighboring volumes that have different values of the thermodynamic variables.

This results in fluxes, which are expressible in the form of 1.6 , and exchange of particles and energy occurs. To describe such processes, we must also consider deviation from the local Maxwellian. With a deviation of $f_{a}$ from $f_{a M}$, we can express the distribution function in the following form

$$
\begin{equation*}
f_{a}=f_{a M}+\delta f_{a} \tag{2.50}
\end{equation*}
$$

as long as the deviation is small in the sense that

$$
\begin{equation*}
\delta f_{a} / f_{a M} \sim O(\epsilon) \tag{2.51}
\end{equation*}
$$

### 2.2.3 Gyro-averaging

Although the expression 2.50 is an appropriate form of a distribution function for describing the linear transport process, the distribution function still contains more than necessary information of processes at various spatial and temporal scales. Excluding processes at irrelevant scales simplifies the descriptions of the phenomena of interest and makes the problems more tractable.

In fusion plasmas, the collision frequency $\nu$ is much smaller than the gyro-frequency $\Omega \simeq d \vartheta / d t$, where $\vartheta$ is the gyro-phase [35], and the distribution function can be seen constant along the Larmor orbit. Thus, gyro-phase dependence can be averaged away to approximate the distribution function by a function of the guiding-center position $\boldsymbol{X} \equiv \boldsymbol{x}-\boldsymbol{\rho}$. Accordingly, the degrees of freedom in the velocity space are reduced from three to two, and the magnetic moment $\mu$, the conjugate momentum to $\vartheta$, becomes a constant of motion. The distribution function of the guiding-center position $\boldsymbol{x}$ is related to the distribution function of $\boldsymbol{x}$ by the expansion

$$
\begin{equation*}
f(\boldsymbol{x}-\boldsymbol{\rho}, U, \mu) \simeq f(\boldsymbol{x}, U, \mu)-\boldsymbol{\rho} \cdot \nabla f(\boldsymbol{x}, U, \mu) \tag{2.52}
\end{equation*}
$$

where the total energy $U$, as well as $\mu$, is chosen as a velocity variable. For a Maxwellian, it is

$$
\begin{equation*}
f_{M}(\boldsymbol{X}, U, \mu) \simeq f_{M}(\boldsymbol{x}, U, \mu)-\boldsymbol{\rho} \cdot \nabla f_{M}(\boldsymbol{x}, U, \mu) \tag{2.53}
\end{equation*}
$$

Since $\nabla \sim 1 / L_{\perp}$, the second term on the right-hand side is $\sim \epsilon f_{M} \sim \delta f$. However, as explained later, the contribution of this term to the transport can usually be neglected.

Furthermore, we can decompose the $\delta f$ part of the gyro-averaged distribution function into the slowly varying (quasi-steady) term $\bar{f}$ and the fluctuating term $\tilde{f}$ as 35,36

$$
\begin{equation*}
\delta f=\epsilon \bar{f}+\Delta \tilde{f} \tag{2.54}
\end{equation*}
$$

where another parameter $\Delta$ is introduced to measure the fluctuation size. The fluctuating term is produced by the microscopic fluctuation of electromagnetic fields, such as the potential fluctuation $\Delta \tilde{\phi}$.

The deviation part of the gyro-averaged distribution function 2.54 is determined by a gyro-kinetic equation under the assumption $\epsilon \sim \Delta$. On the other hand, a linearized drift-kinetic equation determines $\delta f$ in the limit $\Delta \rightarrow 0$.

The quasi-steady term $\bar{f}$ is associated with neoclassical transport, whereas the fluctuating term $\tilde{f}$ is associated with turbulent transport. For example, the radial neoclassical and turbulent particle fluxes are evaluated by

$$
\begin{equation*}
\Gamma^{\mathrm{NC}}=\left\langle\int d^{3} v \bar{f} \dot{\boldsymbol{X}} \cdot \nabla r\right\rangle \tag{2.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma^{\mathrm{Tr} b}=\left\langle\int d^{3} v \tilde{f} \dot{\boldsymbol{X}} \cdot \nabla r\right\rangle \tag{2.56}
\end{equation*}
$$

respectively. Since the subject of this thesis is neoclassical transport, we will assume $\Delta \rightarrow 0$ and consider only the slowly varying term henceforth.


Figure 2.2: Solution of a linearized drift-kinetic equation solves.

### 2.2.4 Flux coordinates

Given a nested flux surface structure, it is convenient to select coordinates such that the guiding-center position of a particle is specified by $(r, \theta, \zeta)$ to describe the motion in the torus configuration. However, an arbitrariness is involved in choosing the angle coordinates and the radial coordinate. Among such coordinates, those that satisfy

$$
\begin{equation*}
\frac{\boldsymbol{B} \cdot \nabla \theta}{\boldsymbol{B} \cdot \nabla \zeta}=\iota(r), \tag{2.57}
\end{equation*}
$$

are called flux coordinates, where $\iota=1 / q$ is called rotational transform. The ratio between the $\theta$ and the $\zeta$ components of the magnetic field line being a flux function implies that, in flux coordinates, the magnetic field lines appear to be straight on the flux surface.

A useful choice of coordinates for a non-axisymmetric system is Boozer coordinates 37]. In Boozer coordinates, the covariant representation of the magnetic field is given by

$$
\begin{equation*}
\boldsymbol{B}=\nabla \psi \times \nabla \theta+\iota(r) \nabla \zeta \times \nabla \psi=I(r) \nabla \theta+G(r) \nabla \zeta+\beta^{*} \nabla \psi \tag{2.58}
\end{equation*}
$$

where $\psi$ is the normalized toroidal flux

$$
\begin{equation*}
\psi=\frac{1}{(2 \pi)^{2}} \int \boldsymbol{B} \cdot \nabla \zeta d V \tag{2.59}
\end{equation*}
$$

$I$ is related to the toroidal current inside the flux surface at $r$, and $G$ is related to the poloidal current outside the surface. Since $\beta^{*}$ is related to the Pfirsch-Schlüter current [37] and can be estimated as $\beta^{*} \sim O(\beta / a)$, where $\beta$ and $a$ are the plasma beta and the minor radius, respectively, the term $\beta^{*} \nabla \psi$ in 2.58 can be ignored for a low-beta plasma. This approximation enables us to express the guiding-center equations of motion in canonical form. Although we will not write down the equations in canonical form explicitly here, this property has an advantage of ensuring the Hamiltonian properties such as the Liouville's theorem. Refer to Section 3.2 of [38] and the references therein for detailed discussion on the Hamiltonian formulation of the guiding-center motion.

The contravariant representation of the magnetic field is given by

$$
\begin{equation*}
\boldsymbol{B}=\frac{1}{\sqrt{g}} \frac{d \psi}{d r}\left(\iota \boldsymbol{e}_{\theta}+\boldsymbol{e}_{\zeta}\right) \tag{2.60}
\end{equation*}
$$

where $\boldsymbol{e}_{j}$ is the unit vector in the $j$-direction, and the Jacobian $\sqrt{g}$ is given by

$$
\begin{equation*}
\sqrt{g}=\frac{d \psi}{d r} \frac{G+\iota I}{B^{2}}=\frac{\left(\psi^{\prime} G+\chi^{\prime} I\right)}{B^{2}} \tag{2.61}
\end{equation*}
$$

with $\chi$ the normalized poloidal flux

$$
\begin{equation*}
\chi=\frac{1}{(2 \pi)^{2}} \int \boldsymbol{B} \cdot \nabla \theta d V \tag{2.62}
\end{equation*}
$$

### 2.3 Particle transport across flux surfaces

To understand the causes of the neoclassical transport in a fluid description, here we derive the expression of the radial neoclassical particle flux in terms of macroscopic quantities using the momentum equation approach [39, 40].

When the system is in a steady state, the momentum balance equation (2.39) is reduced to

$$
\begin{equation*}
0=e_{a} n_{a}\left(\boldsymbol{E}+\boldsymbol{u}_{a} \times \boldsymbol{B}\right)-\nabla p_{a}-\nabla \cdot \boldsymbol{\pi}_{a}+\boldsymbol{R}_{a} \tag{2.63}
\end{equation*}
$$

The flux surface average of the parallel component of this equation provides a relation between the parallel friction and the parallel viscosity,

$$
\begin{equation*}
\left\langle B\left(R_{a \|}+n_{a} e_{a} E_{\|}\right)\right\rangle=\left\langle\boldsymbol{B} \cdot \nabla \cdot \boldsymbol{\pi}_{a}\right\rangle . \tag{2.64}
\end{equation*}
$$

On the other hand, taking the cross product of (2.63) with $\boldsymbol{b}$ yields the perpendicular flow

$$
\begin{align*}
\boldsymbol{u}_{a \perp} \equiv & \boldsymbol{u}_{a}-\left(\boldsymbol{u}_{a} \cdot \boldsymbol{b}\right) \boldsymbol{b} \\
& =-\frac{\boldsymbol{B} \times \boldsymbol{E}}{B^{2}}+\frac{\boldsymbol{b} \times \nabla p_{a}}{m_{a} n_{a} \Omega_{a}}+\frac{\boldsymbol{b} \times\left(\nabla \cdot \boldsymbol{\pi}_{a}-\boldsymbol{R}_{a}\right)}{m_{a} n_{a} \Omega_{a}} . \tag{2.65}
\end{align*}
$$

Then, by taking the flux surface average of the radial component, we obtain an expression of the radial particle flux:

$$
\begin{align*}
\Gamma_{a} & =\left\langle n_{a} \boldsymbol{u}_{\perp a} \cdot \nabla r\right\rangle \\
& =-\left\langle\frac{\nabla r \times \boldsymbol{B}}{e_{a} B^{2}} \cdot \boldsymbol{R}_{a}\right\rangle+\left\langle\frac{\nabla r \times \boldsymbol{B}}{e_{a} B^{2}} \cdot\left(\nabla p_{a}+\nabla \cdot \boldsymbol{\pi}_{a}-e_{a} n_{a} \boldsymbol{E}\right)\right\rangle . \tag{2.66}
\end{align*}
$$

The first term, which is generated by the perpendicular friction, corresponds to the classical flux and the other terms to the neoclassical flux. Although it has been argued recently that the impurity classical fluxes can be comparable to their neoclassical counterparts in an optimized stellarator [41], the classical fluxes are, as will be estimated in Sec 3.3 , usually small enough to be neglected compared with the neoclassical fluxes.

### 2.3.1 Decomposition of neoclassical flux

Defining $\boldsymbol{B}_{T} \equiv \sqrt{g} \nabla r \times \nabla \theta$ and using a vector relation

$$
\begin{equation*}
\boldsymbol{B}_{T}=\frac{\left(\boldsymbol{B}_{T} \cdot \boldsymbol{B}\right) \boldsymbol{B}}{B^{2}}+\frac{\nabla \chi \times \boldsymbol{B}}{B^{2}} \tag{2.67}
\end{equation*}
$$

we can express the flux as

$$
\begin{equation*}
\Gamma_{a}=\Gamma_{a}^{\mathrm{cl}}+\Gamma_{a}^{\mathrm{NC}} \tag{2.68}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{a}^{\mathrm{cl}}=-\frac{1}{e_{a} \chi^{\prime}}\left\langle\boldsymbol{B}_{T} \cdot \boldsymbol{R}_{a \perp}\right\rangle \tag{2.69}
\end{equation*}
$$

and the neoclassical flux is

$$
\begin{equation*}
\Gamma_{a}^{\mathrm{NC}}=\Gamma_{a}^{\mathrm{bp}}+\Gamma_{a}^{\mathrm{PS}}+\Gamma_{a}^{\mathrm{na}}+\Gamma_{a}^{E} \tag{2.70}
\end{equation*}
$$

with

$$
\begin{align*}
\Gamma_{a}^{\mathrm{bp}} & =-\frac{G}{e_{a} \chi^{\prime}} \frac{\left\langle B\left(R_{a \|}+n_{a} e_{a} E_{\|}\right)\right\rangle}{\left\langle B^{2}\right\rangle}  \tag{2.71}\\
\Gamma_{a}^{\mathrm{PS}} & =-\frac{G}{e_{a} \chi^{\prime}}\left\langle\frac{\left(R_{a \|}+n_{a} e_{a} E_{\|}\right)}{B}\left(1-\frac{B^{2}}{\left\langle B^{2}\right\rangle}\right)\right\rangle  \tag{2.72}\\
\Gamma_{a}^{\mathrm{na}} & =\frac{1}{e_{a} \chi^{\prime}}\left\langle\boldsymbol{B}_{T} \cdot \nabla \cdot \boldsymbol{\pi}_{a}\right\rangle  \tag{2.73}\\
\Gamma_{a}^{E} & =\left\langle n_{a} \frac{\boldsymbol{E} \times \boldsymbol{B} \cdot \nabla r}{B^{2}}\right\rangle \tag{2.74}
\end{align*}
$$

where $G=\boldsymbol{B}_{T} \cdot \boldsymbol{B}$.
The equivalence between and 2.55 and 2.70 can be shown by substituting an explicit form of the radial drift velocity [5,40]. The classical flux $\Gamma^{\mathrm{cl}}$ is calculated from the gyro-phase dependent term $\rho \cdot \nabla f_{M}$ (the second term on the right-hand side of (2.53).
$\Gamma_{a}^{\mathrm{bp}}, \Gamma_{a}^{\mathrm{PS}}$, and $\Gamma_{a}^{E}$, which are proportional to $R_{a \|}$ and $n_{a}$, respectively, satisfy the ambipolar condition

$$
\begin{equation*}
\sum_{a} e_{a} \Gamma_{a}^{\mathrm{bp}}=\sum_{a} e_{a} \Gamma_{a}^{\mathrm{PS}}=\sum_{a} e_{a} \Gamma_{a}^{E}=0 \tag{2.75}
\end{equation*}
$$

for the momentum conservation and the charge neutrality, respectively. In axisymmetric devices, the non-axisymmetric flux vanishes. Thus, the classical and neoclassical fluxes automatically satisfy the ambipolar condition regardless of any radial electric field. This is called the intrinsic ambipolarity.

### 2.3.2 Ambipolar condition

Unlike in axisymmetric systems, the neoclassical flux in a non-axisymmetric system does not automatically satisfy the ambipolar condition due to the presence of $\Gamma_{a}^{\mathrm{na}}$. Here, we derive the equation governing the ambipolar condition from the momentum balance equation.

Neglecting the inertia of electron and impurities, 2.40 is reduced to

$$
\begin{equation*}
m_{i} n_{i} \frac{\partial \boldsymbol{u}_{i}}{\partial t}=\boldsymbol{J} \times \boldsymbol{B}-\sum_{a}\left(\nabla p_{a}-\nabla \cdot \boldsymbol{\pi}_{a}\right) \tag{2.76}
\end{equation*}
$$

where the subscript $i$ refers to the main ion species. We then take the dot product with $\boldsymbol{B}_{T}$ and flux-surface average to have

$$
\begin{equation*}
\left\langle m_{i} n_{i} \frac{\partial\left(\boldsymbol{u}_{i} \cdot \boldsymbol{B}_{T}\right)}{\partial t}\right\rangle=\langle\boldsymbol{J} \cdot \nabla \chi\rangle-\sum_{a} e_{a} \chi^{\prime} \Gamma_{a}^{\mathrm{na}} \tag{2.77}
\end{equation*}
$$

Here, the time variation of the toroidal ion flow in the left-hand side can be approximated by the $E \times B$ acceleration to have,

$$
\begin{align*}
\left\langle m_{i} n_{i} \frac{\partial\left(\boldsymbol{u}_{i} \cdot \boldsymbol{B}_{T}\right)}{\partial t}\right\rangle & \simeq\left\langle m_{i} n_{i}\left(\frac{\partial E_{r}}{\partial t} \nabla r \times \frac{\boldsymbol{B}}{B^{2}}\right) \cdot \boldsymbol{B}_{T}\right\rangle \\
& =m_{i} n_{i} \chi^{\prime}\left\langle\frac{|\nabla r|^{2}}{B^{2}}\right\rangle \frac{\partial E_{r}}{\partial t} \tag{2.78}
\end{align*}
$$

Moreover, from the Ampère-Maxwell law, $\nabla \times \boldsymbol{B}=\mu_{0}\left(\boldsymbol{J}+\varepsilon_{0} \partial \boldsymbol{E} / \partial t\right)$, and the equality $\langle\nabla \times \boldsymbol{B} \cdot \nabla r\rangle=0$, the first term on the right-hand side can be rewritten as

$$
\begin{equation*}
\left.\langle\boldsymbol{J} \cdot \nabla \chi\rangle=-\varepsilon_{0}\left\langle\frac{\partial \boldsymbol{E}}{\partial t} \cdot \nabla \chi\right\rangle \simeq-\left.\varepsilon_{0} \frac{\partial E_{r}}{\partial t}\langle | \nabla r\right|^{2}\right\rangle \chi^{\prime}, \tag{2.79}
\end{equation*}
$$

where $\varepsilon_{0}$ is the vacuum permittivity. Thus, the equation to determine the ambipolarity is summarized as

$$
\begin{equation*}
\varepsilon \frac{\partial E_{r}}{\partial t}=-\sum_{a} e_{a} \Gamma_{a}^{\mathrm{NC}}=-\sum_{a} e_{a} \Gamma_{a}^{\mathrm{na}} \tag{2.80}
\end{equation*}
$$

where the permittivity $\varepsilon$ is defined as

$$
\begin{equation*}
\left.\varepsilon=\varepsilon_{0}\left(\left.\langle | \nabla r\right|^{2}\right\rangle+\left\langle\frac{c^{2}|\nabla r|^{2}}{v_{A}^{2}}\right\rangle\right) \tag{2.81}
\end{equation*}
$$

with $c$ the speed of light and $v_{A}=B / \sqrt{\mu_{0} m_{i} n_{i}}$ the Alfvén speed.
A steady state profile of $E_{r}$ is determined by the ambipolar condition,

$$
\begin{equation*}
\sum_{a} e_{a} \Gamma^{\mathrm{NC}}=0 \tag{2.82}
\end{equation*}
$$

This equation is nonlinear and usually has three different roots. The negative solution $E_{r}<0$ is called the ion-root and the positive solution $E_{r}>0$ is called the electron-root. The latter is realized in such scenarios as strong local electron heating is applied. The third root is always unstable.

### 2.4 Summary

- Kinetic description is necessary to analyze transport phenomena in fusion plasmas.
- In this thesis, the term "distribution function" refers to a typical distribution function in the $\mu$-space that satisfies the H -theorem 2.15).
- The distribution function can be decomposed into quasi-steady and fluctuating terms.
- The quasi-steady term is associated with neoclassical transport, which is the subject of this thesis, whereas the fluctuating term is associated with turbulent transport.
- In transport analysis, an ideal condition that nested flux surfaces, constant pressure surfaces, are formed is usually assumed.
- It is also assumed that each species is in a local equilibrium on each flux surface.
- In contrast to tokamaks, the ambipolar condition is not automatically satisfied in stellarators due to the absence of axisymmetry.


## Chapter 3

## Basic of neoclassical transport theory

### 3.1 Collision operator

### 3.1.1 Collisions in a plamsa

The trajectory of a charged particle in a plasma is significantly different from that of a particle in a neutral gas. A particle in a neural gas can move straight until it approaches another particle within about the particle's radius to collide. The collision scatters the particle in a practically random direction, and collectively, particle diffusion results. In contrast, a charged particle in a plasma is influenced by many other charged particles around it through the Coulomb interactions. Consequently, the particle experiences successive small-angle collisions, and the cumulative effects of these smallangle deflections contributes to the diffusion.

This nature provides the limits in the range of impact parameter $b$, or equivalently in the range of scattering angle $\chi$. The lower limit $b_{\text {min }}$ gives the maximum deflection possible. The maximum value $b_{\text {max }}$ is taken to be the Debye length $\lambda_{D}$ because particles with $b \gg \lambda_{D}$ are well Debye shielded. Consequently, the collision frequency

$$
\begin{equation*}
\nu \sim \int n_{b} u d \sigma \tag{3.1}
\end{equation*}
$$

which otherwise diverges, results in a finite value. Here, $u$ denotes the relative speed of the colliding particles, and $n_{b}$ is the target species density, and the differential cross-section for the Coulomb scattering is given by the well-known Rutherford formula 42]:

$$
\begin{equation*}
d \sigma=\frac{d \sigma}{d \Omega} d \Omega=\frac{1}{4}\left(\frac{Z_{a} Z_{b} e^{2}}{4 \pi \varepsilon_{0} \mu_{a b} u^{2}}\right)^{2} \frac{d \Omega}{\sin ^{4}(\chi / 2)}, \tag{3.2}
\end{equation*}
$$

where $d \Omega=2 \pi \sin \chi d \chi$ is the solid angle element, and $\mu_{a b}=m_{a} m_{b} /\left(m_{a}+\right.$ $m_{b}$ ) is the reduced mass of colliding particles with masses $m_{a}$ and $m_{b}$, respectively.

When $m_{b} \gg m_{a}$ and the target species is considered to be at rest, for example, the collision frequency is estimated as $[5,43$

$$
\begin{equation*}
\nu \sim \int n_{b} v d \sigma \sim\left(\frac{Z_{a} Z_{b} e^{2}}{4 \pi \varepsilon_{0} m_{a}}\right)^{2} \frac{4 \pi n_{b} \ln \Lambda}{v_{T a}^{3}} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\ln \Lambda=\ln \left(\frac{\chi_{\max }}{\chi_{\min }}\right)=\ln \left(\frac{\lambda_{D}}{b_{\min }}\right) \tag{3.4}
\end{equation*}
$$

is called the Coulomb logarithm. Practically, $b_{\text {min }}$ is determined from $90 \circ$ scattering or de Broglie wavelength [44].

For later convenience, we define (3.3) as the basic collision frequency,

$$
\begin{equation*}
\hat{\nu}_{a b} \equiv\left(\frac{Z_{a} Z_{b} e^{2}}{4 \pi \varepsilon_{0} m_{a}}\right)^{2} \frac{4 \pi n_{b} \ln \Lambda}{v_{T a}^{3}} \tag{3.5}
\end{equation*}
$$

However, the term collision frequency usually refers to a slightly different quantity

$$
\begin{equation*}
\nu_{a b}=\frac{n_{b} Z_{a}^{2} Z_{b}^{2} e^{4} \ln \Lambda}{3 \pi^{3 / 2} \epsilon_{0}^{2} m_{a}^{2} v_{T a}^{3}} \tag{3.6}
\end{equation*}
$$

which is related to the basic collision frequency by

$$
\begin{equation*}
\hat{\nu}_{a b}=\frac{3 \sqrt{\pi}}{4} \nu_{a b}=\frac{3 \sqrt{\pi}}{4 \tau_{a b}} \tag{3.7}
\end{equation*}
$$

where $\tau_{a b}=\nu_{a b}^{-1}$ is the collision time.

### 3.1.2 Landau collision operator

We have discussed that kinetically, the effects of the collisions are described by the Boltzmann's collision integral in the kinetic equation. However, the form of the Boltzmann's collision integral is too general and complicated. Furthermore, the result of the integral diverges for Coulomb interactions between long-distant particles without any appropriate treatments. We thus want a less general collision term that captures the characteristics of the collisions in a plasma described above.

First, generalizing the collision integral to include collisions between different species, let us write down the explicit form of the collision integral between particle species $a$ (mass $m_{a}$ and charge $e_{a}=Z_{a} e$ ) and species $b$ (mass $m_{b}$ and charge $e_{b}=Z_{b} e$ ). Here, we denote the velocity of species


Figure 3.1: $A$ is the nearest point in the orbit from the target particle located at $O$.
$a$ and $b$ before the collision by $\boldsymbol{v}_{a}$ and $\boldsymbol{v}_{b}$, respectively, and the velocities after the collision are denoted with a prime. We also use shorthand notations $u=\left|\boldsymbol{v}_{a}-\boldsymbol{v}_{b}\right|, f_{a}=f_{a}\left(\boldsymbol{x}, \boldsymbol{v}_{a}, t\right), f_{a}^{\prime}=f_{a}\left(\boldsymbol{x}, \boldsymbol{v}_{a}^{\prime}, t\right), f_{b}=f_{b}\left(\boldsymbol{x}, \boldsymbol{v}_{b}, t\right)$, and $f_{b}^{\prime}=f_{b}\left(\boldsymbol{x}, \boldsymbol{v}_{b}^{\prime}, t\right)$. The collision integral can then be expressed as

$$
\begin{equation*}
C\left(f_{a}, f_{b}\right)=\int\left(f_{a}^{\prime} f_{b}^{\prime}-f_{a} f_{b}\right) u d \sigma d^{3} v_{b} \tag{3.8}
\end{equation*}
$$

By momentum conservation, the velocity changes due to a collision can be expressed as

$$
\begin{equation*}
\boldsymbol{v}_{a}^{\prime}=\boldsymbol{v}_{a}+\frac{\mu_{a b}}{m_{a}} \Delta \boldsymbol{v}, \boldsymbol{v}_{b}^{\prime}=\boldsymbol{v}_{b}-\frac{\mu_{a b}}{m_{b}} \Delta \boldsymbol{v} . \tag{3.9}
\end{equation*}
$$

Since the velocity change $\Delta \boldsymbol{v}$ is small, we can use the expansion,

$$
\begin{align*}
f_{a}^{\prime} f_{b}^{\prime}-f_{a} f_{b} \simeq & \mu_{a b} \Delta \boldsymbol{v} \cdot\left(-\frac{f_{a}}{m_{b}} \frac{\partial f_{b}}{\partial \boldsymbol{v}_{b}}+\frac{f_{b}}{m_{a}} \frac{\partial f_{a}}{\partial \boldsymbol{v}_{a}}\right) \\
& +\frac{1}{2} \mu_{a b}^{2}\left(\frac{f_{a}}{m_{b}^{2}} \frac{\partial^{2} f_{b}}{\partial \boldsymbol{v}_{b} \partial \boldsymbol{v}_{b}}+\frac{f_{b}}{m_{a}^{2}} \frac{\partial^{2} f_{a}}{\partial \boldsymbol{v}_{a} \partial \boldsymbol{v}_{a}}-\frac{2}{m_{a} m_{b}} \frac{\partial f_{a}}{\partial \boldsymbol{v}_{a}} \frac{\partial f_{b}}{\partial \boldsymbol{v}_{b}}\right): \Delta \boldsymbol{v} \Delta \boldsymbol{v} . \tag{3.10}
\end{align*}
$$

Then, using the notation

$$
\begin{equation*}
\boldsymbol{J} \equiv-\frac{f_{a}}{m_{b}} \frac{\partial f_{b}}{\partial \boldsymbol{v}_{b}}+\frac{f_{b}}{m_{a}} \frac{\partial f_{a}}{\partial \boldsymbol{v}_{a}} \tag{3.11}
\end{equation*}
$$

the collision integral can be expressed as
$C\left(f_{a}, f_{b}\right)=\int\left[\mu_{a b} \Delta \boldsymbol{v} \cdot \boldsymbol{J}+\frac{1}{2} \mu_{a b}^{2} \Delta \boldsymbol{v} \Delta \boldsymbol{v}:\left(\frac{1}{m_{a}} \frac{\partial}{\partial \boldsymbol{v}_{a}}-\frac{1}{m_{b}} \frac{\partial}{\partial \boldsymbol{v}_{b}}\right) \boldsymbol{J}\right] u d \sigma d^{3} v_{b}$,

Substituting the Rutherford formula (3.2) into $d \sigma$ and utilizing the fact that $\chi$ is small, we can make the approximations as used in (3.3) to have [43],

$$
\begin{align*}
& \int \frac{\Delta \boldsymbol{v} d \Omega}{\sin ^{4}(\chi / 2)} \simeq 8 \pi \ln \Lambda \frac{\partial}{\partial \boldsymbol{u}} \cdot \boldsymbol{U}  \tag{3.13}\\
& \int \frac{\Delta \boldsymbol{v} \Delta \boldsymbol{v} d \Omega}{\sin ^{4}(\chi / 2)} \simeq 8 \pi \ln \Lambda u^{3} \boldsymbol{U} \tag{3.14}
\end{align*}
$$

where $\boldsymbol{U}$ is a tensor

$$
\begin{equation*}
\boldsymbol{U}=\frac{u^{2} \boldsymbol{I}-\boldsymbol{u} \boldsymbol{u}}{u^{3}} \tag{3.15}
\end{equation*}
$$

We now have

$$
\begin{equation*}
C\left(f_{a}, f_{b}\right)=\frac{e_{a}^{2} e_{b}^{2} \ln \Lambda}{4 \pi \varepsilon_{0}^{2} \mu_{a b}^{2}} \int\left[\frac{\mu_{a b}}{2}\left(\frac{\partial}{\partial \boldsymbol{u}} \cdot \boldsymbol{U}\right) \cdot \boldsymbol{J}+\frac{\mu_{a b}^{2}}{2} \boldsymbol{U}:\left(\frac{1}{m_{a}} \frac{\partial}{\partial \boldsymbol{v}_{a}}-\frac{1}{m_{b}} \frac{\partial}{\partial \boldsymbol{v}_{b}}\right) \boldsymbol{J}\right] d^{3} v_{b} \tag{3.16}
\end{equation*}
$$

Finally, integration by parts using the relation

$$
\begin{equation*}
\frac{\partial}{\partial \boldsymbol{u}} \cdot \boldsymbol{U}=\frac{\partial}{\partial \boldsymbol{v}_{a}} \cdot \boldsymbol{U}=-\frac{\partial}{\partial \boldsymbol{v}_{b}} \cdot \boldsymbol{U} \tag{3.17}
\end{equation*}
$$

yields

$$
\begin{equation*}
C\left(f_{a}, f_{b}\right)=\frac{e_{a}^{2} e_{b}^{2} \ln \Lambda}{4 \pi \varepsilon_{0}^{2} m_{a}} \frac{\partial}{\partial \boldsymbol{v}_{a}} \cdot \int \boldsymbol{U} \cdot \boldsymbol{J} d^{3} v_{b} \tag{3.18}
\end{equation*}
$$

or in terms of the collision frequency (3.5) and the distribution functions,

$$
\begin{equation*}
C\left(f_{a}, f_{b}\right)=\frac{2 m_{a} v_{T a}^{3}}{3 \pi^{1 / 2} n_{b}} \nu_{a b} \frac{\partial}{\partial \boldsymbol{v}_{a}} \cdot \int \boldsymbol{U} \cdot\left(\frac{f_{b}}{m_{a}} \frac{\partial f_{a}}{\partial \boldsymbol{v}_{a}}-\frac{f_{a}}{m_{b}} \frac{\partial f_{b}}{\partial \boldsymbol{v}_{b}}\right) d^{3} v_{b} \tag{3.19}
\end{equation*}
$$

The integro-differential operator acting on distribution functions was derived by Landau and is called the Landau collision operator 31,45 .

### 3.1.3 Collision with a Maxwellian background

By limiting the application to specific cases, the Landau operator can be further simplified. Here, we consider the collisions with a Maxwellian background. As we shall discuss shortly, expressions of the collision operator obtained under this consideration will be crucial for neoclassical transport analysis. We will omit the species index from the velocity henceforth.

Now, by setting $f_{b}=f_{b M}$, the Landau collision operator (3.19) becomes

$$
\begin{align*}
C_{a b}\left(f_{a}, f_{b M}\right)= & \nu_{D}^{a b} \mathcal{L} f_{a}+\mathcal{C}_{v}^{a b} \delta f_{a b} \\
& +\frac{m_{a}}{T_{a}}\left(1-\frac{T_{b}}{T_{a}}\right) \frac{1}{v^{2}} \frac{\partial}{\partial v}\left(\frac{\nu_{\|}^{a b}}{2} v^{5} \delta f_{a}\right) \tag{3.20}
\end{align*}
$$

where

$$
\begin{equation*}
\nu_{D}^{a b} \mathcal{L}=\frac{\nu_{D}^{a b}}{2} \frac{\partial}{\partial \xi}\left[\left(1-\xi^{2}\right) \frac{\partial}{\partial \xi}\right] \tag{3.21}
\end{equation*}
$$

is the pitch-angle scattering operator that only changes the pitch angle $\xi=$ $v_{\|} / v$, and

$$
\begin{equation*}
\mathcal{C}_{v}^{a b} f_{a}=\frac{1}{v^{2}} \frac{\partial}{\partial v}\left[v^{2} \nu_{v}^{a b}\left(v f_{a}+\frac{v_{T a}^{2}}{2} \frac{\partial f_{a}}{\partial v}\right)\right] \tag{3.22}
\end{equation*}
$$

is the energy diffusion term. The frequencies $\nu_{D}^{a b}, \nu_{\|}^{a b}$, and $\nu_{v}^{a b}$ are defined by

$$
\begin{align*}
& \nu_{D}^{a b}(v)=\hat{\nu}_{a b} \frac{\operatorname{erf}\left(x_{b}\right)-G\left(x_{b}\right)}{2 x_{a}^{3}}  \tag{3.23}\\
& \nu_{\|}^{a b}(v)=2 \hat{\nu}_{a b} \frac{G\left(x_{b}\right)}{x_{a}^{3}}  \tag{3.24}\\
& \nu_{v}^{a b}(v)=2 \hat{\nu}_{a b} \frac{G\left(x_{b}\right)}{x_{a}} \tag{3.25}
\end{align*}
$$

respectively, where $x_{a}=v / v_{T a}$ and

$$
\begin{equation*}
G(x)=\frac{\operatorname{erf}(x)-x \frac{d \operatorname{erf}(x)}{d x}}{2 x^{2}}, \quad \operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} d t e^{-t^{2}} \tag{3.26}
\end{equation*}
$$

On the other hand, the collision term of a Maxwellian against an arbitrary distribution function $f_{b}$ is

$$
\begin{equation*}
C_{a b}\left(f_{a M}, f_{b}\right)=\frac{3 \pi^{1 / 2} m_{a} v_{T a}^{3}}{n_{b}} \nu_{a b} \frac{\partial}{\partial \boldsymbol{v}} \cdot\left[\frac{f_{a M}}{m_{b}} \frac{\partial \varphi_{b}}{\partial \boldsymbol{v}}+\frac{\partial^{2} \psi_{b}}{\partial \boldsymbol{v} \partial \boldsymbol{v}} \cdot \frac{\partial f_{a M}}{\partial \boldsymbol{v}}\right] \tag{3.27}
\end{equation*}
$$

where

$$
\begin{align*}
& \varphi_{b}(\boldsymbol{v})=-\int \frac{1}{\left|\boldsymbol{v}-\boldsymbol{v}^{\prime}\right|} f_{b}\left(\boldsymbol{v}^{\prime}\right) d^{3} v^{\prime}  \tag{3.28}\\
& \psi_{b}(\boldsymbol{v})=-\frac{1}{2} \int\left|\boldsymbol{v}-\boldsymbol{v}^{\prime}\right| f_{b}\left(\boldsymbol{v}^{\prime}\right) d^{3} v^{\prime} \tag{3.29}
\end{align*}
$$

Therefore, in contrast to $C_{a b}\left(f_{a}, f_{b M}\right)$, the term $C_{a b}\left(f_{a M}, f_{b}\right)$ still has a form of integro-differential equation.

### 3.1.4 Linearized collision operator

The Landau collision operator 3.19 is bilinear and, for self-collision, it becomes nonlinear as $C_{a a}\left(\alpha f_{a}, \alpha f_{a}\right)=\alpha^{2} C_{a a}\left(f_{a}, f_{a}\right)$. However, when $\delta f / f_{M} \ll$ 1 , it can be expanded as

$$
\begin{equation*}
C_{a b}\left(f_{a}, f_{b}\right) \simeq C_{a b}\left(f_{a M}, f_{b M}\right)+C_{a b}\left(\delta f_{a}, f_{b M}\right)+C_{a b}\left(f_{a M}, \delta f_{b}\right)+O\left(\delta f^{2}\right) \tag{3.30}
\end{equation*}
$$

The first term on the right-hand side vanishes when the two species are in thermal equilibrium. The collision operator is then linearized as

$$
\begin{equation*}
C_{a b}^{L}\left(f_{a}, f_{b}\right) \equiv C_{a b}^{T}\left(\delta f_{a}\right)+C_{a b}^{F}\left(\delta f_{b}\right) \tag{3.31}
\end{equation*}
$$

where the test-particle term $C_{a b}^{T}\left(\delta f_{a}\right)$ and field-particle term $C_{a b}^{F}\left(\delta f_{b}\right)$ are defined by

$$
\begin{align*}
C_{a b}^{T}\left(\delta f_{a}\right) & \equiv C_{a b}\left(\delta f_{a}, f_{b M}\right)  \tag{3.32}\\
C_{a b}^{F}\left(\delta f_{b}\right) & \equiv C_{a b}\left(f_{a M}, \delta f_{b}\right) \tag{3.33}
\end{align*}
$$

respectively. By definition, the test-particle and field-particle terms have the forms of 3.20 and (3.27), respectively.

The linearized operator satisfies the conservation laws:

$$
\begin{align*}
\int d^{3} v C_{a b}^{T}\left(\delta f_{a}\right) & =\int d^{3} v C_{a b}^{F}\left(\delta f_{b}\right)=0 \\
\int d^{3} v\binom{m_{a} \boldsymbol{v}}{m_{a} v^{2}} C_{a b}^{T}\left(\delta f_{a}\right) & =-\int d^{3} v\binom{m_{b} \boldsymbol{v}}{m_{b} v^{2}} C_{b a}^{F}\left(\delta f_{a}\right) . \tag{3.34}
\end{align*}
$$

They also satisfy the self-adjointness relations

$$
\begin{array}{r}
\int d^{3} v \frac{g_{a}}{f_{a M}} C_{a b}^{T}\left(h_{a}\right)=\int d^{3} v \frac{h_{a}}{f_{a M}} C_{a b}^{T}\left(g_{a}\right), \\
T_{a} \int d^{3} v \frac{g_{a}}{f_{a M}} C_{a b}^{F}\left(g_{b}\right)=T_{b} \int d^{3} v \frac{g_{b}}{f_{b M}} C_{b a}^{F}\left(g_{a}\right), \tag{3.36}
\end{array}
$$

if the term in $C_{a b}^{T}$ corresponding to the last term in 3.20 , which is proportional to $\left(1-T_{b} / T_{a}\right)$, vanishes. Boltzmann's $H$-theorem is given by

$$
\begin{equation*}
T_{a} \int d^{3} v \frac{g_{a}}{f_{a M}}\left[C_{a b}^{T}\left(g_{a}\right)+C_{a b}^{F}\left(g_{b}\right)\right]+T_{b} \int d^{3} v \frac{g_{b}}{f_{b M}}\left[C_{b a}^{T}\left(g_{b}\right)+C_{b a}^{F}\left(g_{a}\right)\right] \leq 0 \tag{3.37}
\end{equation*}
$$

Since numerically treating integro-differential equations can be very complicated, the field-particle operator is usually described by a model operator that is designed to satisfy the properties (3.34)-3.37). A linearized collision operator that satisfies the relations between species with different temperatures has also been developed 46]. In Sec. 5.2, we explain which model operator is employed and its implementation in the code used in our study.

### 3.2 Drift-kinetic equation

### 3.2.1 Drift-ordering

As discussed in Sec.2.2.3, a distribution function can be approximated by a function of the guiding-center position when $\epsilon=\rho / L_{\perp} \ll 1$. In this case,
the dependence on the gyro-phase $\vartheta$ can be eliminated, and the dimension of the phase space is reduced from six to five. In addition, we assume that the flow velocity $\boldsymbol{u}$ is sufficiently small compared with the thermal velocity:

$$
\begin{equation*}
\frac{u}{v_{T}} \sim \epsilon \ll 1 . \tag{3.38}
\end{equation*}
$$

This is called the drift ordering.
A kinetic equation derived under the drift ordering is called a drift-kinetic equation $[35,47,48$. A drift-kinetic equation for a species $a$ can be formally expressed as

$$
\begin{equation*}
\frac{d f_{a}}{d t}=C_{a}\left(f_{a}\right) \tag{3.39}
\end{equation*}
$$

where $C_{a}\left(f_{a}\right)=\sum_{b} C_{a b}\left(f_{a}\right)$ and the time derivative is taken along the orbit in the 5 -dimensional guiding-center phase space:

$$
\begin{equation*}
\frac{d}{d t}=\frac{\partial}{\partial t}+\dot{\boldsymbol{Z}} \cdot \frac{\partial}{\partial \boldsymbol{Z}} \tag{3.40}
\end{equation*}
$$

where $\boldsymbol{Z}=\left(\boldsymbol{X}, v_{\|}, \mu\right)$ denotes the 5 -dimensional guiding-center coordinates.
Nevertheless, unless the change of the variables from the canonical variables to $\boldsymbol{Z}$ is performed appropriately, the basic properties such as the conservation of phase space volume or energy are lost. A method of transforming the variables preserving those properties is to exploit the gauge freedom of the Lagrangian. By this way, the new variables preserving the Hamiltonian properties can be obtained up to an arbitrary order of $\epsilon 48$.

Changing the spatial variables of a charged particle to the guiding center position $\boldsymbol{X}=\boldsymbol{x}-\boldsymbol{\rho}$ and adding the transform function to eliminate $\epsilon$ by orders, the Lagrangian,

$$
\begin{equation*}
L=\frac{Z e}{\epsilon} \boldsymbol{A}^{*} \cdot \dot{\boldsymbol{X}}+\epsilon \frac{m}{Z e} \mu \dot{\vartheta}-H \tag{3.41}
\end{equation*}
$$

is derived [48], where

$$
\begin{equation*}
\boldsymbol{A}^{*}=\boldsymbol{A}+\epsilon \frac{m}{Z e} v_{\|} \boldsymbol{b} \tag{3.42}
\end{equation*}
$$

is the effective vector potential, and the Hamiltonian $H$ is given by

$$
\begin{equation*}
H=\frac{1}{2} m v_{\|}^{2}+\mu B+Z e \Phi \tag{3.43}
\end{equation*}
$$

The species index is omitted here. From the Hamiltonian, the guiding-center
equations of motion are derived as

$$
\begin{align*}
\frac{d \boldsymbol{X}}{d t} & =\frac{\boldsymbol{B}^{*}}{B_{\|}^{*}} v_{\|}+\frac{\epsilon}{Z e B_{\|}^{*}} \boldsymbol{b} \times\left(\mu \nabla B-Z e \boldsymbol{E}^{*}\right)  \tag{3.44}\\
\frac{d v_{\|}}{d t} & =-\frac{\boldsymbol{B}^{*}}{m B_{\|}^{*}} \cdot\left(\mu \nabla B-Z e \boldsymbol{E}^{*}\right)  \tag{3.45}\\
\frac{d \vartheta}{d t} & =\frac{1}{\epsilon} \frac{Z e B}{m}  \tag{3.46}\\
\frac{d \mu}{d t} & =0 \tag{3.47}
\end{align*}
$$

where

$$
\begin{align*}
\boldsymbol{B}^{*} & =\nabla \times \boldsymbol{A}^{*}  \tag{3.48}\\
\boldsymbol{E}^{*} & =-\frac{\partial \boldsymbol{A}^{*}}{\partial t}-\nabla \Phi \tag{3.49}
\end{align*}
$$

are the corrected magnetic and electric fields, respectively, and $B_{\|}^{*}=\boldsymbol{B}^{*} \cdot \boldsymbol{b}$. The Jacobian for these variables is

$$
\begin{equation*}
D=\frac{B_{\|}^{*}}{m} \tag{3.50}
\end{equation*}
$$

and the phase space volume conservation equation

$$
\begin{equation*}
\frac{\partial(D f)}{\partial t}+\frac{\partial}{\partial \boldsymbol{Z}} \cdot\left(D \dot{\boldsymbol{Z}}_{i} f\right)=D C(f) \tag{3.51}
\end{equation*}
$$

is satisfied. The ordering parameter $\epsilon$ in the equations of motion will be omitted henceforth.

### 3.2.2 Linearization

Under the assumption 2.50, the drift-kinetic equation can be linearized as

$$
\begin{equation*}
\frac{d \delta f_{a}}{d t}=C_{a}^{L}\left(\delta f_{a}\right)-\frac{d f_{a M}}{d t} \tag{3.52}
\end{equation*}
$$

where $C_{a}^{L}=\sum_{b} C_{a b}^{L}$ is the species sum of the linearized collision operator (3.31).

For a steady state, corresponding to the linearity in the driving forces of (1.6), the right-hand side of 3.52 can also be linearized in the driving forces as

$$
\begin{align*}
\frac{d f_{a M}}{d t} & =\dot{\boldsymbol{X}} \cdot \nabla r f_{a M}\left[X_{a 1}+\left(x_{a}^{2}-\frac{3}{2}\right) X_{a 2}\right]+O\left(\delta^{2}\right) \\
& \simeq f_{a M}\left(j_{a 1} X_{a 1}+j_{a 2} X_{a 2}\right) \tag{3.53}
\end{align*}
$$

where the driving forces $X_{a k}$ and the microscopic flow $j_{a k}(k=1,2)$ are chosen as

$$
\begin{align*}
& X_{a 1}=\frac{n_{a}^{\prime}}{n_{a}}-\frac{Z_{a} e E_{r}}{T_{a}}  \tag{3.54}\\
& X_{a 2}=\frac{T_{a}^{\prime}}{T_{a}} \tag{3.55}
\end{align*}
$$

and

$$
\begin{align*}
& j_{a 1}=\dot{\boldsymbol{X}} \cdot \nabla r  \tag{3.56}\\
& j_{a 2}=\dot{\boldsymbol{X}} \cdot \nabla r\left(x_{a}^{2}-\frac{3}{2}\right) \tag{3.57}
\end{align*}
$$

respectively, where $x_{a}^{2}=m_{a} v^{2} /\left(2 T_{a}\right)$. Thus, it becomes explicit that the neoclassical transport is caused by collisions and inhomogeneous plasma parameters:

$$
\begin{equation*}
\frac{d \delta f_{a}}{d t}=C^{L}\left(\delta f_{a}\right)-f_{a M}\left(j_{a 1} X_{a 1}+j_{a 2} X_{a 2}\right) \tag{3.58}
\end{equation*}
$$

Substituting a solution of this equation into (2.55), we can express the radial neoclassical particle flux in the form of (1.6),

$$
\begin{align*}
\Gamma_{a}^{\mathrm{NC}} & =-\sum_{b} D_{i k}^{a b} X_{b k} \\
& =-\sum_{b}\left[D_{11}^{a b}\left(\frac{n_{b}^{\prime}}{n_{b}}-\frac{Z_{b} e E_{r}}{T_{b}}\right)+D_{12}^{a b} \frac{T_{b}^{\prime}}{T_{b}}\right], \tag{3.59}
\end{align*}
$$

where the neoclassical transport coefficients are given by

$$
\begin{align*}
D_{i k}^{a b}(t)= & \delta_{a b} \int d s\left\langle\int d^{3} v j_{a i}(t) j_{b k}(s) f_{b M}\right\rangle \\
& -\left.\frac{\partial}{\partial X_{b k}} \int d s\left\langle\int d^{3} v j_{a i}(t) C_{a b}^{L}\left(\delta f_{a}(s)\right)\right\rangle\right|_{X=0} \tag{3.60}
\end{align*}
$$

In tokamaks, the sum of the terms involving $E_{r}$ vanishes [4, 5]. In stellarators, however, the cancellation cannot usually be expected $[6-11]$ and $Z_{a} e E_{r} / T_{a}$ term tends to dominate in (3.59) as the charge $Z_{a}$ increases unless $E_{r} \sim 0$. In an extreme case, it becomes

$$
\begin{equation*}
\Gamma_{a}^{\mathrm{NC}} \rightarrow D_{11}^{a a} \frac{Z_{a} e E_{r}}{T_{a}} \tag{3.61}
\end{equation*}
$$

Since the diffusion coefficient $D=D_{11}^{a a}$ is always positive, the direction of the flux for such a case is determined by the sign of the ambipolar $E_{r}$.

### 3.3 Collisionality and heuristic evaluation of diffusion coefficients

The distribution function, and therefore neoclassical transport depend on the relative magnitude of the collision frequency and the transition frequency $\omega_{t}=v_{T} /(R / \iota)$, where the connection length $R / \iota$ roughly corresponds to the length between the maximum and minimum $B$. The frequency $\nu$ for species $a$ is given by $\nu=\nu_{a}=\sum_{b} \nu_{a b}$. Thus, a dimensionless parameter called collisionality,

$$
\begin{equation*}
\nu_{*}=\frac{\nu / \epsilon_{t}^{3 / 2}}{\omega_{t}} \tag{3.62}
\end{equation*}
$$

becomes a useful parameter to classify the transport, where $\epsilon_{t}=r / R$ is the inverse aspect ratio. The diffusion coefficient $D$ can be heuristically estimated for different collisionality regimes by a random walk description $[1,5,40,49$ :

$$
\begin{equation*}
D \sim f_{r} \frac{(\Delta r)^{2}}{\Delta t} \tag{3.63}
\end{equation*}
$$

where $f_{r}$ is the fraction of the particles contributing to the diffusion, $\Delta r$ is the typical radial step size, and $\Delta t$ is the typical time between the steps. Thus, the diffusion coefficient of particles gyrating with the gyroradius $\rho$ in the uniform magnetic field is estimated as

$$
\begin{equation*}
D^{\mathrm{c}} \sim \nu \rho^{2} \tag{3.64}
\end{equation*}
$$

where $\nu^{-1}$ is the typical collision time. This corresponds to classical diffusion. However, in a torus plasma, the diffusion coefficient usually becomes larger than (3.64) because of drift motion and the trapping effect of the magnetic mirror.

### 3.3.1 Banana regime

Here, we assume an axisymmetric magnetic field configuration

$$
\begin{equation*}
B=B_{0}\left(1-\epsilon_{t} \cos \theta\right) \tag{3.65}
\end{equation*}
$$

Since the magnetic field becomes weaker along the major radius, particles with small $v_{\|}$are trapped in the outboard region of the torus, and the trapped particles follow banana-shaped orbits. A condition for a particle to be trapped is roughly given by

$$
\begin{equation*}
\frac{v_{\|}}{v}<\epsilon_{t}^{1 / 2} \tag{3.66}
\end{equation*}
$$
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A particle thus can be trapped or detrapped by a change of the order of $\epsilon_{t}^{1 / 2}$ in the pitch angle. The fraction of the trapped particles against the total particle number is also $f_{r} \sim \Delta\left(v_{\|} / v\right) \sim \epsilon_{t}^{1 / 2}$.

For a particle to execute a full banana orbit, the time required to complete the orbit $\tau_{b}$ must be shorter than the effective collision time $\tau_{\text {eff }}$. From (3.21), the change in the distribution function by a pitch angle scattering is estimated as

$$
\begin{equation*}
\nu_{D} \mathcal{L} f \sim \frac{\nu}{\left[\Delta\left(v_{\|} / v\right)\right]^{2}} f \tag{3.67}
\end{equation*}
$$

Thus, the effective collision frequency $\nu_{\text {eff }}=\tau_{\text {eff }}^{-1}$ for trapped particles to be detrapped is

$$
\begin{equation*}
\nu_{\mathrm{eff}} \sim \frac{\nu}{\left[\Delta\left(v_{\|} / v\right)\right]^{2}} \sim \frac{\nu}{\epsilon_{t}} . \tag{3.68}
\end{equation*}
$$

Since the distance between the bounce points is about $R / \iota$, we have $\tau_{b} \sim$ $R /\left(\iota v_{\|}\right) \sim R /\left(\iota \epsilon_{t}^{1 / 2} v\right)$. Thus, $\tau_{b} \ll \tau_{\text {eff }}$ gives the condition for a system to be in the banana regime,

$$
\begin{equation*}
\nu_{*} \ll 1 \tag{3.69}
\end{equation*}
$$

The particles drift in the radial direction at the speed

$$
\begin{equation*}
\dot{r} \sim v_{d} \sin \theta \tag{3.70}
\end{equation*}
$$

where $v_{d} \sim v_{T} \rho / R$. On the other hand, the parallel acceleration due to the mirror magnetic field is

$$
\begin{equation*}
\dot{v}_{\|}=-\mu \nabla_{\|} B \sim-\frac{e B_{p}}{m} v_{d} \sin \theta \tag{3.71}
\end{equation*}
$$

where $B_{p}$ is the poloidal magnetic field. Therefore, integrating

$$
\begin{equation*}
\dot{r}=-\frac{m}{e B_{p}} \dot{v}_{\|}, \tag{3.72}
\end{equation*}
$$

from the bounce point yields the typical width of the banana orbit

$$
\begin{equation*}
\Delta r \sim \epsilon_{t}^{1 / 2} \rho_{p} \tag{3.73}
\end{equation*}
$$

where $\rho_{p}=m v_{T} /\left(e B_{p}\right)$. The typical diffusion coefficient in the banana regime is thus

$$
\begin{equation*}
D^{\mathrm{b}} \sim \epsilon_{t}^{1 / 2} \frac{\left(\epsilon_{t}^{1 / 2} \rho_{p}\right)^{2}}{\left(\nu / \epsilon_{t}\right)}=\epsilon_{t}^{1 / 2} \rho_{p}^{2} \nu \tag{3.74}
\end{equation*}
$$

Since $B_{p}<B$ and $\rho_{p} / \rho \propto B / B_{p}$, the contribution of the banana particles make the coefficient much larger than the classical diffusion coefficient: $D^{\mathrm{c}} \ll D^{\mathrm{b}}$.

### 3.3.2 Pfirsch-Schlüter regime

Next, let us discuss the limit of high collisionality. This corresponds to the case in which collisions occur frequently such that typical particles are disturbed by the collisions before completing the banana orbits. The mean free path $\lambda=v_{T} / \nu$ then becomes much shorter than the connection length: $v_{T} / \nu \ll R / \iota$. In terms of collisionality, this condition can be expressed as

$$
\begin{equation*}
\epsilon_{t}^{-3 / 2} \ll \nu_{*} . \tag{3.75}
\end{equation*}
$$

This collisionality regime is called the Pfirsch-Schlüter regime.
For this case, the parallel motion is diffusive and can be described as a random walk with a diffusion coefficient

$$
\begin{equation*}
D_{\|} \sim \frac{\lambda}{\tau} \sim \frac{v_{T}^{2}}{\nu} . \tag{3.76}
\end{equation*}
$$

Thus, the time for the particles to travel the distance $R / \iota$ along the field line is

$$
\begin{equation*}
\Delta t \sim \frac{(R / \iota)^{2}}{D_{\|}} \sim \frac{\nu}{v_{T}^{2}}\left(\frac{R}{\iota}\right)^{2} . \tag{3.77}
\end{equation*}
$$

On the other hand, the characteristic radial step size is estimated as $\Delta r \sim$ $v_{d} \Delta t$. The diffusion coefficient is thus,

$$
\begin{equation*}
D^{\mathrm{ps}} \sim \frac{\nu \rho^{2}}{\iota^{2}}=\frac{D^{\mathrm{c}}}{\iota^{2}} . \tag{3.78}
\end{equation*}
$$

Since $\iota<1$ in general tokamak and stellarator MHD equilibria, the diffusion coefficient becomes much larger than the classical one in this case as well: $D^{\mathrm{c}} \ll D^{\mathrm{ps}}$.

### 3.3.3 Plateau regime

When the aspect ratio is larger, i.e., $\epsilon_{t} \ll 1$, an intermediate regime or the plateau regime,

$$
\begin{equation*}
1 \ll \nu_{*} \ll \epsilon_{t}^{-3 / 2} \tag{3.79}
\end{equation*}
$$

exists. In the plateau regime, the transport is enhanced by slowly circulating particles. These particles cause a resonance between the transit frequency $v_{\|} /(R / \iota)$ and the effective collision frequency $\nu_{\text {eff }}$ (see also (3.143)), which leads to

$$
\begin{equation*}
\left(\frac{v_{\|}}{v}\right)^{3} \sim\left(\frac{R \nu}{\iota v_{T}}\right) \ll 1 . \tag{3.80}
\end{equation*}
$$
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From this, the portion of the resonant particles is estimated as $f_{r} \sim v_{\|} / v \sim$ $\left[R \nu /\left(\iota v_{T}\right)\right]^{1 / 3}$. The resulting coefficient is

$$
\begin{equation*}
D^{\mathrm{p}} \sim \frac{v_{d}^{2}}{v_{T} /(R / \iota)} \tag{3.81}
\end{equation*}
$$

The value of $D^{\mathrm{p}}$ connects those of $D^{\mathrm{b}}$ and $D^{\mathrm{PS}}$.

### 3.3.4 Low-collisionality regimes in stellarators

The transport mechanism for the plateau and the Pfirsch-Schlüter regimes is basically the same for stellarators. However, in stellarators, trapping due to helical magnetic field occurs in addition to the toroidal magnetic field trapping. Here, we employ the following model of a stellarator magnetic field:

$$
\begin{equation*}
B=B_{0}\left(1-\epsilon_{t} \cos \theta-\epsilon_{h} \cos \phi_{m n}\right), \tag{3.82}
\end{equation*}
$$

where $\epsilon_{h}$ is the depth of the helical wells, and

$$
\begin{equation*}
\phi_{m n} \equiv m \theta-N n \zeta \tag{3.83}
\end{equation*}
$$

where $m$ and $n$ denote the poloidal and the toroidal mode numbers, respectively, and $N$ is the toroidal period number ( $N=10$ for LHD).

When collisionality is small, helically trapped particles are driven away from the initial surface by the $\nabla B$ drift. The typical step size of electrons detrapped by collisions is estimated as

$$
\begin{equation*}
\Delta r \sim \frac{v_{d}}{\nu_{\mathrm{eff}}} \tag{3.84}
\end{equation*}
$$

where $\nu_{\text {eff }} \sim \nu /\left[\Delta\left(v_{\|} / v\right)\right]^{2} \sim \nu / \epsilon_{h}$. Since $\Delta t \sim \nu_{\text {eff }}^{-1}$ and the portion of the trapped electrons is roughly $\epsilon_{h}^{1 / 2}$, the diffusion coefficient of electrons becomes proportional to $1 / \nu_{e}$ :

$$
\begin{equation*}
D^{1 / \nu} \sim \frac{v_{d}^{2}}{\nu_{\mathrm{eff}}} \epsilon_{\mathrm{eff}}^{1 / 2}=\frac{v_{d}^{2}}{\nu_{e}} \epsilon_{\mathrm{eff}}^{3 / 2} \tag{3.85}
\end{equation*}
$$

where $\epsilon_{\text {eff }} \sim \epsilon_{h}$.
Recalling $v_{d} \sim v_{T} \rho / R=v_{T}^{2} m /(e B R)=2 T /(e B R)$ and (3.6), it is found that the diffusion coefficient of electrons in the $1 / \nu$ regime scales as

$$
\begin{equation*}
D_{e}^{1 / \nu} \propto \frac{\epsilon_{\mathrm{eff}}^{3 / 2} m_{e}^{1 / 2} T_{e}^{7 / 2}}{n_{e} B^{2} R^{2}} \tag{3.86}
\end{equation*}
$$

In the absence of an ambipolar radial electric field, the ion diffusion coefficient $D_{i}$ can be evaluated simply by the replacement $\nu_{e} \rightarrow \nu_{i}$ in (3.85), but due to the large mass ratio, the ions diffuse much faster than electrons:

$$
\begin{equation*}
\frac{D_{e}}{D_{i}} \propto\left(\frac{m_{e}}{m_{i}}\right)^{1 / 2} \ll 1 . \tag{3.87}
\end{equation*}
$$

Thus, to reduce the ion diffusion to the level comparable with the electron diffusion, an ambipolar radial electric field arises. The resulting $E \times B$ drift prevents the ions from drifting away towards the wall. Instead, due to the $E \times B$ poloidal precession, the radial step size becomes

$$
\begin{equation*}
\Delta r=\frac{v_{d}}{\Omega_{E}}, \tag{3.88}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{E}=\frac{E_{r}}{r B} \tag{3.89}
\end{equation*}
$$

is the poloidal $E \times B$ precession frequency.
The typical time for barely trapped particles to be detrapped is $1 / \Omega_{E}$, and the fraction of contributing particles is $f_{r} \sim \Delta\left(v_{\|} / v\right) \sim\left(\nu_{i} / \Omega_{E}\right)^{1 / 2}$. Consequently, the ion diffusion coefficient becomes proportional to $\nu^{1 / 2}$ :

$$
\begin{equation*}
D_{i}^{\sqrt{\nu}} \sim\left(\frac{v_{d}^{2}}{\Omega_{E}}\right)\left(\frac{\nu_{i}}{\Omega_{E}}\right)^{1 / 2} . \tag{3.90}
\end{equation*}
$$

In this case, the diffusion coefficient scales as

$$
\begin{equation*}
D_{i}^{\sqrt{\nu}} \propto \frac{\epsilon_{t}^{3 / 2} T_{i}^{5 / 4} n_{i}^{1 / 2}}{E_{r}^{3 / 2} R^{2} B^{2} m_{i}^{1 / 2}} \tag{3.91}
\end{equation*}
$$

Although it is common that electrons are in $1 / \nu$ regime while ions are in $\sqrt{\nu}$ regime, it is not always true. For example, when $E_{r}$ is sufficiently large, the diffusion coefficient begins to scale as $D \propto \nu$ instead of $D^{\sqrt{\nu}}$.

Regarding collisionality, it should be noted that, even when the temperatures are the same, particles with larger $Z$ tend to be in higher collisionality regimes since $\nu_{*}$ (estimated from the self-collision frequency) depends on the species parameters as

$$
\begin{equation*}
\nu_{* a} \propto \frac{Z_{a}^{4} n_{a}}{T_{a}^{2}} . \tag{3.92}
\end{equation*}
$$

Thus, it is not uncommon that some impurity ion species are in the plateau or Pfirsch-Schlüter regime while electrons and bulk ions are in the lowcollisionality regimes.

### 3.4 Neoclassical models and common approximations

### 3.4.1 Global model

In Sec. 3.2, the equations of the guiding-center motion in a 5 -dimensional phase space are derived from a Lagrangian under the drift-ordering:

$$
\begin{align*}
\dot{\boldsymbol{X}} & =v_{\|} \boldsymbol{b}+\frac{1}{e B_{\|}^{*}} \boldsymbol{b} \times\left(m v_{\|}^{2} \boldsymbol{b} \cdot \nabla \boldsymbol{b}+\mu \nabla B+Z e \nabla \Phi\right)  \tag{3.93}\\
\dot{v}_{\|} & =-\frac{1}{m v_{\|}} \dot{\boldsymbol{X}} \cdot(\mu \nabla B+Z e \nabla \Phi)  \tag{3.94}\\
\dot{\mu} & =0 \tag{3.95}
\end{align*}
$$

This model is exact in the sense that the conservation laws such as those of the phase space volume, energy, and momentum are satisfied. Also, the effects of the electromagnetic field configurations on the guiding-center motion are adequately captured such that the drift velocities due to the curvature $(\boldsymbol{b} \cdot \nabla \boldsymbol{b})$ and $\nabla B$ as well as $\nabla \Phi$, including the radial components, are contained in the equations of motion. FORTEC-3D solves this "global" model.

However, in neoclassical simulations, several different models based on a variety of further approximations are used. A relatively minor simplification is to use the low-beta approximation (2.44) to neglect the correction term in $B_{\|}^{*}$ and simplify the drift velocity (see Sec.A.1). Another model is then obtained as

$$
\begin{align*}
\dot{\boldsymbol{X}} & =v_{\|} \boldsymbol{b}+\boldsymbol{v}_{m}+\boldsymbol{v}_{E}  \tag{3.96}\\
\dot{v}_{\|} & =-\frac{1}{m v_{\|}} \dot{\boldsymbol{X}} \cdot(\mu \nabla B+Z e \nabla \Phi)  \tag{3.97}\\
\dot{\mu} & =0 \tag{3.98}
\end{align*}
$$

where $\boldsymbol{v}_{m}=(1 / Z e)\left(m v_{\|}^{2}+\mu B\right) \boldsymbol{B} \times \nabla B / B^{3}$ and $\boldsymbol{v}_{E}=\boldsymbol{B} \times \nabla \Phi / B^{2}$.

### 3.4.2 Radially local approximation and uniform potential approximation

The most common approximation that has been used in neoclassical models is the radially local approximation or simply the local approximation. Neglecting the radial component of the guiding center drift velocity constrains the particles on individual surfaces and reduces the dimension of the phase space further from 5 to 4 . The dimensions reduction significantly reduces the computational cost.

The approximation is usually implemented by dropping the magnetic drift entirely and neglecting the radial component of the $E \times B$-drift in the
guiding-center equations of motion. The latter assumption corresponds to the approximation that the electrostatic potential is a flux function:

$$
\begin{equation*}
\Phi \simeq \Phi_{0}(r) \tag{3.99}
\end{equation*}
$$

Under these approximations, the low-beta orbit equations (3.96)-3.98) are then reduced to

$$
\begin{align*}
\dot{\boldsymbol{X}} & =v_{\|} \boldsymbol{b}+\boldsymbol{v}_{E 0}  \tag{3.100}\\
\dot{v}_{\|} & =-\frac{1}{m v_{\|}}\left(v_{\|} \boldsymbol{b}+\boldsymbol{v}_{m}+\boldsymbol{v}_{E 0}\right) \cdot\left(\mu \nabla B+e \nabla \Phi_{0}\right)  \tag{3.101}\\
\dot{\mu} & =0 \tag{3.102}
\end{align*}
$$

where $\boldsymbol{v}_{E 0}=\boldsymbol{B} \times \nabla \Phi_{0} / B^{2}$.
It should be noted here that the radial drift is neglected only in the equations of motion. In evaluating the radial flux 2.55 , the drift velocity defined by (3.96) is considered with no further approximations.

### 3.4.3 Radially local model including $\Phi_{1}$

For the orbit to be radially local, the uniform potential approximation is required only in the radial velocity. It is possible to include $\Phi_{1}$ in other terms. For example, equations including the parallel acceleration due to $\Phi_{1}$,

$$
\begin{align*}
\dot{\boldsymbol{X}} & =v_{\|} \boldsymbol{b}+\boldsymbol{v}_{E 0}  \tag{3.103}\\
\dot{v}_{\|} & =-\frac{\mu}{m} \boldsymbol{b} \cdot \nabla B-\frac{Z e}{m} \boldsymbol{b} \cdot \nabla \Phi_{1}-\frac{v_{\|}}{B^{2}} \boldsymbol{b} \times \nabla B  \tag{3.104}\\
\dot{\mu} & =0 \tag{3.105}
\end{align*}
$$

were solved in [17, 18 using EUTERPE code and in 20] using SFINCS code to study the impact of $\Phi_{1}$ on impurity transport. Although both codes solve the same orbit equations, there are several differences between the codes and between the calculation setups, such as in the collision operators and in the calculation of ambipolar $E_{r}$. Refer to [20] for the details of the differences.

### 3.4.4 Local model retaining the tangential magnetic drift

There also exist local models that retain the component of the magnetic drift tangential to the flux surface, $\hat{\boldsymbol{v}}_{m} \equiv \boldsymbol{v}_{m}-\left(\boldsymbol{v}_{m} \cdot \nabla r\right) \boldsymbol{e}_{r}$. The inclusion of $\hat{\boldsymbol{v}}_{m}$ keeps the orbit radially local.

FORTEC-3D can perform simulations with this type of model, which is called zero-orbit-width (ZOW) model [50].

$$
\begin{align*}
\dot{\boldsymbol{X}} & =v_{\|} \boldsymbol{b}+\boldsymbol{v}_{E 0}+\hat{\boldsymbol{v}}_{m},  \tag{3.106}\\
\dot{v}_{\|} & =-\frac{\mu}{m} \boldsymbol{b} \cdot \nabla B+\frac{v_{\|}}{B^{2}}(\boldsymbol{b} \times \nabla B) \cdot \nabla \Phi,  \tag{3.107}\\
\dot{\mu} & =0, \tag{3.108}
\end{align*}
$$

### 3.4. NEOCLASSICAL MODELS AND COMMON APPROXIMATIONS51

Another example of the local models with the tangential magnetic drift is that of KNOSOS. KNOSOS code solves a bounce-averaged drift-kinetic equation for trapped particles [51]. The bounce-averaged drift kinetic equation is given in Sec. 3.5.4. A major difference between the FORTEC-3D's ZOW model and KNOSOS is that KNOSOS considers the dependence of the tangential magnetic drift on the magnetic shear, whereas the ZOW model does not. Moreover, FORTEC-3D can currently solve only the global orbit for a multi-ion-species plasma.

### 3.4.5 Mono-energetic model

Approximating the collision operator with the pitch-angle scattering operator (3.21) and neglecting the field-particle term enables us to solve the equations for each particle species independently. Since the pitch-angle scattering operator does not change the magnitude of the velocity, it enables us to use $v$ as a parameter by modifying the drift-kinetic equation. Choosing the coordinates as $(\boldsymbol{X}, \xi, v)$, mono-energetic orbits are described by

$$
\begin{align*}
\dot{\boldsymbol{X}} & =v \xi \boldsymbol{b}+\hat{\boldsymbol{v}}_{E 0}  \tag{3.109}\\
\dot{v} & =0  \tag{3.110}\\
\dot{\xi} & =-\frac{\left(1-\xi^{2}\right) v}{2 B} \boldsymbol{b} \cdot \nabla B \tag{3.111}
\end{align*}
$$

where an ad hoc treatment $\boldsymbol{v}_{E 0} \rightarrow \hat{\boldsymbol{v}}_{E 0}=\boldsymbol{B} \times \nabla \Phi_{0} /\left\langle B^{2}\right\rangle$ is performed to keep the flow incompressible and preserve the phase space volume. Consequently, the motion in the phase space is constrained on the $v$-constant hypersurface and the phase space dimension is further reduced to 3 .

However, in exchange for the simplicity, momentum conservation is lost in this model because of the pitch angle approximation of the collision operator. Thus, several methods have been developed to restore the momentum conservation in the mono-energetic models $52-54$. The most well-known code that employs the mono-energetic model is Drift Kinetic Equation Solver (DKES) code 55,56]. The lack of momentum conservation is usually compensated using PENTA code [57]. PENTA provides the neoclassical transport coefficients that conserve momentum using the calculation results of DKES as input.

FORTEC-3D can also calculate the mono-energetic orbit 3.109-(3.111), but unlike DKES, the approximation in the collision operator is not employed; therefore, no external process of momentum correlation is required. In this sense, we call this model "DKES-like" model [58].

Table 3.1: Orbit models solved in previous studies. Refer to [20 for differences between EUTERPE and SFINCS.

| Code | Orbit model | Reference(s) |
| :---: | :---: | :---: |
| EUTERPE | $(3.103)-(3.105$ | 17,18 |
| SFINCS | $(3.103)-(3.105$ | 20 |
| KNOSOS | Local orbit retaining $\hat{\boldsymbol{v}}_{m}$ | 19 |

### 3.5 Impact of $\Phi_{1}$ on impurity transport

### 3.5.1 Why $\Phi_{1}$ can be non-negligible

The uniform potential approximation (3.99) has been justified because the non-uniform part of the electrostatic potential $\Phi_{1} \equiv \Phi-\Phi_{0}$ is usually smaller than $\Phi_{0}$ by an order of magnitude or more. However, recent studies have shown that $\Phi_{1}$ can be non-negligible for impurity transport. This is because electrostatic potential (or its derivative, electric field) is always multiplied by the charge $Z$ when appearing in the equations of motion or kinetic equations.

The leading terms in the parallel acceleration $\dot{v}_{\|}$are the parallel gradients $\nabla_{\|} B$ and $\nabla_{\|} \Phi$, and the latter is a term that has been neglected. The ratio between the quantities is estimated as

$$
\begin{equation*}
\frac{Z e \nabla_{\|} \Phi}{\mu \nabla_{\|} B} \sim \frac{Z e \Phi_{1}}{\epsilon_{t} T} \tag{3.112}
\end{equation*}
$$

where $\epsilon_{t}$ is the inverse aspect ratio. Since, as will be shown later, $e \Phi_{1} / T$ is usually $\sim 10^{-2}$ or smaller, the ratio 3.112 is $\sim 10^{-1}$ or smaller for hydrogen ions and electrons. However, for impurity ions with moderate- $Z$ to high- $Z$, the ratio can approach and even exceeds unity. The trapping behavior of impurity ions, and therefore the diffusion process, are then changed by $\Phi_{1}$. The same argument can be applied to the ratio between the magnetic drift and the $E \times B$-drift due to $\Phi_{1}$ since

$$
\begin{equation*}
\frac{\boldsymbol{v}_{E 1}}{\boldsymbol{v}_{m}} \sim \frac{Z e \Phi_{1}}{\epsilon_{t} T} . \tag{3.113}
\end{equation*}
$$

### 3.5.2 Evaluation of $\Phi_{1}$

The variation of electrostatic potential over the flux surface $\Phi_{1}$ can be induced by external factors such as an external heating, but the potential variation naturally arises due to the imbalance of the ions and electron densities as well. Here, we evaluate the potential variation due to the latter cause.

Assuming the adiabatic response to $\Phi_{1}$, the lowest order density becomes

$$
\begin{equation*}
n_{a 0} \rightarrow n_{a 0} \exp \left(-Z_{a} e \Phi_{1} / T_{a}\right) . \tag{3.114}
\end{equation*}
$$

Thus, the total density up to the first order becomes

$$
\begin{equation*}
n_{a}=n_{a 0} \exp \left(-Z_{a} e \Phi_{1} / T_{a}\right)+\delta n_{a} \tag{3.115}
\end{equation*}
$$

When $Z_{a} e \Phi_{1} / T_{a} \ll 1$, we can expand (3.115) as $n_{a} \simeq n_{a 0}-\left(Z_{e} \Phi_{1} / T_{a}\right) n_{a 0}+$ $\delta n_{a}$. As will be seen in Sec. 6.3, this expansion is valid even for carbon in impurity hole plasmas. Then, substituting this expression into the quasineutral condition, $\sum_{a} Z_{a} n_{a}=0$, gives

$$
\begin{align*}
-e^{2} \Phi_{1} & \left(\frac{n_{e 0}}{T_{e}}+\sum_{I} Z_{I}^{2} \frac{n_{I 0}}{T_{I}}\right) \\
& +e\left(-\delta n_{e}+\sum_{I} Z_{I} \delta n_{I}\right)=0 \tag{3.116}
\end{align*}
$$

where the subscript $I$ refers to ion species. From this, we obtain an expression

$$
\begin{align*}
\Phi_{1} & =\frac{1}{e}\left(\sum_{I} \frac{Z_{I}^{2} n_{I 0}}{T_{i}}+\frac{n_{e 0}}{T_{e}}\right)^{-1} \sum_{a} Z_{a} \delta n_{a} \\
& =\frac{1}{e}\left(\sum_{I} \frac{Z_{I}^{2} n_{I 0}}{T_{i}}+\frac{n_{e 0}}{T_{e}}\right)^{-1} \sum_{a} Z_{a} \int d^{3} v \delta f_{a} \tag{3.117}
\end{align*}
$$

Therefore, the structure of $\Phi_{1}$ is determined by the density variation $\delta n_{a}$.

### 3.5.3 Radial flux generated by $\Phi_{1}$

Assuming the adiabatic response of the distribution function to $\Phi_{1}$, it is convenient to include the response in the lowest order part as

$$
\begin{equation*}
f_{a M} \rightarrow f_{a 0} \equiv f_{a M} e^{-Z e \Phi_{1} / T_{a}} \tag{3.118}
\end{equation*}
$$

Under this formalism, the drift-kinetic equation is expressed as

$$
\begin{array}{r}
\quad\left(\frac{\partial}{\partial t}+\dot{\boldsymbol{X}} \cdot \nabla+\dot{v}_{\|} \frac{\partial}{\partial v_{\|}}\right) \delta f_{a}-C_{a b}^{T}\left(\delta f_{a}\right)=C_{a b}^{F}\left(\delta f_{b}\right)+\frac{Z_{a} e}{T_{a}} \frac{\partial \Phi_{1}}{\partial t} \\
-\dot{\boldsymbol{X}} \cdot \nabla r\left[\frac{n_{a 0}^{\prime}}{n_{a 0}}+\frac{Z_{a} e \Phi_{0}^{\prime}}{T_{a}}+\left(\frac{m_{a} v_{\|}^{2}}{2 T_{a}}+\frac{\mu B}{T_{a}}-\frac{3}{2}+\frac{Z_{a} e \Phi_{1}}{T_{a}}\right) \frac{T_{a}^{\prime}}{T_{a}}\right] f_{a 0} . \tag{3.119}
\end{array}
$$

A derivation of this equation is provided in $\operatorname{Sec}$ A. 4 .
As demonstrated in Sec. A.3, the lowest order part of the distribution function does not contribute to the radial particle flux, i.e.,

$$
\begin{equation*}
\Gamma_{a 0}=\left\langle\int d^{3} v \dot{X} \cdot \nabla r f_{a 0}\right\rangle=0 \tag{3.120}
\end{equation*}
$$
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Therefore, the net contribution of the radial $E \times B$ flux

$$
\begin{equation*}
\Gamma_{a}^{E}=\sqrt[2.74]{ }=\left\langle\int d^{3} v \boldsymbol{v}_{E 1} \cdot \nabla r\left(f_{a 0}+\delta f_{a}\right)\right\rangle \tag{3.121}
\end{equation*}
$$

to the total radial particle flux results from the non-adiabatic part $\delta f_{a} \equiv$ $f_{a}-f_{a 0}$,

$$
\begin{equation*}
\Gamma_{v_{E 1}} \equiv\left\langle\int d^{3} v \boldsymbol{v}_{E 1} \cdot \nabla r \delta f_{a}\right\rangle \tag{3.122}
\end{equation*}
$$

where $\boldsymbol{v}_{E 1}=\boldsymbol{B} \times \nabla \Phi_{1} / B^{2}$ is the $E \times B$ drift due to $\Phi_{1}$.
In Boozer coordinates, (3.122) is expressed as

$$
\begin{align*}
\Gamma_{v_{E 1}}(r)=\frac{1}{V^{\prime}(r)} & \oint \sqrt{g}(\boldsymbol{X}) d \theta d \zeta \int d^{3} v \frac{1}{B(\boldsymbol{X}) B_{\|}^{*}(\boldsymbol{X}, \boldsymbol{v}) \sqrt{g}(\boldsymbol{X})} \\
& \times\left(I(r) \frac{\partial \Phi(\boldsymbol{X})}{\partial \zeta}-G(r) \frac{\partial \Phi(\boldsymbol{X})}{\partial \theta}\right) \delta f_{a}(\boldsymbol{X}, \boldsymbol{v}), \tag{3.123}
\end{align*}
$$

This quantity can be evaluated in two different ways. One is to simply perform the integral, and the other is to use Fourier series expansion. If the low-beta approximation

$$
\begin{equation*}
\frac{1}{B(\boldsymbol{X}) B_{\|}^{*}(\boldsymbol{X}, \boldsymbol{v})} \simeq \frac{1}{B^{2}(\boldsymbol{X})} \tag{3.124}
\end{equation*}
$$

is used, the velocity integral can readily be performed, and we obtain

$$
\begin{equation*}
\Gamma_{v_{E 1}}(r)=\frac{1}{V^{\prime}(r)} \oint d \theta d \zeta \bar{v}_{E 1}(\boldsymbol{X}) \delta n_{a}(\boldsymbol{X}) \tag{3.125}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\bar{v}_{E 1} \equiv \frac{1}{B^{2}}\left(I \frac{\partial \Phi}{\partial \zeta}-G \frac{\partial \Phi}{\partial \theta}\right) \simeq \sqrt{g} \boldsymbol{v}_{E 1} \cdot \nabla r \tag{3.126}
\end{equation*}
$$

Thus, if we expand $\bar{v}_{E 1}$ and $\delta n_{a}$ in Fourier series, and put them into Equation (3.125), only the products of the same modes survive and the equation is formally reduced to the following form:

$$
\begin{equation*}
\Gamma_{v_{E 1}}(r)=\frac{1}{V^{\prime}(r)} \sum_{m, n} C_{m, n}\left[\tilde{v}_{E 1}^{m, n(c)}(r) \tilde{n}_{a}^{m, n(c)}(r)+\tilde{v}_{E 1}^{m, n(s)}(r) \tilde{n}_{a}^{m, n(s)}(r)\right] \tag{3.127}
\end{equation*}
$$

where $C_{m, n}$ are normalization coefficients, and $\tilde{v}_{E 1}^{m, n(c)}, \tilde{v}_{E 1}^{m, n(s)}, \tilde{n}_{a}^{m, n(c)}$, and $\tilde{n}_{a}^{m, n(s)}$ are the Fourier coefficients of cosine- and sine- $(m, n)$ modes of $\bar{v}_{E 1}$ and $\delta n_{a}$, respectively. The Fourier coefficients of a function $A(\boldsymbol{X}, \boldsymbol{v})$ are defined as

$$
\begin{equation*}
\tilde{A}^{0,0}(r, \boldsymbol{v})=\frac{1}{4 \pi^{2}} \iint d \theta d \zeta A(\boldsymbol{X}, \boldsymbol{v}) \tag{3.128}
\end{equation*}
$$

for $m=n=0$, and otherwise as

$$
\begin{align*}
& \tilde{A}^{m, n(c)}(r, \boldsymbol{v})=\frac{1}{2 \pi^{2}} \iint d \theta d \zeta A(\boldsymbol{X}, \boldsymbol{v}) \cos \phi_{m n}  \tag{3.129}\\
& \tilde{A}^{m, n(s)}(r, \boldsymbol{v})=\frac{1}{2 \pi^{2}} \iint d \theta d \zeta A(\boldsymbol{X}, \boldsymbol{v}) \sin \phi_{m n} \tag{3.130}
\end{align*}
$$

where $\phi_{m n}$ is defined by (3.83).
Note that the flux driven by the magnetic drift, $\boldsymbol{v}_{m}$, cannot be put in the form of (3.125), and therefore not in the form of 3.127) since $\boldsymbol{v}_{m}$ essentially depends on the velocity variables (and the dependence cannot be approximated away).

### 3.5.4 Phase structure of $\delta n$ and $\Phi_{1}$

To investigate how the density variation and radial $E \times B$ drift due to $\Phi_{1}$ couple to produce the radial particle flux, here we estimate the phase structure of $\delta n_{a}=\int d^{3} v \delta f_{a}$ for several collisionality regimes. The model stellarator magnetic field 3.82, which is stellarator symmetric, is assumed. Stellarator symmetry is the property that $B(\theta, \zeta)=B(-\theta,-\zeta)$.

## Low collisionality regimes

Choosing the total energy and the magnetic moment as independent variables, a drift-kinetic equation for a steady system can be expressed as

$$
\begin{equation*}
\left(v_{\|} \boldsymbol{b}+\boldsymbol{v}_{d}\right) \cdot \nabla f_{a}=C\left(f_{a}\right) \tag{3.131}
\end{equation*}
$$

In a typical impurity hole plasma, the bulk ions are expected to be in a low collisionality regime where the trapped particles dominantly contribute to the radial transport. In analyzing such trapped particles, a bounce-averaged drift-kinetic equation becomes more useful than 3.131 . The bounce average is defined as

$$
\begin{equation*}
\overline{(\ldots)}=\int_{l_{1}}^{l_{2}}(\ldots) \frac{d l}{v_{\|}} \tag{3.132}
\end{equation*}
$$

where $l$ is the arc length along the field line and $l_{1}$ and $l_{2}$ are the bounce points. As well as $r$ and $l$, it is convenient to choose the field line label $\alpha=\theta-\iota \zeta$ as a spatial coordinate. The resulting equation is

$$
\begin{equation*}
\overline{\boldsymbol{v}_{d} \cdot \nabla r \frac{\partial f_{a}}{\partial r}}+\overline{\boldsymbol{v}_{d} \cdot \nabla \alpha \frac{\partial f_{a}}{\partial \alpha}}=\overline{C\left(f_{a}\right)} \tag{3.133}
\end{equation*}
$$

We want to linearize the drift-kinetic equation here. However, for a low-collisionality system to be sufficiently close to a local equilibrium, and therefore for the linearization of the drift-kinetic equation to be possible,
the bounce-averaged radial drift $\overline{\boldsymbol{v}_{d} \cdot \nabla r}$ must be sufficiently small 59 . Omnigenous stellarators are those designed such that $\overline{\boldsymbol{v}_{d} \cdot \nabla r}$ vanishes. Even in non-omnigenous devices, the local equilibrium assumption can be satisfied if the tangential drift is much larger than the radial drift [60]. It is usually the case that $\boldsymbol{v}_{d} \cdot \nabla \alpha \simeq \boldsymbol{v}_{E} \cdot \nabla \alpha \gg \boldsymbol{v}_{m} \cdot \nabla r$ when the aspect ratio is large. Even in LHD, which is not optimized, the radial drift is smaller than the tangential drift at least by an order of $\epsilon$. Thus, for the following discussion, we assume either of the following conditions is satisfied:

- The tangential drift is sufficiently large compared with the radial drift: $\boldsymbol{v}_{d} \cdot \nabla \alpha \gg \boldsymbol{v}_{d} \cdot \nabla r$.
- The magnetic field is close to omnigeneity: $\boldsymbol{v}_{m} \cdot \nabla r \gg \overline{\boldsymbol{v}_{m} \cdot \nabla r}$.

Then, the distribution function can be expanded as $f_{a}=f_{a M}+\delta f_{a}$. Here we neglect the adiabatic response to $\Phi_{1}$. For simplicity, we also use the radiallylocal approximation, which is justified by the assumptions above. In $\delta f_{a}$, the contribution of trapped particles $F_{a}$ dominates, $\delta f \simeq F_{a}$. Thus, we consider only up to the $F_{a}$ part by setting $\delta f_{a}=F_{a}$. Note here that $F_{a}$ is independent of the arc length along the field line $l$. Under these considerations, the following bounce-averaged drift-kinetic equation is obtained:

$$
\begin{equation*}
\overline{\boldsymbol{v}_{d} \cdot \nabla \alpha} \frac{\partial \delta f_{a}}{\partial \alpha}=-\overline{\boldsymbol{v}_{d} \cdot \nabla r} \frac{\partial f_{a M}}{\partial r}+\overline{C\left(\delta f_{a}\right)} . \tag{3.134}
\end{equation*}
$$

In the $\sqrt{\nu}$ regime, the effects of the tangential drift is larger than that of collisions:

$$
\begin{equation*}
\left|\overline{\boldsymbol{v}_{d} \cdot \nabla \alpha} \frac{\partial}{\partial \alpha} \delta f_{a}\right| \gg\left|\overline{C\left(\delta f_{a}\right)}\right| . \tag{3.135}
\end{equation*}
$$

Thus, the leading term of $\delta f_{a}$ in the expansion of collisionality, $\delta f_{a}=\delta f_{a}^{(0)}+$ ..., is determined by

$$
\begin{equation*}
\frac{\partial}{\partial \alpha} \delta f_{a}^{(0)}=-\overline{\boldsymbol{v}_{d} \cdot \nabla r} \frac{\partial f_{a M}}{\partial r} / \overline{\boldsymbol{v}_{d} \cdot \nabla \alpha} \tag{3.136}
\end{equation*}
$$

where it is assumed that $\overline{\boldsymbol{v}_{d} \cdot \nabla \alpha} \neq 0$.
Expressing the tangential drift in Boozer coordinates,

$$
\begin{equation*}
\boldsymbol{v}_{d} \cdot \nabla \alpha=\frac{1}{\psi^{\prime}}\left[\frac{m}{Z e B}\left(v_{\|}^{2}+\frac{v_{\perp}^{2}}{2}\right) \frac{\partial B}{\partial r}-E_{r}\right] \tag{3.137}
\end{equation*}
$$

we observe that $\overline{\boldsymbol{v}_{d} \cdot \nabla \alpha}$ is independent of $\alpha$ in the leading mode since $(\ln B)^{\prime} \simeq\left(\partial B_{0} / \partial r\right) / B_{0}$. The angular dependence of $\delta f_{a}^{(0)}$ is determined by $\boldsymbol{v}_{d} \cdot \nabla r \sim \boldsymbol{v}_{m} \cdot \nabla r$. Therefore, the leading modes in the spectrum of $\delta f_{a}$ becomes stellarator symmetric.

Because the main contribution to the sum in the right-hand side of 3.117) is the density variation of the main ions, $\delta n_{i}=\int d^{3} v \delta f_{i}$, the leading modes in the spectrum of the potential variation $\Phi_{1}$ also become stellarator symmetric. This also implies that the main components of $\boldsymbol{v}_{E 1} \cdot \nabla r$ are stellarator antisymmetric since $\boldsymbol{v}_{E 1} \cdot \nabla r \sim \partial \Phi_{1} / \partial \theta \sim \partial \delta n_{i} / \partial \theta$.

The limit opposite to (3.135),

$$
\begin{equation*}
\left|\overline{\boldsymbol{v}_{d} \cdot \nabla \alpha} \frac{\partial \delta f_{a}}{\partial \alpha}\right| \ll\left|\overline{C\left(\delta f_{a}\right)}\right| \tag{3.138}
\end{equation*}
$$

corresponds to the $1 / \nu$ regime, and the drift-kinetic equation for this case is

$$
\begin{equation*}
\overline{\boldsymbol{v}_{d} \cdot \nabla r} \frac{\partial f_{a M}}{\partial r}=\overline{C\left(\delta f_{a}\right)} \tag{3.139}
\end{equation*}
$$

This provides the stellarator antisymmetric phase of the density variation since the collision operator does not change the angular dependence. See 59 , 61] for a more rigorous analysis for the low collisionality regimes, including the cases where $\overline{\boldsymbol{v}_{d} \cdot \nabla \alpha} \rightarrow 0$.

## Plateau regime

Impurity ions are usually in higher collisionality regimes than the main ions. For instance, carbon $\mathrm{C}^{6+}$ is typically in the plateau regime for the impurity hole cases.

The physics of the plateau regime is characterized by the particles localized in the small layer in the velocity space around $\xi=v_{\|} / v \sim 0$. The contribution of such localized particle to the density variation spectrum can also be analytically estimated $[5,62,63]$.

The drift-kinetic equation to be solved for the distribution of the localized particles, denoted by $h_{a}$, is

$$
\begin{equation*}
v_{\|} \nabla_{\|} h_{a}-C_{a}\left(h_{a}\right)=-\boldsymbol{v}_{d} \cdot \nabla r \frac{\partial f_{a M}}{\partial r} \tag{3.140}
\end{equation*}
$$

where the lowest order distribution function is approximated by a local Maxwellian. Due to the localization around $\xi=0$, the pitch-angle scattering operator dominates in the collision operator, and the operator can be approximated as

$$
\begin{equation*}
C_{a} \simeq \frac{\nu_{D}}{2} \frac{\partial^{2}}{\partial \xi^{2}} \tag{3.141}
\end{equation*}
$$

Thus, it is convenient to choose $(\xi, v)$ as the velocity coordinates for the description. The first term is then becomes

$$
\begin{equation*}
v_{\|} \nabla_{\|} h_{a}=\left[v \xi \nabla_{\|}-\frac{v}{2 B}\left(1-\xi^{2}\right) \nabla_{\|} B \frac{\partial}{\partial \xi}\right] h_{a} \tag{3.142}
\end{equation*}
$$

As described in Sec. 3.3.3, the plateau regime is characterized by a resonance between the frequency of the collisions (3.141) and the parallel motion represented by the first term $v \xi \nabla_{\|} h_{a}$, i.e.,

$$
\begin{equation*}
\frac{\nu_{D}}{2} \frac{\partial^{2}}{\partial \xi^{2}} h_{a} \sim \nabla_{\|} h_{a} \tag{3.143}
\end{equation*}
$$

The second term in 3.142 is smaller than these resonating terms and can be neglected.

Now, we expand the magnetic field and $h_{a}$ in the complex form as

$$
\begin{align*}
B & =\sum_{m, n} \tilde{B}_{m, n} e^{i \phi_{m n}}  \tag{3.144}\\
h_{a} & =\sum_{m, n} \tilde{h}_{m, n} e^{i \phi_{m n}} \tag{3.145}
\end{align*}
$$

Then, in Boozer coordinates, the parallel streaming term becomes

$$
\begin{equation*}
v \xi \nabla_{\|}=\frac{v \xi \psi^{\prime}}{B \sqrt{g}}\left(\iota \frac{\partial}{\partial \theta}+\frac{\partial}{\partial \zeta}\right) h_{a} \simeq i \frac{v \xi \psi^{\prime}}{B_{00} \sqrt{g}_{00}}(\iota m-N n) \tilde{h}_{m, n} e^{i \phi_{m n}} \tag{3.146}
\end{equation*}
$$

where the magnetic field and the Jacobian in the denominator are approximated by their $(0,0)$ components of the Fourier spectra. Accordingly, we put the source term as

$$
\begin{equation*}
\boldsymbol{v}_{d} \cdot \nabla r \frac{\partial f_{a M}}{\partial r} \simeq-\frac{i}{B_{00}^{2} \sqrt{g}} \sum_{00} s_{m, n}(r, v) e^{i \phi_{m n}} \tag{3.147}
\end{equation*}
$$

where the coefficients $s_{m, n}$ are real functions for both radial magnetic drift, and the radial $E \times B$-drift are mainly consist of the sine components.

The equation to be solved then becomes

$$
\begin{equation*}
i \frac{v \xi \psi^{\prime}}{B_{00} \sqrt{g}_{00}}(\iota m-N n) \tilde{h}_{m, n}-\frac{\nu_{D}}{2} \frac{\partial^{2}}{\partial \xi^{2}} \tilde{h}_{m, n}=\frac{i}{B_{00}^{2} \sqrt{g}_{00}} s_{m, n}(r, v) \tag{3.148}
\end{equation*}
$$

This differential equation can be simplified by introducing

$$
\begin{equation*}
\eta \equiv \frac{\xi}{\bar{\nu}^{1 / 3} A} \tag{3.149}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{\nu} \equiv \frac{R_{0} \nu_{D}}{v} \tag{3.150}
\end{equation*}
$$

and

$$
\begin{equation*}
A \equiv\left(\frac{2 R \psi^{\prime}}{B_{00} \sqrt{g}_{00}}(\iota m-N n)\right)^{-1 / 3} \tag{3.151}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
i \eta \tilde{h}_{m, n}-\frac{\partial^{2}}{\partial \eta^{2}} \tilde{h}_{m, n}=\frac{i S_{m, n}}{\bar{\nu}^{1 / 3} A} \tag{3.152}
\end{equation*}
$$

where $S_{m, n} \equiv s_{m, n} /\left[v B_{00} \psi^{\prime}(\iota m-N n)\right]$. This equation has the solution

$$
\begin{equation*}
\tilde{h}_{m, n}=\frac{i S_{m, n}}{\bar{\nu}^{1 / 3} A} \int_{0}^{\infty} e^{-z^{3} / 3} e^{-i \eta z} d z \tag{3.153}
\end{equation*}
$$

Only the even part in $\xi$ survives the integral over $\xi$, and the even part can be computed using

$$
\begin{equation*}
\frac{1}{k} \int_{0}^{\infty} d z \int_{-1}^{1} d \xi e^{-z^{3} / 3} \cos \left(\frac{\xi}{k} z\right)=\pi \delta(\xi) \tag{3.154}
\end{equation*}
$$

Therefore, the localized particles contribute to the stellarator antisymmetric components in the density spectrum:

$$
\begin{equation*}
\delta n_{a}=-\pi \operatorname{Re}\left[i \int d v v^{2} \sum_{m, n} S_{m, n} e^{i \phi_{m n}}\right]=\pi \int d v v^{2} \sum_{m, n} S_{m, n} \sin \phi_{m n} \tag{3.155}
\end{equation*}
$$

From the consideration above, we observe that the radial $E \times B$-drift and the density variation of impurities in the plateau regime both have the stellarator antisymmetric components as the leading modes in their Fourier spectra. The additional radial impurity particle flux thus can be effectively produced by the coupling of these modes.

Table 3.2: Density phase in a large aspect ratio stellarator.

| Collisionality regime | stellarator symmetry |
| :---: | :---: |
| $\sqrt{\nu}$ | symmetric |
| $1 / \nu$ | antisymmetric |
| plateau | antisymmetric |

### 3.6 Summary

- The cumulative effects of small-angle Coulomb collisions leads to a diffusion in a plasma.
- Kinetically, the effects of the collisions are described by the Landau collision operator.
- The basic equation of neoclassical transport theory is a drift-kinetic equation, which is derived under the drift-ordering.
- As the charge increases, the ambipolar $E_{r}$ tends to determine the direction of the radial neoclassical particle flux.
- Neoclassical transport crucially depends on collisionality, a parameter that estimates the ratio between characteristic frequencies of particle orbit and collisions.
- Several neoclassical models based on different approximations exist.
- Neglecting the non-uniform part of electrostatic potential on each flux surface, $\Phi_{1}$, is one of the common approximations, but $\Phi_{1}$ has been recently shown to tend to be non-negligible for impurity transport.
- While stellarator symmetric (cosine) modes in the $\Phi_{1}$ spectrum tend to be leading modes, the stellarator antisymmetric (sine) modes tend to be dominant in the carbon impurity density spectrum. This results in effective production of additional carbon particle flux.


## Chapter 4

## Impurity hole phenomenon

Several notable features of the impurity hole plasmas have been reported by both theoretical and experimental studies. In this chapter, the properties of the impurity hole plasmas that seem to be relevant for our consideration are reviewed.

### 4.1 Large temperature gradient

Impurity hole formation in LHD was first reported in 2009 12, 13. Ref. [12] reported an impurity hole formation after a pellet injection into an NBI plasma. The pellet is injected to increase the ion temperature gradient. The carbon density profile at the center of the plasma peaks immediately after the pellet injection, but the central carbon density drops to $0.3 \%$ of $n_{e}$ in a few milliseconds during the decay phase. The decreasing rate is higher at the near-axis region than the peripheral region. This leads to the formation of the characteristic hollow structure, described as the "impurity hole." The electron density $n_{e}$ also decreases but does not form a hollow profile. Note that the impurity hole formation follows the rise in the ion temperature due to the pellet injection. The central ion temperature $T_{i}(0)$ reaches to 5.6 KeV and the temperature gradient $\nabla T_{i}$ measured at $r / a=0.51$ maximally reaches to $10 \mathrm{KeV} / \mathrm{m}$.

Ref. [13] reported on an impurity hole formation after the increase in temperature induced by an N-NBI power increase, instead of the pellet injection. Here, the impurity hole formation was observed during the transition from a low confinement mode (L-mode) phase to an ion transport barrier (ITB) phase. Although the causes are different, the ion and electron temperatures and the electron density exhibited similar behaviors to those in [12], and the high temperature gradients was shown to have a key role in the phenomenon.

### 4.2 Ambipolar radial electric field profile

### 4.2.1 Experimental data

A local neoclassical code GSRAKE predicted that the radial electric field is negative at $r / a<0.5$ for the impurity hole plasma observed in [13]. A local neoclassical code, SFINCS, also made the same prediction for another impurity hole plasma 20. These predictions are confirmed by measurement with an HIBP for another impurity hole plasma [64]. However, the measurement also indicates that the sign of the $E_{r}$ becomes positive at the outer half region, while the local simulation codes predict that the $E_{r}$ becomes negative for the entire radius. In this sense, the prediction by the local codes are not entirely accurate.

### 4.2.2 Ambipolar condition for impurity hole plasma

Although the ambipolar $E_{r}$ in the impurity hole plasmas are positive for the outer region, an experiment has confirmed that the $E_{r}$ are indeed negative in the central region. However, the circumstance for impurity accumulation avoidance may be less pessimistic than it has been assumed.

For a typical ion-root plasma, the electron contribution to the ambipolar condition is often neglected, and it leads to an estimation of the $E_{r}$ driving force for an impurity species with the charge $Z_{I}$ :

$$
\begin{equation*}
\frac{Z_{I} e E_{r}}{T} \simeq \frac{5 Z_{I}}{4 Z_{i}} \frac{T^{\prime}}{T} \tag{4.1}
\end{equation*}
$$

where $Z_{i}$ is the charge of the main ion species. However, the approximation to neglect the electron contribution becomes invalid when both $T_{e}$ and $T_{i}$ are sufficiently high since the diffusion of electrons in the $1 / \nu$ regime scales as $D_{e} \propto T_{e}^{7 / 2}$ as estimated by 3.86. An estimation without neglecting the contribution from the electrons has shown that the size of the ambipolar $E_{r}$ force can be much smaller than (4.1) in impurity hole plasmas 19,65 .

When electrons are in the $1 / \nu$ regime while the bulk ions are in the $\sqrt{\nu}$ regime and their diffusion coefficients are comparable, $D_{e}^{1 / \nu} \sim D_{i}^{\sqrt{\nu}}, E_{r}$ is estimated by equating (3.86) and (3.90) as

$$
\begin{equation*}
E_{r} \sim \frac{e^{4} B R n_{i}^{1 / 3} n_{e}^{2 / 3} T_{i}^{5 / 6}}{\epsilon_{0}^{2} m_{i}^{1 / 3} T_{e}^{7 / 3}} \tag{4.2}
\end{equation*}
$$

Thus, when $T=T_{i} \sim T_{e}$ and $n=n_{i}=n_{e}$, we obtain

$$
\begin{equation*}
E_{r} \propto n T^{-3 / 2} \tag{4.3}
\end{equation*}
$$

This indicates that the ambipolar $E_{r}$ becomes smaller for lower density and higher temperature plasmas. Therefore, as suggested by the experiment
in [64], the ambipolar $E_{r}$ in impurity hole plasmas is, although negative, small in the absolute value, and its impact on impurity transport is not significantly large.

### 4.3 Other features

Several other features of impurity hole plasmas have been revealed, and each of them has significant implication.

### 4.3.1 Dependence on the charge

The formation of impurity holes in the density profiles of high-Z impurities have also been reported [12, 13]. In [13], the high-Z impurity densities were measured indirectly using soft-X-ray imaging. A measurement of the soft-Xray emission indicated that the high-Z impurities also form impurity holes. A quantitative measurement was performed in 66]. In the study, the densities of helium $(Z=2)$, carbon $(Z=6)$, and neon $(Z=10)$ were measured using charge exchange spectroscopy, and the ion species with higher $Z$ were oberved to form hollower profiles.

The $Z$-dependence may actually be the mass-dependence since particles with higher charges have heavier masses and some mass-dependent quantities such as the friction force can crucially affect the transport.

### 4.3.2 Dependence on the magnetic axis position

The dependence on the magnetic axis position has also been investigated, and the formation of the impurity hole has been observed to become faster and the final core impurity density level becomes lower as the magnetic axis is shifted outward [13]. The shift of the axis changes the magnetic field configuration, and therefore the neoclassical transport 67, 68, but it is known that the turbulent transport is also affected by the magnetic axis position 69,70 . Thus, this finding does not exclude either of the transport channels from the potential causes of the impurity hole formations.

### 4.3.3 Impact of NBI

The importance of NBI has been discussed, not only for its impact on the temperature rise, but also for its role as a momentum source. Experiments have shown that the hollowness in the carbon density profile correlates with the Mach number $M=u_{C \zeta} / v_{T C}$ and with the rotation gradient $u^{\prime}=-\left(R / v_{T C}\right)\left(d u_{C \zeta} / d r\right)$ 71].

To illustrate that this correlation is not an indirect consequence of the temperature rise, the direction of the NBI was switched from the co- to counter-direction while the central temperatures were kept almost constant,
and the evolution of the density profile was measured. As a result, the suppression of the impurity accumulation was lost after switching the NBI direction and a true causality between the Mach number and the hollowness of the impurity density profile was implied. Remarkably, the Mach number in the experiments was less than 0.2 . It was also remarkable that the central temperatures were lower than the previous impurity hole cases $\left(T_{e}(0), T_{i}(0)<3 \mathrm{keV}\right)$ and a possibility to form an impurity hole without inducing high temperatures was suggested. However, the impact of the high temperatures are also confirmed by setting the net torque input to zero. Therefore, the NBI can affect the impurity transport in the two different ways: by inducing high $\nabla T$ and by providing momentum to the system.

This finding can be considered as a signature that turbulence is a key. However, neoclassical transport is also significantly affected by the momentum input. Local neoclassical simulations have shown that a sufficiently large momentum torque due to the co-NBI can change the ambipolar radial electric field [72]. It even can lift an ion-root to an electron-root.

### 4.4 Summary of observed features of impurity hole plasmas

The known characteristics of the impurity hole plasmas are summarized as follows:

- The impurity holes are observed in LHD plasmas.
- The ambipolar $E_{r}$ is negative in the inner-half radius, but its size is small compared with typical ion-root plasmas.
- The ambipolar $E_{r}$ transits to positive around the middle radius.
- The heavier impurities form hollower density profiles.
- The impurity hole is formed faster and hollower as the magnetic axis is shifted more outward.
- The high $\nabla T_{i}$ is considered to be a trigger of the impurity hole formation.
- NBI can affect the impurity transport by inducing high $\nabla T$ and by providing momentum to the system.
- The toroidal flow can also induce the hollow impurity density profile.

In the following chapters, we investigate an impurity hole plasma by global neoclassical simulation. In the simulations, we focus on the transport of carbon impurity and the impact of $\nabla T_{i}$ on the transport. Other features such as the impact of NBI, charge dependence, and dependence on the magnetic axis position are not considered.

## Chapter 5

## Numerical schemes

A global neoclassical code FORTEC-3D is used as the main tool for numerical investigation in this study. FORTEC-3D is a Monte Carlo $\delta f$ simulation code $50,58,68,73,74$. The numerical schemes are described in this chapter.

## $5.1 \delta f$ method

### 5.1.1 Two weight $\delta f$ scheme

In the $\delta f$ scheme, the deviation part of the distribution function $\delta f$ is evaluated by solving a drift-kinetic equation in which the form of the lowest order distribution function is fixed. Following the formalism introduced in Sec. 3.5.3, here we choose the form of the lowest order distribution function as

$$
\begin{equation*}
f_{0}=f_{M} \exp \left(-Z e \Phi_{1} / T\right) \tag{5.1}
\end{equation*}
$$

The species label is discarded for simplicity in this subsection.
In the two-weight scheme 75,76 , the distribution functions are represented by the products of the marker particle distribution $g(\boldsymbol{Z}, t)$ and the weight fields $P(\boldsymbol{Z}, t)$ and $W(\boldsymbol{Z}, t)$, respectively, as

$$
\begin{align*}
f_{0}(\boldsymbol{Z}, t) & =P(\boldsymbol{Z}, t) g(\boldsymbol{Z}, t)  \tag{5.2}\\
\delta f(\boldsymbol{Z}, t) & =W(\boldsymbol{Z}, t) g(\boldsymbol{Z}, t) \tag{5.3}
\end{align*}
$$

Each marker particle is assigned two weights, $w_{i}$ and $p_{i}$, that are defined as the values of the weight fields $W$ and $P$ at the phase position $\boldsymbol{Z}_{i}$, respectively:

$$
\begin{align*}
w_{i}(t) & =W\left(\boldsymbol{Z}_{i}(t), t\right)  \tag{5.4}\\
p_{i}(t) & =P\left(\boldsymbol{Z}_{i}(t), t\right) \tag{5.5}
\end{align*}
$$

where $i$ is the marker particle label.

The marker particle distribution satisfies the conservation equation

$$
\begin{equation*}
\frac{D g}{D t}=0 \tag{5.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{D}{D t} \equiv \frac{d}{d t}-C^{T} \tag{5.7}
\end{equation*}
$$

is the derivative along the guiding-center motion in the phase space including the velocity diffusion due to the test-particle operator $C^{T}$ defined by 3.32 .

In the collisionless limit, (5.7) reduces to derivative along the collisionless guiding-center orbit 3.40 and the weights obey

$$
\begin{equation*}
\frac{d}{d t}(w+p)=0 \tag{5.8}
\end{equation*}
$$

Together with the drift-kinetic equation, this yields the evolution equations for the weights

$$
\begin{align*}
\frac{D p_{i}}{D t} & =\frac{p_{i}}{f_{0}} \dot{\boldsymbol{Z}} \cdot \frac{\partial}{\partial \boldsymbol{Z}} f_{0}-\frac{Z e}{T} \frac{\partial \Phi_{1}}{\partial t} p_{i}  \tag{5.9}\\
\frac{D w_{i}}{D t} & =-\frac{p_{i}}{f_{0}}\left(\dot{\boldsymbol{Z}} \cdot \frac{\partial}{\partial \boldsymbol{Z}}-C^{F}\right) f_{0}+\frac{Z e}{T} \frac{\partial \Phi_{1}}{\partial t} p_{i} \tag{5.10}
\end{align*}
$$

which are evaluated at $\boldsymbol{Z}=\boldsymbol{Z}_{i}(t)$. The radial particles flux is then numerically evaluated by

$$
\begin{equation*}
\Gamma_{a}\left(r_{k+1 / 2}\right)=\frac{1}{\Delta V_{k+1 / 2}} \sum_{i} w_{i} \dot{r}_{i} C\left(i, r_{k}\right), \text { for } r_{k}<r_{i}<r_{k+1} \tag{5.11}
\end{equation*}
$$

where $k$ is the radial mesh number, $\Delta V_{k+1 / 2}$ is the volume between $r_{k}$ and $r_{k+1}$, and $C\left(i, r_{k}\right)$ is the shaping factor of a marker 73 .

### 5.2 Monte Carlo collision operator

In this study, we employ the Sugama operator as the linearized collision operator 46, 77. The Sugama operator was designed to satisfy the basic properties of the linearized Landau collision operator 3.34 - 3.37 even when the temperatures of the two species are not the same. However, here we describe only the scenarios in which all the ion species are in thermal equilibrium with each other since we only analyze such scenarios in this study. Note that the ion-electron collision is neglected in this study as will be explained in Sec. 6.2.2, though $T_{i} \neq T_{e}$ is common in impurity hole plasmas. We also approximate the lowest order distribution function in the collision operator by a Maxwellian. The properties (3.34)-(3.37) do not depend on whether the factor $\exp \left(-Z_{a} e \Phi_{1} / T_{a}\right)$ is included in the lowest order distribution function since the factor has no velocity dependence and can be placed outside the velocity integrals.

### 5.2.1 Test-particle operator

In the $\delta f$ simulation, the test-particle part of the collision operator is described by a random walk of marker particles in the velocity space 77,78 .

The pitch angle scattering operator (3.21) can be rewritten in the form of a Fokker-Planck equation:

$$
\begin{equation*}
\nu_{D}^{a b} \mathcal{L} \delta f_{a}=\frac{\partial}{\partial \xi}\left(\nu_{D}^{a b}(v) \xi \delta f_{a}\right)+\frac{\partial^{2}}{\partial \xi^{2}}\left(\frac{\nu_{D}^{a b}(v)\left(1-\xi^{2}\right)}{2} \delta f_{a}\right) \tag{5.12}
\end{equation*}
$$

It is known that a Fokker-Planck equation,

$$
\begin{equation*}
\frac{\partial f}{\partial t}=-\frac{\partial}{\partial X}(F f)+\frac{\partial^{2}}{\partial X^{2}}\left(\frac{D}{2} f\right) \tag{5.13}
\end{equation*}
$$

is equivalent to a Langevin equation for a random variable $X$ 79,

$$
\begin{equation*}
\dot{X}=F(X)+R \tag{5.14}
\end{equation*}
$$

where $F$ is a drag force, and $R$ is a random force that satisfies

$$
\begin{align*}
\langle R(t)\rangle_{f} & =0  \tag{5.15}\\
\left\langle R\left(t_{1}\right) R\left(t_{2}\right)\right\rangle_{f} & =D \delta\left(t_{2}-t_{1}\right) \tag{5.16}
\end{align*}
$$

where

$$
\begin{equation*}
\langle(\ldots)\rangle_{f} \equiv \int(\ldots) f(X) d X \tag{5.17}
\end{equation*}
$$

By comparing 5.12 and 5.13 , we find that the increment of the pitch angle in a single step is given by

$$
\begin{equation*}
\Delta \xi=-\nu_{D}^{a b} \xi \Delta t+\delta R \sqrt{D_{\xi}^{a b} \Delta t} \tag{5.18}
\end{equation*}
$$

where $\Delta t$ is the step size and

$$
\begin{equation*}
D_{\xi}^{a b}=\nu_{D}^{a b}(v)\left(1-\xi^{2}\right) \tag{5.19}
\end{equation*}
$$

The coefficient $\delta R$ is where a Monte Carlo method is used and takes 1 or -1 with equal probability.

A Monte Carlo expression of the energy diffusion term 3.22 can be similarly derived. However, $v^{2}$ is chosen as the random variable in the Langevin equation instead of $v$ since the drag force diverges at $v \rightarrow 0$ when $v$ is chosen 77 . Considering the Jacobian $J=v / 2$ for the variable change $v^{2} d v \rightarrow J d v^{2}$, we then transform the energy diffusion term as

$$
\begin{equation*}
c_{v}^{a b} \delta f_{a}=-\frac{1}{J} \frac{\partial}{\partial v^{2}}\left(J F_{v^{2}}^{a b} \delta f_{a}\right)+\frac{1}{J} \frac{\partial^{2}}{\partial\left(v^{2}\right)^{2}}\left(\frac{J D_{v^{2}}^{a b}}{2} \delta f_{a}\right) \tag{5.20}
\end{equation*}
$$

with

$$
\begin{align*}
& F_{v^{2}}^{a b}=2 v^{2} \nu_{v}^{a b}-3 v_{T a}^{2} \nu_{v}^{a b}-v v_{T a}^{2} \frac{\partial}{\partial v} \nu_{v}^{a b},  \tag{5.21}\\
& D_{v^{2}}^{a b}=4 v^{2} v_{v}^{a b} v_{T a}^{2} . \tag{5.22}
\end{align*}
$$

Thus, we find that the energy diffusion term can be described by a random walk in the $v^{2}$ coordinate:

$$
\begin{equation*}
\Delta v^{2}=F_{v^{2}}^{a b} \Delta t+\delta R \sqrt{D_{v^{2}}^{a b} \Delta t} \tag{5.23}
\end{equation*}
$$

### 5.2.2 Field-particle operator

The field-particle term is designed to compensate the changes in particle number, momentum, and energy due to the operation of the test-particle term (including their numerical errors) (77],

$$
\begin{align*}
\left(\begin{array}{c}
\delta N_{a b}^{T} \\
m_{a} v_{T a} \delta V_{b a}^{T} \\
2 T_{a} \delta W_{b a}^{T}
\end{array}\right) & \equiv \Delta t \int d^{3} v\left(\begin{array}{c}
C_{a b}^{T}\left(\delta f_{a}\right) \\
m_{b} v_{\|} C_{b}^{T}\left(\delta f_{b}\right) \\
m_{b} v^{2} C_{b a}^{T}\left(\delta f_{b}\right)
\end{array}\right) \\
& =-\Delta t \int d^{3} v C_{a b}^{F}\left(\delta f_{b}\right)\left(\begin{array}{c}
1 \\
m_{a} v_{\|} \\
m_{a} v^{2}
\end{array}\right), \tag{5.24}
\end{align*}
$$

and its form is given by

$$
\begin{equation*}
\Delta t C_{a b}^{F}\left(\delta f_{b}\right)=f_{a M}\left[c_{0} S_{a b}+c_{1} Q_{a b} \delta V_{b a}^{T}+c_{2} R_{a b} \delta W_{b a}^{T}\right] \tag{5.25}
\end{equation*}
$$

where $Q_{a b}, R_{a b}$, and $S_{a b}$ are functions independent of $\delta f_{a}$ and $\delta f_{b}$, and $c_{0}, c_{1}$, and $c_{2}$ are determined by inversely solving the following equation:

$$
\begin{align*}
\left(\begin{array}{c}
\delta N_{a b}^{T} \\
m_{a} v_{T a} \delta V_{b}^{T} \\
2 T_{a} \delta W_{b a}^{T}
\end{array}\right)=- & \int d^{3} v f_{a M}\left(\begin{array}{ccc}
S_{a b} & R_{a b} & Q_{a b} \\
m_{a} v_{\|} S_{a b} & m_{a} v_{\|} R_{a b} & m_{a} v_{\|} Q_{a b} \\
m_{a} v^{2} S_{a b} & m_{a} v^{2} R_{a b} & m_{a} v^{2} Q_{a b}
\end{array}\right) \\
& \times\left(\begin{array}{c}
c_{0} \\
c_{1} \delta V_{b a}^{T} \\
c_{2} \delta W_{b a}^{T}
\end{array}\right) . \tag{5.26}
\end{align*}
$$

The equation above indicates that the coefficients $\left(c_{0}, c_{1} \delta V_{b a}^{T}, c_{2} \delta W_{b a}^{T}\right)$ become of the following form,

$$
\begin{equation*}
\alpha \delta N_{a b}^{T}+\beta \delta V_{b a}^{T}+\gamma \delta W_{b a}^{T}, \tag{5.27}
\end{equation*}
$$

where $\alpha, \beta$, and $\gamma$ are some coefficients; therefore, (5.25) can be expressed by a linear combination of the velocity moments $N_{a b}^{T}, V_{b a}^{T}$, and $\delta W_{b a}^{T}$ with some coefficients $\alpha^{\prime}, \beta^{\prime}$, and $\gamma^{\prime}$, as

$$
\begin{equation*}
\Delta t C_{a b}^{F}\left(\delta f_{b}\right)=\alpha^{\prime} \delta N_{a b}^{T}+\beta^{\prime} \delta V_{b a}^{T}+\gamma^{\prime} \delta W_{b a}^{T} . \tag{5.28}
\end{equation*}
$$

### 5.3 Weight-splitting method

The numerical evaluation method of the radial particle flux (5.11) does not directly provide information on how each driving force contributes to the flux. One approach to evaluating the impacts of each driving force is setting all driving forces other than the one of interest to zero. This can be a practical option for local simulation because the radially local approximation enables us to set the gradients of the background parameters to zero on an arbitrary flux surface. However, this is not a realistic option for a global simulation.

The first reason is simply the numerical cost. Since the calculation time required by a global simulation is tens or hundreds of times larger than those of local simulations for a single case. Thus, it is not always possible to investigate the impact of each driving force using this method, particularly, when several species are present in the plasma. The second reason, which is more crucial, is the global effects. The outputs of global simulation depend on the global structure of the background parameter profiles. A self-consistent calculation of the ambipolar $E_{r}$ requires all the driving forces to be considered as well. Thus, we cannot modify the profiles of the background parameters in an arbitrary manner. Therefore, we have developed a new method to evaluate the impacts of each driving force on the structure of $\delta f$ by a single global $\delta f$ simulation without a significant increase in the numerical cost. In this thesis, we ignore $\Phi_{1}$ for simplicity.

### 5.3.1 Theoretical consideration underlying the method

As represented by (3.58), the evolution of $\delta f_{a}$ is determined by the linearized collision term and the linear combination of driving forces. Corresponding to each driving force, the distribution function can then be decomposed as

$$
\begin{equation*}
\delta f_{a}=\sum_{b} \sum_{j=1}^{2} \delta f_{a b}^{j}, \tag{5.29}
\end{equation*}
$$

where $\delta f_{a b}^{j}$ is proportional to $X_{b j}$, and each component satisfies either of the decomposed drift-kinetic equations:

$$
\begin{align*}
\frac{d}{d t} \delta f_{a a}^{j} & =-j_{a j} f_{a M} X_{a j}+C_{a a}^{L}\left(\delta f_{a a}^{j}\right) \\
\frac{d}{d t} \delta f_{a b}^{j} & =C_{a b}^{L}\left(\delta f_{a b}^{j}\right), \quad(a \neq b) \tag{5.30}
\end{align*}
$$

Thus, for example, the integral

$$
\begin{equation*}
\delta n_{a}^{j}=\int d^{3} v \delta f_{a a}^{j} \tag{5.31}
\end{equation*}
$$

gives the density variation caused by the $i$-th driving force regardless of the other driving forces. Note here that the collision terms do not contribute to the density variation in the form of (5.31) since the linearized Coulomb collision operator does not affect the spatial variables (or equivalently by the particle conservation law, $\left.0=\int d t \int d^{3} v C^{L}(\delta f)\right)$. The collisions affect the density variation through the velocity variables in the microscopic flow terms (3.56) and (3.57) instead.

### 5.3.2 Implementation of the method

Now, let us describe how to implement the scheme described above in MonteCarlo two-weight $\delta f$ simulation codes. Corresponding to (5.29), we can split the weight as

$$
\begin{equation*}
w_{a}=\sum_{b} \sum_{j=1}^{2} w_{a b}^{j}, \tag{5.32}
\end{equation*}
$$

where each component is a solution of either of the equations corresponding to (5.30):

$$
\begin{align*}
& \frac{D}{D t} w_{a a}^{j}=-p_{a} j_{j} X_{a j}+C_{a a}^{F}\left(w_{a a}^{j}\right), \\
& \frac{D}{D t} w_{a b}^{j}=C_{a b}^{F}\left(w_{b b}^{j}\right), \quad(a \neq b), \tag{5.33}
\end{align*}
$$

Evaluating the solutions of (5.33), instead of 5.10, gives the $\delta f$ components with respect to each driving force.

### 5.4 Computational method

### 5.4.1 Parallel computation

FORTEC-3D code is written with Message Passing Interface (MPI) for parallel computation. Marker particles are assigned to each MPI process, and the collisionless orbits of the guiding center motions are solved independently in each MPI process. When information in other MPI processes is required, for example, in performing the calculation of collisions, intercommunication between different MPI processes is used.

For a multi-species calculation, MPI processes are grouped at three different levels. The grouping structure is illustrated in figure 5.1 for a case of three species. The grouping at the first level is simply the collection of all the processes. At the second level, MPI processes are grouped into species groups. When quantities such as the total momentum of a specific species are calculated, MPI communication at the second level is performed. Usually, such information is collected in the process of rank 0 in the group. At the third level, processes of rank 0 at the second level are grouped. When
interspecies communication is needed, information collected in the rank 0 processes is exchanged.

For a typical simulation with three species, 240 processes are used, and $8 \times 10^{5}$ marker particles are assigned to each process. Thus, the total marker particle number for each species is

$$
\left(8 \times 10^{5} \times 240\right) \div 3=64 \times 10^{6}
$$



Figure 5.1: Grouping structure for a case of three species. Reprinted from 80.

### 5.4.2 Evaluation of continuous profiles of $\delta n$ and $\Phi_{1}$

Let us discuss how to construct continuous profiles of $\delta n$, and therefore of $\Phi_{1}$ as an example of parallel computation with MPI. Continuous forms of physical quantities such as the density variation, $\delta n_{a}$, and the non-uniform part of electrostatic potential, $\Phi_{1}$, are obtained by applying the coarse-graining method similar to that described in Sec 2.1.2 and the Fourier transformation.

In this thesis, the Boozer configuration space is divided into 50 in the radial direction and into 40 in both $\theta$ - and $\zeta$-direction, respectively. At each calculation step, the coarse-grained density in the $\mu$-th cell is evaluated by

$$
\begin{equation*}
\delta n_{\mu}=\frac{\sum_{i} w_{i} g_{i}}{V_{\mu}}, \quad \boldsymbol{Z}_{i} \in \mu \tag{5.34}
\end{equation*}
$$

where $V_{\mu}$ is the cell volume and $i$ is the marker particle label (Figure 5.2 ). The summation in (5.34) is first taken in each process in parallel, and then, the value is collected in the rank 0 process at the second (species) level to take the total sum and divide it by the cell volume.

After several time steps, the coarse-grained density is averaged over that period. The continuous spectrum on each flux surface is then obtained by Fourier transformation along angle coordinates, $\theta$ and $\zeta(3.128)-3.130$. In the radial direction, each Fourier component is interpolated with the thirdorder spline function. Using this spectrum, smooth density functions $\delta n_{a}$ can be constructed. Finally, the density spectra data of each species are sent to one specific process of rank 0 by a third level MPI communication. Using these $\delta n_{a}, \Phi_{1}$ is constructed and broadcasted to all other processes.


Figure 5.2: Schematic view of Equation (5.34).

### 5.4.3 Setting up time step size

In multi-species calculation, the time step sizes used in the calculations of the equations of motion, the ambipolar condition, and collisions are common for all the species. To set up the step sizes, the minimum collision time among those between all the possible species combinations on all the flux surfaces, $\tau_{\min }=\min \left[\tau_{a b}(r)\right]$, is determined. The step size for collisions $\Delta t_{\text {coll }}$ is then determined by

$$
\begin{equation*}
\Delta t_{\mathrm{coll}}=d t_{\mathrm{coll}} \times \tau_{\min } \tag{5.35}
\end{equation*}
$$

where $d t_{\text {coll }} \sim 10^{-3}-10^{-5}$ is an adjustment factor.
To determine the orbit step size $\Delta t_{\text {orb }}$, the minimum value of the transit time is chosen among those of all the species on all the flux surfaces:

$$
\begin{equation*}
\omega_{N, \text { min }}^{-1}=\min \left[R /\left(\iota(r) N v_{T a}(r)\right)\right] \tag{5.36}
\end{equation*}
$$

where $N$ is the toroidal symmetry number. Then, $\Delta t_{\text {orb }}$ is determined by

$$
\begin{equation*}
\Delta t_{\mathrm{orb}}=\frac{\Delta t_{\mathrm{coll}}}{N_{\mathrm{ss}}} \tag{5.37}
\end{equation*}
$$

where the parameter $N_{\mathrm{sS}}$ is chosen so that the following condition is satisfied for an input parameter $N_{\mathrm{ss}}^{\mathrm{in}}$,

$$
\begin{equation*}
\Delta t_{\mathrm{orb}}=\frac{\Delta t_{\mathrm{coll}}}{N_{\mathrm{ss}}} \leq \frac{\omega_{N, \min }^{-1}}{N_{\mathrm{ss}}^{\mathrm{in}}} \tag{5.38}
\end{equation*}
$$

In the simulation below, we set $d t_{\text {coll }}=2.5 \times 10^{-5}$ and $N_{\mathrm{ss}}^{\mathrm{in}}=40$.

## Chapter 6

## Global neoclassical simulation

### 6.1 Why global simulation is needed

Several studies on the impurity hole plasmas have been performed with radially local neoclassical codes (e.g., $19,20,65]$ ). The results of the studies have highlighted the limitations of the conventional local neoclassical models. In the following subsections, we illustrate why the investigation of the impurity hole phenomenon requires global simulations.

### 6.1.1 Impurity holes are formed in low-collisionality plasmas with small $E_{r}$

As explained in Sec. 3.4.2, the radially local approximation is usually implemented by neglecting the entire magnetic drift from the guiding-center motion. It is known that this sort of radially local approximation will be invalid for low-collisionality and small $E_{r}$ plasmas since models then become incapable of properly describing the diffusion process in the low-collisionality regimes illustrated in Sec. 3.3.4 50,51,58. The reason is as follows.

Since the $E \times B$ drift is the only component of the drift velocity in the conventional local models, the helically trapped particles lose their mobility on the flux surface when $E_{r}$ is close to zero, which results in the overestimation of the $1 / \nu$-type trapped particle diffusion. Consequently, radial fluxes in the conventional local models exhibit a strong peak around $E_{r}=0$.

Such an excessive transport can be largely moderated by the inclusion of the tangential component of the magnetic drift. The tangential $\boldsymbol{v}_{m}$ moves the trapped particles along the flux surface and can detrap them without collision. Additionally, the peaking point is shifted from where $E_{r}=0$ to where the particle average of $\overline{\boldsymbol{v}_{d} \cdot \nabla \alpha} \equiv\left(\overline{\left.\boldsymbol{v}_{m}+\boldsymbol{v}_{E}\right) \cdot \nabla \alpha}\right.$ vanishes on the flux surface, where the overbar denotes the orbit average. As the result,
the difference in the radial particle or energy flux of hydrogen ion between calculations with and without the tangential $\boldsymbol{v}_{m}$ can be an order of magnitude [50, 51,58]. Furthermore, in unoptimized devices such as LHD under the conditions being discussed, the radial component of $\boldsymbol{v}_{m}$ can also be non-negligible 59]. In LHD cases, the global and ZOW models yield very similar $E_{r}$ dependences of the radial flux, but the peak value of the global calculation result becomes a few times smaller than that of the ZOW model calculation 50,58.

### 6.1.2 Structure of $\Phi_{1}$ depends on whether the magnetic drift is considered or not

The effect of the radial $\boldsymbol{v}_{m}$ also appears in the structure of $\Phi_{1}$. Ref. [19] first showed that the structure of $\Phi_{1}$ is largely modified by the inclusion of the tangential magnetic drift by comparing the calculation results of a typical local model and a local model with the tangential magnetic drift.

To examine if the radial component of the magnetic drift further modifies the $\Phi_{1}$ structure, we evaluated $\Phi_{1}$ with three different models: DKES-like model (Sec. 3.4.5), ZOW model (Sec. 3.4.4) and global model (Sec. 3.4.1) 81. In the simulations, $\Phi_{1}$ was calculated in a pure hydrogen plasma with small negative $E_{r}(\sim-2 \mathrm{kV} / \mathrm{m})$. That is, the structure of $\Phi_{1}$ was evaluated from the hydrogen density variation:

$$
\begin{equation*}
\Phi_{1}=\frac{1}{e}\left(\sum_{I} \frac{Z_{I}^{2} n_{I 0}}{T_{i}}+\frac{n_{e 0}}{T_{e}}\right)^{-1} \delta n_{i} \tag{6.1}
\end{equation*}
$$

This approximation can be reasonable when the amount of impurities is as small as those of impurity hole plasmas because the phase structure of $\Phi_{1}$ is mainly determined by $\delta n_{i}$ when the effect of $\Phi_{1}$ is not included in the drift-kinetic equation either. The result at $r / a=0.6$ is shown in Figure 6.1.

By comparing the DKES-like result (left) against the ZOW (center) and the global (right) results, we observed that the inclusion of the magnetic drift largely affected the phase of $\Phi_{1}$. In the ZOW result, the form of the extreme value regions was deformed, and the amplitude increased from the DKES-like result. This tendency is expected as the contribution of resonating particles for which the bounce-averaged tangential drift vanishes: $\overline{\boldsymbol{v}_{d} \cdot \nabla \alpha}=0$ (see 3.136 ). In contrast, in the global result, the resonance was avoided by the radial component of the magnetic drift. The resulting phase of $\Phi_{1}$ in the global result was very close to the DKES-like result, while the signs were opposite. These comparisons implied that the global effects are important for neoclassical simulations when $\Phi_{1}$ is not negligible.


Figure 6.1: Profiles of $\Phi_{1}$ on the flux surface at $r / a=0.6$ calculated with the DKES-like model (left), the ZOW model (center), and the global model (right), respectively. Note that the range of the color contour is different for each model.

### 6.1.3 Local models cannot manage root-transitioning of $E_{r}$

In an impurity hole plasma, the ambipolar $E_{r}$ changes its sign along the minor radius. By global neoclassical simulation, a radially continuous profile of $E_{r}$ and corresponding neoclassical fluxes can be obtained even if the $E_{r}$ changes its sign. By local simulation, on the other hand, the connection between an ion root and an electron root cannot be determined by itself. To determine how to connect the two different roots by local simulation, the finite-orbit-width (FOW) effect or the effects of anomalous transport on the radial fluxes need to be modeled and incorporated into the simulation model 82, 83 . The resulting $E_{r}$ profile generally exhibits a transition within a very small radial range $(\Delta r / a \ll 0.1)$ with a large slope across the transitioning surface [84, 85] because the neoclassical hydrogen flux is overestimated in the limit $E_{r} \rightarrow 0$. However, in the measurement of [64], the transition width appears to be $\Delta r / a=0.1-0.2$. This size is of the same scale as the typical ion drift orbit width. Therefore, if the transition of the $E_{r}$ sign is a fundamental property of impurity hole plasmas, a global code that essentially includes the FOW effect has an advantage over local codes.

### 6.2 Simulation model and setup

### 6.2.1 Guiding-center model

For simulation, we employ the global model described in Sec. 3.4.1. In Boozer coordinates, the guiding-center equations of motion are expressed as
follows:

$$
\begin{align*}
& \frac{d r}{d t}= \frac{\delta}{\gamma}\left(I \frac{\partial B}{\partial \zeta}-G \frac{\partial B}{\partial \theta}\right)+\frac{Z_{a} e}{\gamma}\left(I \frac{\partial \Phi}{\partial \zeta}-G \frac{\partial \Phi}{\partial \theta}\right)  \tag{6.2}\\
& \frac{d \theta}{d t}= \frac{G}{\gamma}\left(\delta B^{\prime}+Z_{a} e \Phi^{\prime}\right)+\frac{v_{\|} B}{\gamma}\left(Z_{a} e \chi^{\prime}-\frac{m_{a} v_{\|}}{B} G^{\prime}\right)  \tag{6.3}\\
& \frac{d \zeta}{d t}=-\frac{I}{\gamma}\left(\delta B^{\prime}+Z_{a} e \Phi^{\prime}\right)+\frac{v_{\|} B}{\gamma}\left(Z_{a} e \psi^{\prime}+\frac{m_{a} v_{\|}}{B} I^{\prime}\right)  \tag{6.4}\\
& \frac{d v_{\|}}{d t}=-\frac{v_{\|}}{B \gamma}\left[Z_{a} e\left(I \frac{\partial B}{\partial \zeta}-G \frac{\partial B}{\partial \theta}\right) \Phi^{\prime}-\mu\left(I \frac{\partial \Phi}{\partial \zeta}-G \frac{\partial \Phi}{\partial \theta}\right) B^{\prime}\right] \\
&+\frac{Z_{a} e B}{m_{a} \gamma}\left[\left(\frac{m_{a} v_{\|}}{Z_{a} e B} G^{\prime}-\chi^{\prime}\right)\left(\mu \frac{\partial B}{\partial \theta}+Z_{a} e \frac{\partial \Phi}{\partial \theta}\right)\right. \\
&\left.\quad\left(\frac{m_{a} v_{\|}}{Z_{a} e B} I^{\prime}+\psi^{\prime}\right)\left(\mu \frac{\partial B}{\partial \zeta}+Z_{a} e \frac{\partial \Phi}{\partial \zeta}\right)\right] \tag{6.5}
\end{align*}
$$

where

$$
\begin{equation*}
\delta \equiv \mu+\frac{m_{a} v_{\|}^{2}}{B} \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma \equiv Z_{a} e B B_{\|}^{*} \sqrt{g} \tag{6.7}
\end{equation*}
$$

are defined. $\delta$ here is not to be confused with the delta function or some ordering parameter. A derivation of the expressions 6.2- 6.5 is provided in Sec. A. 2 .

The drift-kinetic equation then becomes

$$
\begin{array}{r}
\quad\left(\frac{\partial}{\partial t}+\dot{\boldsymbol{X}} \cdot \nabla+\dot{v}_{\|} \frac{\partial}{\partial v_{\|}}\right) \delta f_{a}-C_{a b}^{T}\left(\delta f_{a}\right)=C_{a b}^{F}\left(\delta f_{b}\right)+\frac{Z_{a} e}{T_{a}} \frac{\partial \Phi_{1}}{\partial t} \\
-\dot{\boldsymbol{X}} \cdot \nabla r\left[\frac{n_{a 0}^{\prime}}{n_{a 0}}+\frac{Z_{a} e \Phi_{0}^{\prime}}{T_{a}}+\left(\frac{m_{a} v_{\|}^{2}}{2 T_{a}}+\frac{\mu B}{T_{a}}-\frac{3}{2}+\frac{Z_{a} e \Phi_{1}}{T_{a}}\right) \frac{T_{a}^{\prime}}{T_{a}}\right] f_{a 0} \tag{6.8}
\end{array}
$$

where $f_{0 a}=f_{a M} \exp \left(-Z_{a} e \Phi_{1} / T_{a}\right)$.

### 6.2.2 Particle species and electromagnetic fields

An LHD plasma with the standard configuration with a major radius of $R_{0}=3.7 \mathrm{~m}$ and a minor radius of $a=0.62 \mathrm{~m}$ is investigated. The MHD equilibrium magnetic field configuration is calculated using VMEC code 86. The magnetic field strength and its major Fourier components in Boozer coordinates are represented in Figure 6.2. The plasma contains two different impurity species, helium $\mathrm{He}^{2+}$ and carbon $\mathrm{C}^{6+}$, as well as the main ion species, hydrogen $\mathrm{H}^{1+}$. Since solving electrons together requires roughly 50 times the numerical cost, the drift-kinetic equation is solved only for the ions by the global code. The collisions of the ions with the electrons are also neglected.


Figure 6.2: Magnetic field strength on the flux surface at $r / a=0.2$ (top left), 0.5 (top right) and 0.8 (bottom left), and the major Fourier components of the magnetic field (bottom right). The value of the cosine- $(0,0)$ component in the bottom right figure is adjusted by subtracting 2.5 for visualization purposes. $\theta$ and $\zeta$ are the poloidal and the toroidal angles in Boozer coordinates, respectively, and $N=10$. In the calculations below, 31 components are considered in the magnetic field spectrum.

In the evolution equation of ambipolar radial electric field 2.80 , electron flux evaluated with a local neoclassical code PENTA is used. The $\Phi_{1}$-effect is not considered in the electron flux. Also, the contribution of the nonadiabatic variation of the electron density $\delta n_{e}$ is neglected in the quasineutrality condition, i.e., $\Phi_{1}$ is evaluated by

$$
\begin{align*}
\Phi_{1} & =\frac{1}{e}\left(\sum_{I} Z_{I}^{2} \frac{n_{I 0}}{T_{I}}+\frac{n_{e 0}}{T_{e}}\right)^{-1} \sum_{I} Z_{I} n_{I 1} \\
& =\frac{1}{e}\left(\sum_{I} Z_{I}^{2} \frac{n_{I 0}}{T_{I}}+\frac{n_{e 0}}{T_{e}}\right)^{-1} \sum_{I} Z_{I} \int d^{3} v f_{I 1}, \tag{6.9}
\end{align*}
$$

where the subscript $I$ refers to ion species. The first approximation is jus-
tified since the impact of $\Phi_{1}$ on the electron flux is as small as that on the hydrogen flux, which is, as will be shown below, negligible particularly in the near-axis region. The second approximation is justified by $\delta f_{e} / \delta f_{i} \sim \rho_{e} / \rho_{i} \ll 1$ when $T_{i} \sim T_{e}$. However, the validity of the second approximation is questioned when $E_{r}$ takes large positive values [18]. This point is briefly discussed in Sec. 7.1.

In our global simulations, these quantities are evaluated with the initial condition $\delta f_{a}=E_{r}=0$. The equation for the time evolution of $E_{r}$ (2.80) is solved every time step, while $\Phi_{1}$ is, as illustrated in Sec. 5.4.2, updated every certain time steps over which $\delta n_{I}$ is averaged. The time averaging length was about $1 / 40$ times the collision time. The numerical treatment of Equation (2.80) in FORTEC-3D, including how to manage the bifurcation problem, is described in 73. The evaluation methods of the quantities of primary interest are summarized in Table6.1. After $\Gamma_{I}$ and $E_{r}$ reach almost steady values, these quantities are averaged over a time interval $\mathcal{T}$ :

$$
\begin{align*}
& \overline{\Gamma_{I}}=\frac{1}{\mathcal{T}} \int_{t_{0}}^{t_{0}+\mathcal{T}} \Gamma_{I} d t  \tag{6.10}\\
& \overline{E_{r}}=\frac{1}{\mathcal{T}} \int_{t_{0}}^{t_{0}+\mathcal{T}} E_{r} d t \tag{6.11}
\end{align*}
$$

where $t_{0}$ is the time at which both $\Gamma_{I}$ and $E_{r}$ show convergence for the entire minor radius. We consider the averaged values $\overline{\Gamma_{I}}$ and $\overline{E_{r}}$ as the output values of $\Gamma_{I}$ and $E_{r}$ of the simulation. In the simulations below, we take $t_{0} \sim 10 \tau_{C}$ and $\mathcal{T} \sim \tau_{C}$.

Table 6.1: How to evaluate the quantities of interest

| Quantities | Evaluation Method |
| :---: | :---: |
| $\Gamma_{I}$ | By Equation 2.55), numerically by 5.11$).$ |
| $\Gamma_{e}$ | A value evaluated with PENTA is <br> read from an input file in evaluating $E_{r}$. |
| $E_{r}$ | By <br> with the initial condition $E_{r}=0$. |
| $\Phi_{1}$ | By Equation 6.9$),$ numerically <br> with the method described in Sec. 5.4.2 |



Figure 6.3: Radial profiles of the densities (left) and temperatures (right) except for the carbon density profile.

### 6.2.3 Plasma profiles

We investigate three different cases, each corresponding to a different carbon density profile. The $n-T$ profiles, including the carbon density profile, for case A are the same as those used in previous studies on an impurity hole plasma 15,20 . All the ion species are assumed to be in thermal equilibrium with each other; therefore, they have the same temperature $T_{I}=T_{i}$. A high ion temperature in the core, which is usually induced by NBI, characterizes an impurity hole plasma and distinguishes it from other ion-root plasmas. The radial profiles of the temperatures and densities except for the carbon density profile are plotted in Figure 6.3.

The carbon density profiles for each case are plotted in Figure 6.5, and the corresponding profiles of the effective charge $Z_{\text {eff }} \equiv \sum_{I} n_{I} Z_{I}^{2} / n_{e}$ are shown in Figure 6.6.

For case A, the hollow structure of the carbon density profile is formed at an off-axis region $(0.2<r / a<0.7)$. The density gradient near the axis thus can contribute to driving the carbon impurities outward. However, there remains an ambiguity in the density profile near the axis since as the density level decreases, the measurement of $n_{C}$ by charge exchange spectrography tends to be inaccurate. Furthermore, density profiles depend on how to fit the observed data. For example, Figure 5 of [14] and Figure 1 of [20] represent $n_{C}$ profiles for the same discharge (shot \#113208 at $t=4.64 \mathrm{~s}$ ) but are different especially near the magnetic axis. Since a gyro-kinetic study, whose result will be compared with our result, adopted the same $n_{C}$ profile as [20, we also adopt the profile as case A in this study. However, Ref. (14), in which time evolution of $n_{C}$ profile is also shown, indicates that the $n_{C}$ profile is more flat near the magnetic axis during the impurity hole is sustained. We thus have prepared two more cases, B and C, by modifying the carbon density profile around the magnetic axis.


Figure 6.4: Normalized collisionality, $\nu_{* a}$, of $\mathrm{H}^{1+}$ (red), $\mathrm{He}^{2+}$ (green), $\mathrm{C}^{6+}$ (blue), and the lower bound of the Pfirsch-Schlülter regime (magenta).

For case B, the carbon density gradient near the axis is flattened. The resulting profile shape is close to that of [14]. On the other hand, the gradient near the axis is steepened for case C. Thus, while the density gradient $d n_{c} / d r$ does not work as a driving force for case B , it works as an inward force for the carbon flux for case C.

In Figure 6.4 the normalized collisionality, $\nu_{* a}$, of each ion-species is plotted. In the figure, the magenta line represents the lower bound of the Pfirsch-Schlülter regime. The banana regime in the axisymmetric limit corresponds to

$$
\begin{equation*}
\nu_{* a}<1 \tag{6.12}
\end{equation*}
$$

and the intermediate region between $\nu_{* a}=1$ and the magenta line to the plateau regime. As briefly mentioned in the introduction and in Sec. 3.2.2, it is possible that the contribution of $E_{r}$ to impurity transport is canceled in the species sum. As a condition for the effect to take place, however, the impurity species is required to be in the Pfirsch-Schlülter regime 77,60 while the bulk ions are in the $1 / \nu$ regime. In the present case, $\mathrm{H}^{1+}$ and $\mathrm{He}^{2+}$ are in the $1 / \nu$ or $\sqrt{\nu} \sim \nu$ regime, but $\mathrm{C}^{6+}$ is not so highly collisional to be in the Pfirsch-Schlülter regime and belongs in the plateau regime. The cancellation of $E_{r}$ thus cannot be expected for the present case.

To preserve the charge-neutrality, the electron density is modified according to the modification in the carbon density profiles as well. However, the differences in the electron density profiles are not explicitly shown because this level of difference can be neglected. The ion and electron temperatures are fixed since it is observed that the changes in the temperatures during phase when the carbon density profile becomes hollower are also small $13,14,66$.

To study the effect of $\Phi_{1}$, we simulate each case with and without $\Phi_{1}$.


Figure 6.5: Radial carbon density profiles for case A (left), B (center) and C (right), respectively.


Figure 6.6: Radial profiles of $Z_{\text {eff }}$ for case A (left), B (center), and C (right).

### 6.3 Simulation results

### 6.3.1 Case A

For case A, the profile of the ambipolar $E_{r}$ obtained by the global simulation turns out to be quite different from those obtained by local simulations (Figure 6.7). The cyan points represent the solution for the case without $\Phi_{1}$ obtained by using PENTA. The sign of the local solution is negative for almost the entire radius. The local calculation also finds an electron root, represented with blue points, but only partially at $r / a>0.8$. On the other hand, the sign of the global solutions, which are represented with the red and green lines, is negative near the magnetic axis but transits to positive around $r / a=0.25$. The red and green lines correspond to the cases with and without $\Phi_{1}$, respectively. The solution for a pure plasma, in which the hydrogen density $n_{H}$ is set to be equal to the electron density $n_{e}$, is also shown in Figure 6.8. By comparing Figures 6.7 and 6.8, we find the $E_{r}$ value is lowered, maintaining its profile shape when the impurity contributions are taken into account. The resulting emergence of the ion-root near the axis is a distinctive feature of the simulation result and indicates that the impurity contributions are not negligible in the ambipolar condition.


Figure 6.7: Ambipolar radial electric field profiles for case A. The red and green lines correspond to the FORTEC-3D results with and without $\Phi_{1}$, and the cyan and blue points correspond to PENTA results, respectively.

Compared with the difference between the global solutions, the differences between the global and the local solutions are substantial. However, it is known that the ion root $E_{r}$ in an impurity hole plasma may be positive by a slight modification in the plasma condition 65]. The existence of the positive local solution near the edge suggests that the cause of the difference is more subtle than it appears at a glance. Also, and more crucially, the sign-changing feature is shared with the experimentally observed profile 64] as mentioned in Sec. 4.2.1. Note also that positive $E_{r}$ in the core region of $T_{i}>T_{e}$ discharges has been observed in LHD high- $T_{i}$ and low- $n_{e}$ shots [87, where even a local neoclassical code predicts the core electron-root. The difference in shapes of the positive $E_{r}$ profiles evaluated with FORTEC-3D and PENTA, respectively, at the edge region $(r / a>0.95)$ can be caused by several differences in the models, such as in the orbits and the orbit loss treatments, and in the collision operators. Nevertheless, both codes are designed so that the treatments on the edge boundary do not affect the physics in the inner region.

One may be concerned with the poloidal Mach number $M_{p} \simeq E_{r} R_{0} /\left(v_{T} B_{0} r \iota\right)$ for carbon, where $B_{0}$ is the magnetic field strength at the magnetic axis, since nonlinear dependence of the neoclassical poloidal viscosity (and therefore of the radial flux) appears as $\left|M_{p}\right|$ approaches to unity, which is caused by the resonance of parallel motion and $E \times B$ rotation [88, 89]. For the ambipolar $E_{r}$ profile in Figure 6.7, $\left|M_{p}\right|$ for carbon is $0.2-0.4$ except for very close to the magnetic axis $r / a<0.05$, where $\left|M_{p}\right|>1$. Therefore, the resonance effect is basically irrelevant to the carbon impurity neoclassical flux in this study.

In Figure 6.9, the radial particle fluxes of the ion species are plotted. As in Figure 6.7, the red and green lines correspond to the global calculation results with and without $\Phi_{1}$, respectively. For reference, the PENTA results


Figure 6.8: Ambipolar radial electric field profiles obtained by global simulation assuming $n_{H}=n_{e}$.
with the ion-root and the electron-root of the ambipolar $E_{r}$ are also plotted with cyan points and blue points, respectively. Note that the value of the hydrogen flux for the local ion-root case is multiplied by 0.2 for visualization purposes. That is, the original value of the hydrogen flux is five times larger than represented. The reason for the overestimation of the radial flux by the local simulation is as explained in Sec. 6.1.

As can be seen, regardless of the effect of $\Phi_{1}$, all the ion fluxes obtained by the global calculation are outwardly directed for almost the entire radius. This is the case even for the carbon flux where the sign of $E_{r}$ is negative $(r / a<0.25)$ and the carbon density profile is hollow (from $r / a \sim 0.2$ to $r / a \sim 0.7)$. The effect of $\Phi_{1}$ tends to drive the flux more outwardly, and its impact is largest for carbon. Therefore, considering the impurity transport in the ambipolar condition increases the portion of the escaping positive charge. The $E_{r}$ level is consequently lowered as the shift from Figure 6.8 to Figure 6.7

Note that the carbon flux for the local ion-root case is also outwardly directed near the magnetic axis. This is seen in a previous study as well [20]. Remember that for this case, however, the carbon density profile is peaked around the axis. In order for the flux to be consistent with the carbon density profile, the flux should be positive where the hole structure is formed, but this is not the case. To the contrary, the global results are consistent with the density profile as described above.

To be exact, the profile of the turbulent flux, not only the neoclassical flux, is needed to discuss the consistency. Still, the gyro-kinetic study has shown that the values of the global neoclassical fluxes of the ion species are close to those to balance with the turbulent fluxes whereas the local neoclassical fluxes are out of balance. The existing data, although still insufficient, are thus in favor of our result on this point as well. We will return to this point in Sec. 6.5 .

Figure 6.10 shows the 2-dimensional spatial structures of $\Phi_{1}$ and the


Figure 6.9: Radial fluxes of $\mathrm{H}^{1+}$ (left), $\mathrm{He}^{2+}$ (center) and $\mathrm{C}^{6+}$ (right) for case A. The red and green lines correspond to the global calculation results with and without $\Phi_{1}$, and the cyan and blue points correspond to the PENTA results of the ion-root and electron-root cases, respectively. Note that the hydrogen flux of the PENTA calculation for the ion-root case is multiplied by 0.2 .
carbon density variation $\delta n_{C}$ on the flux surfaces at $r / a=0.1,0.2,0.3$, and 0.4 , respectively. The poloidal angle $\theta$ is chosen to be zero on the outboard side. The phase of $\Phi_{1}$, which is mainly determined by the phase of the hydrogen density variation $\delta n_{H}$, is stellarator symmetric, whereas the phase of carbon density appears to be stellarator antisymmetric. These results are consistent with analytical estimation of the collisionality dependence of the size and the phase of density variations, and therefore of $\Phi_{1}$ illustrated in Sec. 3.5.4. The structural difference in the density variations can roughly be argued by a criterion known for classical stellarators as well. When the poloidal precession frequency $\Omega_{\theta} \simeq \Omega_{E} \simeq E_{r} /\left(r B_{00}\right)$ exceeds the effective collision frequency $\nu_{\text {eff }}$, the $\cos \theta$ component becomes the leading mode in the spatial distribution. On the other hand, as $\nu_{\text {eff }} / \Omega_{\theta}$ increases, the $\sin \theta$ component grows relatively larger [17,90]. For this case, $\nu_{\text {eff }} / \Omega_{\theta} \sim O(1)$ for carbon while $\nu_{\text {eff }} / \Omega_{\theta} \sim O(0.1)$ for hydrogen and helium.

Among the presented figures, the amplitude of both $\Phi_{1}$ and $\delta n_{C}$ become minimum at $r / a=0.2$, which is a position close to the transition point of $E_{r}$. Also, the structure of $\Phi_{1}$ on the surface at $r / a=0,2$ is rather disordered compared with those on the other surfaces. Figure 6.11 shows this in terms of the Fourier spectrum. The left figure is the radial profile of the $\Phi_{1}$ spectrum. As can be seen, the leading mode, $\cos (1,0)=\cos \theta$, is shrunk around $r / a=0.2$ and no single specific mode becomes dominant there. The center figure shows the spectrum of $\bar{v}_{E 1}$, which defined by (3.126). Not $\boldsymbol{v}_{E 1}$ itself but $\bar{v}_{E 1}$ is plotted since the radial particle flux driven by $\boldsymbol{v}_{E 1}$ can be calculated by the sum of the products of the Fourier coefficients of $\bar{v}_{E 1}$ and $\delta n_{a}$ [91]. Since $\boldsymbol{v}_{E 1} \cdot \nabla r$ is given by a derivative of $\Phi_{1}$, the $\sin (1,0)(=\sin \theta)$ mode becomes one of the dominant modes in the $\bar{v}_{E 1}$ spectrum. As shown in the right figure, this mode becomes dominant in the $\delta n_{C}$ spectrum at $r / a>0.2$ as well. The coupling of this mode with the same sign between


Figure 6.10: Spatial structures of $\Phi_{1}$ (upper figures) and $\delta n_{C}$ (lower figures) for case A. From left to right, each column corresponds to the flux surface at $r / a=0.1,0.2,0.3$, and 0.4 , respectively.
$\bar{v}_{E 1}$ and $\delta n_{C}$ results in the outward enhancement of the carbon flux at outer radii (see Figure 6.9).


Figure 6.11: Radial profiles of the leading modes in the Fourier spectra of $\Phi_{1}$ (left), $\bar{v}_{E 1}$ (center), and $\delta n_{C}$ (right) for case A.


Figure 6.12: Ambipolar radial electric field profiles for case B. The red and green lines correspond to the results of FORTEC-3D with and without $\Phi_{1}$, and the cyan and blue points correspond to PENTA results, respectively.

### 6.3.2 Case B

The realization of the outward carbon flux near the axis for case A is not very surprising since the carbon density gradient at the region is negative, which works as an outward driving force, and the $E_{r}$ takes a positive value where the density gradient is no longer negative. For case B, the outward driving force is removed by flattening the carbon density profile near the axis. Let us see how the behaviors of the carbon impurities respond to this modification.

The ambipolar $E_{r}$ profile for case B is close to that for case A (Figure 6.12). The $E_{r}$ thus contributes to driving the ion fluxes inwardly near the axis. Further, unlike case A, the carbon density gradient near the axis is flat for this case. As a consequence, the carbon flux without $\Phi_{1}$ is slightly negative around $0.1<r / a<0.2$ though its absolute value is close to zero as shown in Figure 6.13. However, when $\Phi_{1}$ is taken into account, the flux is driven outwardly for the entire radius. The flux profiles of the other ion species are very similar to those for case A. As shown in the analysis of [19,65], the outward contribution of the ion temperature gradient to the carbon flux can be comparable with the inward contribution of the negative but small $E_{r}$ in high- $T_{i}$ plasmas. The almost zero carbon flux near the axis for the case without $\Phi_{1}$ manifests this feature. The quantitative estimation of the impacts of the driving forces will be presented in Sec $\sqrt{6.4}$.

The reason for the outward enhancement of the carbon flux can be seen in the structures of $\Phi_{1}$ and $\delta n_{C}$ (Figure 6.14) and their Fourier spectra (Figure 6.15). While the $\Phi_{1}$ spectrum, and therefore the $\bar{v}_{E 1}$ spectrum, for this case are similar to those for case A, a subtle difference in the $\delta n_{1}$ spectrum can be seen. The $\sin (1,0)$ mode in the $\delta n_{C}$ spectrum starts growing around $r / a=0.1$ and couples with the same mode in the $\bar{v}_{E 1}$ spectrum. In fact, although it is too small to see in the figure, the $\sin (1,0)$ mode takes finite


Figure 6.13: Radial fluxes of $\mathrm{H}^{1+}$ (left), $\mathrm{He}^{2+}$ (center) and $\mathrm{C}^{6+}$ (right) for case B. The red and green lines correspond to the global calculation results with and without $\Phi_{1}$, and the cyan and blue points correspond to the PENTA results of the ion-root and electron-root cases, respectively. Note that the hydrogen flux of the PENTA calculation for the ion-root case is multiplied by 0.2 .
negative values near the axis as well. The $\sin (1,0)$ mode with the negative sign is also a leading mode in the radial magnetic drift $\boldsymbol{v}_{m} \cdot \nabla r$. These couplings result in the outward carbon flux for the entire radius.


Figure 6.14: Spatial structures of $\Phi_{1}$ (upper figures) and $\delta n_{C}$ (lower figures) for case B. From left to right, each column corresponds to the flux surface at $r / a=0.1,0.2,0.3$, and 0.4 , respectively.


Figure 6.15: The radial profiles of the leading modes in the Fourier spectra of $\Phi_{1}$ (left), $\bar{v}_{E 1}$ (center), and $\delta n_{C}$ (right) for case B.


Figure 6.16: Ambipolar radial electric field profiles for case C. The red and green lines correspond to the results of FORTEC-3D with and without $\Phi_{1}$, and the cyan and blue points correspond to PENTA results, respectively.

### 6.3.3 Case C

For case B, we observed that the carbon flux near the axis can be outwardly directed even where $d n_{C} / d r \sim 0$ and $E_{r}<0$. For case C, the carbon density gradient was further steepened and rendered to have positive values.

The ambipolar $E_{r}$ profile for case C without $\Phi_{1}$ is qualitatively analogous to those for the first two cases. However, when $\Phi_{1}$ is included, the value of $E_{r}$ shifted to be close to zero near the axis (Figure 6.16).

Figure 6.17 represents the radial profiles of the ion particle fluxes. The hydrogen and helium fluxes are also similar to those for the previous two cases and are insensitive to the change in the $E_{r}$ profile near the axis due to $\Phi_{1}$. In contrast, the carbon flux near the axis is inwardly directed whether or not $\Phi_{1}$ is included. This indicates that the steep gradient of the carbon density becomes a dominant driving force for the carbon flux. Also, unlike the previous two cases, $\Phi_{1}$ contributes to driving the carbon flux more inwardly.

This inward enhancement is also caused by the coupling of the $\sin (1,0)$ mode. The spatial structures of $\Phi_{1}$ and $\delta n_{C}$ are represented by Figure 6.18, By comparing the $n_{C 1}$ structure at $r / a=0.2$ with that for case B (Figure 6.14), it can be seen that the distribution of the carbon impurities is inverted in $\theta$-direction. This reflects the fact that the sign of the $\sin (1,0)$ mode at $r / a<0.3$ for this case is opposite to that for case B (Figure 6.19). This inversion results in the opposite-sign coupling between $\bar{v}_{E 1}$ and $\delta n_{C}$ and leads to the inward enhancement of the carbon flux near the axis.


Figure 6.17: Radial fluxes of $\mathrm{H}^{1+}$ (left), $\mathrm{He}^{2+}$ (center) and $\mathrm{C}^{6+}$ (right) for case C. The red and green lines correspond to the global calculation results with and without $\Phi_{1}$, and the cyan points and the blue points correspond to the PENTA results of the ion-root and electron-root cases, respectively. Note that the hydrogen flux of the PENTA calculation for the ion-root case is multiplied by 0.2 .


Figure 6.18: Spatial structures of $\Phi_{1}$ (upper figures) and $\delta n_{C}$ (lower figures) for case C. From left to right, each column corresponds to the flux surface at $r / a=0.1,0.2,0.3$, and 0.4.


Figure 6.19: Radial profiles of the leading modes in the Fourier spectra of $\Phi_{1}$ (left), $\bar{v}_{E 1}$ (center), and $\delta n_{C}$ (right) for case C.

### 6.4. IMPACT OF EACH DRIVING FORCE ON THE DENSITY VARIATION95

### 6.4 Impact of each driving force on the density variation

The result for case B without $\Phi_{1}$ indicated that the ion temperature gradient $\nabla T_{i}$ and the ambipolar $E_{r}$ contribute to the flux in the same level, each in the opposite direction. As described in Sec 5.3 , however, it is not always possible to perform multiple global simulation for a single case to evaluate the impacts of all diving factors of interest since it can be exceedingly inefficient. Therefore, we have introduced a new method in Sec 5.3 to avoid this difficulty. Here, we apply the method to the impurity hole case analyzed above to demonstrate the method.

The calculation setup and background $n-T$ profiles are the same for case A. $\Phi_{1}$ is not considered for simplicity. Figure 6.20 represents the carbon density variation, $\delta n_{C}$, on three different flux surfaces: from left to right, $r / a=0.2,0.25$, and 0.3 , respectively. The upper figures are the results evaluated with the unsplit weight, $w_{C}$, and the lower figures with the sum of the split weights, $\sum_{j} w_{C C}^{j}$. The smallness of the difference between the upper and lower figures (the relative error is at most $10 \%$ for this case) justifies the linear expansion of $\delta f$ in the driving forces 5.29 ).


Figure 6.20: Carbon density variation profile on the flux surface at $r / a=$ 0.2 (left), $r / a=0.25$ (center), and $r / a=0.3$ (right). The upper figures correspond to the result evaluated with unsplit weights, and the lower figures to the sum of the split weights. $N$ is the toroidal symmetry number ( $N=10$ for LHD).

Since $\mathbf{v}_{d} \cdot \nabla r \sim-\sin \theta$, the radial particle flux is effectively produced
by the $\sin \theta$ component of $\delta n_{a}$. The positive $\sin \theta$ component corresponds to an up-down (top-bottom) asymmetric distribution of the particles: the density is high at the top $(\theta=\pi / 2)$ and low at the bottom $(\theta=3 \pi / 2)$ regions, respectively, which leads to an inward particle flux. Conversely, the negative $\sin \theta$ component contributes to an outward flux. Based on this consideration, we observe that the phase structures of the carbon density profiles indicate that the flux is driven outwardly, as shown in Figure 6.9.

Now, let us examine the contribution of each driving force to the carbon density variation $\delta n_{C}$. To compare the impacts of $E_{r}$ and $\nabla T_{C}$ on $\delta n_{C}$ directly, we decompose $X_{C 1}$ as $X_{C 1}=X_{\nabla n}+X_{E}$, where

$$
\begin{equation*}
X_{\nabla n} \equiv \frac{n_{C}^{\prime}}{n_{C}}, \quad X_{E} \equiv-\frac{Z_{C} e E_{r}}{T_{C}} \tag{6.13}
\end{equation*}
$$

and evaluate the density variation with respect to $X_{\nabla n}, X_{E}$, and $X_{\nabla T} \equiv$ $X_{C 2}=T_{C}^{\prime} / T_{C}$, respectively.

Figure 6.21 represents the carbon density variation due to $X_{\nabla n}$ (top), $X_{E}$ (center), and $X_{\nabla T}$ (bottom) respectively. As in Figure 6.20, from left to right, each column corresponds to $r / a=0.2,0.25$, and 0.3 . At $r / a=$ 0.2 , where $E_{r}<0$, the $X_{E}$-driven component clearly contributes to the inward flux. However, the $X_{\nabla T}$-driven part has the opposite sign while the amplitude is almost the same. This indicates that in the impurity hole plasma, the inward impurity flux due to the negative $E_{r}$ can be canceled by the outward flux due to the temperature gradient, as estimated with local simulation results in [19, 65]. At $r / a=0.25$, where $E_{r} \sim 0$, the amplitude of $X_{E}$-driven part decreases as it should. At $r / a=0.3$, where $E_{r}>0$, the profile of the $X_{E}$-driven part changes its sign from that of $r / a=0.2$.

Note that, although relatively insignificant in the present case, the spectrum components other than the $\sin \theta$ component become important in some cases. Our method can of course be used to study any components within a reasonable range. The $\theta$ and $\zeta$ dependence is direct information about the magnetic field configuration dependence of the system, which is important for the operation setup and for the future device design.

### 6.4. IMPACT OF EACH DRIVING FORCE ON THE DENSITY VARIATION97



Figure 6.21: Carbon density variation due to $X_{\nabla n}$ (top), $X_{E}$ (center), and $X_{\nabla T}$ (bottom). From left to right, each column corresponds to the flux surface at $r / a=0.2, r / a=0.25$, and $r / a=0.3$, respectively. $N$ is the toroidal symmetry number $(N=10$ for LHD). Note that the color contour range is different for each plot.

### 6.5 Consistency between the particle fluxes and density profiles

By comparing the results of cases A to C , we can infer the process of an impurity hole formation. As long as the carbon density profile near the magnetic axis is not hollow as in case A or moderately hollow as in case B, the carbon flux near the axis can be outwardly directed. Neglecting the impurity particle source and turbulent transport, our neoclassical simulation results then mean that carbon density near the axis continues to decrease, and the density gradient becomes steeper accordingly. When the gradient becomes as steep as that for case C , the direction of the carbon flux inverts. This suggests a process that the radial particle fluxes are balanced between the states corresponding to cases B and C , and the steady density profile is achieved there.

The density profile is determined by the particle balance equation:

$$
\begin{equation*}
\frac{\partial n_{a}}{\partial t}+\frac{1}{V^{\prime}} \frac{d}{d r}\left(V^{\prime} \Gamma_{a}^{\mathrm{tot}}\right)=S_{a} \tag{6.14}
\end{equation*}
$$

where $S_{a}$ is a source term, $V^{\prime}$ is the radial derivative of the volume enclosed by the flux surface $r$, and the total radial particle flux $\Gamma_{a}^{\text {tot }}$ is given by the sum of the neoclassical contribution $\Gamma_{a}^{\mathrm{NC}}$ and turbulent contribution $\Gamma_{a}^{\mathrm{Trb}}$ :

$$
\begin{equation*}
\Gamma_{a}^{\mathrm{tot}}=\Gamma_{a}^{\mathrm{NC}}+\Gamma_{a}^{\mathrm{Trb}} \tag{6.15}
\end{equation*}
$$

In the impurity hole discharge in LHD analyzed here, a particle source of carbon in the plasma core region existed only in an instant when a carbon pellet was injected [14]. Figure 5 in [14] also shows that the impurity hole is a transition phenomenon in which the hollow $\mathrm{C}^{6+}$ density decays in time. The timescale of density decay is estimated as $\tau_{\text {decay }}=\left[\partial\left(\ln n_{C}\right) / \partial t\right]^{-1} \sim$ $O(0.1 \mathrm{~s})$ from the figure. However, in the FORTEC-3D simulations, the ambipolar condition was achieved in $10 \tau_{c} \sim 0.001 \mathrm{~s}$ where $\tau_{c}$ is the collision time of carbon, which is a much shorter timescale than $\tau_{\text {decay }}$. Therefore, we can analyze the particle balance in the impurity hole plasma by approximating $\partial n_{c} / \partial t=S_{c} \simeq 0$ in Equation (6.14).

For a steady state without a particle source, the neoclassical and turbulent contributions must cancel each other for the total flux to vanish. The particle flux we have investigated in this article is only the neoclassical part; thus, we cannot make a rigorous argument about whether the obtained profiles of the carbon flux and the carbon density are consistent. Nevertheless, an existing literature is in favor of our result: Ref. 15 investigated both the local neoclassical and ITG-driven turbulent fluxes in an impurity hole plasma using a nonlinear gyro-kinetic simulation code GKV. The ITG modes are stable in the near-axis region in LHD, and the study showed that the value of $\Gamma_{C}^{\mathrm{NC}}$ should be positive at least around $0.52<r / a<0.61$ for both contributions of the fluxes to balance each other.

### 6.5. CONSISTENCY BETWEEN THE PARTICLE FLUXES AND DENSITY PROFILES99

The study showed that the carbon nonlinear turbulent flux on the surfaces at $r / a=0.52$ and $r / a=0.61$, where the hollow $n_{C}$ profile is formed, are always negative despite a wide range scan of local carbon density and temperature gradients around their nominal values in case A. The inward pinch of impurity turbulent flux was also previously predicted in a quasilinear estimation 14. In 15], it was conjectured that $\Gamma_{\mathrm{C}}^{\mathrm{NC}}$ on the flux surface where the impurity hole is formed should be positive for some reason so as to balance with negative $\Gamma_{\mathrm{C}}^{\mathrm{Trb}}$. The authors of the study indicated that $E_{r}$ and $\Gamma_{C}^{\mathrm{NC}}$ (from local model) can become positive through the effect of tangential NBI torque. In this study, we found that the positive $E_{r}$ and $\Gamma_{\mathrm{C}}^{\mathrm{NC}}$ appear as solutions of global neoclassical transport simulation.

Figure 6.22 compares the $-\Gamma_{a}^{\mathrm{NC}}$ calculated using PENTA and FORTEC3D in this study against $\Gamma_{a}^{\text {Trb }}$ obtained using a local gyro-kinetic code GKV in 15 at $r / a=0.52$ and $r / a=0.61$. All the calculations were performed using the same $n-T$ profiles that correspond to those for case A in this work. Except for the FORTEC-3D calculation, $\Phi_{1}$ was not considered. As shown in Sec. 6.3.1, PENTA finds an ion-root, whereas FORTEC-3D finds an electron-root in the region considered here. The gyro-kinetic simulation assumes that the turbulent transport is independent of $E_{r}$.

By comparing the local neoclassical fluxes (PENTA) against the turbulent counterparts, we observe that the PENTA results were far from balancing with the turbulent counterparts. For example, the hydrogen flux obtained by PENTA was about ten times larger than that obtained by FORTEC-3D. In contrast, the global neoclassical fluxes values (F3D) exhibited good agreement with the turbulent counterparts. Furthermore, the carbon fluxes are focused on in Figure 6.23. As has been discussed, the signs of the neoclassical carbon fluxes predicted by the PENTA (left column) and FORTEC-3D (center column) simulations were opposite. Only the global $-\Gamma_{\mathrm{C}}^{\mathrm{NC}}$ had the same sign as $\Gamma_{\mathrm{C}}^{\mathrm{Trb}}$ (right column) and they were only a factor 2 to 3 from being balanced.

Given the comparisons above, the scenario in which $E_{r}>0$ at least for $r / a>0.5$ is more plausible than the conventional ion-root scenario. Ref. [15] reached the same conclusion by comparing the turbulent fluxes with local neoclassical fluxes for an electron-root case as well as with the ion-root case considered here. Our result thus can be included in the agreement between the experimental and numerical studies. Nevertheless, further investigation on the flux balance using integrated models of neoclassical and turbulent transport, particularly for the near-axis region, is necessary for a more precise argument.


Figure 6.22: Comparisons of $-\Gamma_{a}^{\mathrm{NC}}$ obtained with PENTA (left) and FORTEC-3D (center), and $\Gamma_{a}^{\mathrm{Trb}}$ obtained using GKV in 15] (right). The left-hand and right-hand figures show the comparison on the flux surface at $r / a=0.52$ and $r / a=0.61$, respectively.


Figure 6.23: Comparisons of $-\Gamma_{C}^{N C}$ obtained with PENTA (left) and FORTEC-3D (center), and $\Gamma_{C}^{\text {Trb }}$ obtained using GKV in 15 (right). The left-hand and right-hand figures show the comparison on the flux surface at $r / a=0.52$ and $r / a=0.61$, respectively.

## Chapter 7

## Summary and discussion

By global simulation, we found the ambipolar $E_{r}$ that changes its sign from negative to positive along the minor radius. With such $E_{r}$, we observed that the impurity carbon flux directs outward even where $E_{r}<0$ and the carbon density profile is hollow. The root-transition has been experimentally observed in an impurity hole plasma; thus, our result is qualitatively consistent with the experiment. However, several tasks and challenges remain to reveal the mechanism behind the impurity hole formation.

### 7.1 Global effects and ambipolar radial electric field profile

It has been shown that the local neoclassical models retaining the tangential magnetic drift (Sec. 3.4.4) can yield results close to those of the global calculations of FORTEC-3D $[50,51,81,92]$. Compared with the relative largeness of the computational cost of global simulation to that of local simulation, the additional computational cost required to include the tangential magnetic drift in a local code is not significant. Thus, if the local codes retaining tangential magnetic drift can provide reliable estimations of the quantities we are interested in, namely ambipolar $E_{r}, \Phi_{1}$, and the neoclassical fluxes in impurity hole plasmas except for the neighborhood of the surface where $E_{r}=0$, the modified local-models also become useful tools to investigate the impurity hole phenomenon. In particular, the models can be used to perform parameter surveys such as analyzing the dependence of the phenomenon on the $n-T$ profiles or on the magnetic field configuration. To assess this point, we must first understand how inclusion of the magnetic drift works precisely and to what extent the global effects are necessary by comparing simulation results of the global and local models with tangential magnetic drift.

The discrepancy of the transitioning points, the position where $E_{r}$ changes its sign from negative to positive, between the numerical results and experimental data [64] must also be examined. The radial domain where $E_{r}<0$
is roughly $r / a<0.25$ in the numerical results, whereas $r / a<0.55$ in the experimental data. Since the $n-T$ profiles of our simulation were similar to but not the same as those of the shot in which $E_{r}$ profile was directly measured using HIBP, the transitioning points need not coincide with each other exactly. However, it is not clear if the carbon flux would still be outwardly directed when the negative- $E_{r}$ region is expanded in a numerical simulation.

Disagreement in the ambipolar $E_{r}$ profiles suggests the possibility that we still lack some essential factors to determine the ambipolar condition. If so, the impact of NBI heating is one of the candidates as studies have shown that an NBI can change the $E_{r}$ profile 72,93 . As described in Ch. 4 , NBI injection can induce the hollow impurity density profile not only by raising the temperatures but also by providing momentum to the system. Therefore, the effect of NBI fast-ion anisotropic distribution on the $\Phi_{1}$ potential profile 94 in the impurity hole plasmas is also worth examining. The effect of NBI fast-ion on neoclassical and turbulent transport has also been studied to explain the hollow impurity density profiles observed in tokamaks 95]. To verify these effects, our numerical model must be enabled to incorporate the impact of NBI.

To evaluate the ambipolar $E_{r}$ and $\Phi_{1}$ in this study, we adopted the local approximation and adiabatic response to $\Phi_{1}$ for electrons, since solving the electron distribution function and the ions' distribution functions by the global drift-kinetic model is much too time-consuming. The local approximation for electron neoclassical transport is considered to be more accurate than that for ions. This approximation has been confirmed to be plausible for the evaluation of $\Gamma_{e}$ and $E_{r}$ in the present case [96]. However, we must be cautious with applying this approximation since it has been demonstrated that the discrepancy between local and global electron fluxes $\Gamma_{e}$ in LHD can become considerable as the electron collisionality becomes lower [97]. The finite magnetic drift changes the $E_{r}$ dependence of $\Gamma_{e}$ as well as the main ion flux $\Gamma_{i}$ in low-collisionality plasmas and results in a different $E_{r}$ profile from the simulation that uses local $\Gamma_{e}$. In a study using local neoclassical model, non-adiabatic, kinetic treatment of electrons in the evaluation of $\Phi_{1}$ potential has been shown to be more important in the electron-root than in the ion-root [18]. Although our main focus is on the near-axis region where only the ion-root is found, the study showed that the contribution of the kinetic electrons to $\Phi_{1}$ also increases where the root-transitioning occurs and $-d \Phi_{1} / d r$ exhibits an appreciable value on the transitioning surface. The absolute value of $-d \Phi_{1} / d r$ is not very large (at most, $1 \mathrm{keV} / \mathrm{m}$ ), but the contribution cannot be ignored to determine the exact position where the total radial electric field changes its sign. However, predictions of local models for low-collisionality plasmas can be inaccurate, particularly when $E_{r}$ is close or equal to zero, as has been mentioned throughout this article. It is an open question whether the tendency found in the local but kinetic electron simulation holds true in global simulations.

### 7.2 Impact of $\Phi_{1}$

In this study, we found that the impact of $\Phi_{1}$ on the ambipolar radial electric field and particle fluxes of light ion species ( $\mathrm{H}^{1+}$ and $\mathrm{He}^{2+}$ ) are insignificant. On the contrary, as was most remarkable for case B, it was shown that $\Phi_{1}$ does have a role in the transport of carbon impurities and can be non-negligible (Figure 6.13). However, when the impurity flux is inwardly directed and its value is sufficiently large as that for case $\mathrm{C}, \Phi_{1}$ contributes to driving the impurity flux further inwardly (Figure 6.17).

This tendency of $\Phi_{1}$ to contribute to enhancing the absolute value of carbon flux and not to invert the sign of the flux was found in previous studies $19,20,91]$. That is, $\Phi_{1}$ drives the flux more outwardly if the flux is outwardly directed without $\Phi_{1}$, but it drives the flux more inwardly if the flux is inwardly directed without $\Phi_{1}$ (refer to Figure 8 in 19 and Figure 4 in 20 ).

Whether $\Phi_{1}$ drives the flux inward or outward depends on the spectrum structures of the density variation and of $\Phi_{1}$. As discussed in Sec.3.5, $\Phi_{1}$ and $\delta n_{C}$ tend to couple well to produce the additional flux. However, the signs of the coupling components determine the direction of the flux. Regarding this point, it should be emphasized again that the conventional local models predict the opposite sign of the leading component in the spectrum of the variation in the bulk ion density from that determined by the global model. Therefore, the impact of the magnetic drift on the transport is crucial.

Even if the contribution of kinetic electrons turns out to be non-negligible for some aspects under the plasma condition we have considered, we cannot expect that the impact will be sufficiently large to turn the spectrum structure of $\Phi_{1}$ determined by ions upside down. Thus, $\Phi_{1}$ cannot solely fill the gap between the experimental observations and the conventional neoclassical analysis.

In summary of this and the last subsections, the results represented by Figures 6.9, 6.13, and 6.17 indicate that the consideration of $\Phi_{1}$ is important to determine the neoclassical impurity flux, but its effect is quantitative. On the other hand, the differences between simulations with and without the global effects were quantitative and more crucial: the direction of the flux depends on whether the global effects are included. These facts suggest that the global drift-kinetic model is one of the fundamental keys to explaining the formation of an impurity hole, where the inward impurity turbulent flux should be balanced with the outward neoclassical flux, as we will discuss below.

### 7.3 Consistency with gyro-kinetic studies

In Sec. 6.5, we discussed that our global neoclassical simulation result showed good agreement with the result of a gyro-kinetic study. This outcome already indicates the plausibility of our study, but the accuracy of the agreement increases further if we admit the flux-matching technique.

The turbulent fluxes show "stiffness" and are much more susceptible to changes in the local density and temperature gradients than neoclassical fluxes are. In Figure 4 of [15], the turbulent electron and ion energy fluxes from gyro-kinetic simulation were compared with their experimental observation values. The simulation and the observed energy flux values match if the $T_{i}$ gradient scale length is reduced by only about $30 \%$ from the nominal value 98. If we admit the flux-matching condition 99 to explain the disagreement between observed and calculated energy fluxes by means of the ambiguity in the local temperature gradient, $\Gamma_{\mathrm{C}}^{\mathrm{Trb}}$ can then be re-estimated by gyro-kinetic simulation at the energy flux-matched temperature gradients of electrons and ions (100, 101.

In Figure 7.1, the re-estimated $\Gamma_{C}^{\mathrm{Trb}}$ is plotted against $\Gamma_{C}^{\mathrm{NC}}$. As the figure shows, the energy flux-matched $\Gamma_{C}^{\text {Trb }}$ tends to be much in close balance with $\Gamma_{C}^{\mathrm{NC}}$ obtained by the global neoclassical simulation with $\Phi_{1}$. Thus, considering the flux-matching of turbulent energy transport provides better particle balance $\Gamma_{C}^{\mathrm{NC}}+\Gamma_{C}^{\mathrm{Trb}} \simeq 0$. The subject of the modification is not only $\Gamma_{C}^{\mathrm{Trb}}$ but also $\Gamma_{C}^{\mathrm{NC}}$. However, if $\Gamma_{C}^{\mathrm{NC}}$ is to be reduced by $30 \%$, by a rough estimation, the conclusion that the flux-matching gives a better particle balance would not be changed.

Note again that the correction on $\Gamma_{C}^{\mathrm{Trb}}$ is not performed arbitrarily, but by modifying the local value of $\nabla T_{i}$ such that the energy flux matches better with the experimentally measured value.

However, as discussed earlier, discrepancies remain in our result and the experimentally observed data of impurity hole plasmas. Recently, studies have shown that the synergy effects between neoclassical and turbulent transport can be non-negligible for impurity transport [102, 103]. Thus, the remaining gap between the numerical and experimental results may be filled by considering the interaction between the different transport channels.

### 7.4 Conclusion

In this thesis, we studied the impurity transport in an impurity hole plasma by global neoclassical simulation. To investigate the impact of the variation of electrostatic potential $\Phi_{1}$ on the impurity transport, we extended a global neoclassical code FORTEC-3D to evaluate and include $\Phi_{1}$ in a multiplespecies global drift-kinetic equation. We also developed a new method of evaluating the impacts of each driving force on the impurity transport by a


Figure 7.1: Comparisons of $-\Gamma_{C}^{\mathrm{NC}}$ obtained using PENTA (left) and FORTEC-3D (center), $\Gamma_{C}^{\operatorname{Trb}}$ obtained using GKV in [15] (right, purple), and $\Gamma_{C}^{\text {Trb }}$ re-estimated using the flux-matching technique (right, red).
single simulation.
By performing global simulation with the extended code, several remarkable results were obtained. First, we reproduced the ambipolar $E_{r}$ that changes its sign along the minor radius and the outward neoclassical carbon flux. These are two aspects of impurity hole plasmas that have been observed by experiments but have not been captured by previous local neoclassical simulations. Second, particle balances between the neoclassical particle fluxes obtained by our study and the turbulent counterparts obtained by a previous gyro-kinetic study were found with good accuracy. The particle balances are required to sustain the quasi-steady density profiles, and this is another outcome of our study that has not been produced by previous local neoclassical simulations. Third, the impact of $\Phi_{1}$ was also shown to be important for better particle balances and ensuring the outward carbon flux. Furthermore, the impact of the global effects on the evaluation of $\Phi_{1}$ was also shown to be non-negligible. These outcomes indicate that global simulation is essential for studying the impurity hole phenomenon. Finally, using the newly developed method, we confirmed that the outward flux driven by the large ion temperature gradient $\nabla T_{i}$ cancels the inward flux due to the negative ambipolar $E_{r}$ and realizes the outward net carbon flux.

The results of this study indicate that we have moved one step closer to fully revealing the mechanism behind the impurity hole formation and ultimately to the complete understanding of impurity transport in fusion plasmas, which is a crucial task to realizing fusion energy.

## Appendix A

## Derivation of some equations and expressions

## A. 1 Low beta approximation used in neoclassical models

The corrected magnetic field (3.48) and its parallel component are defined by

$$
\begin{align*}
\boldsymbol{B}^{*} & =\nabla \times\left(\boldsymbol{A}+\frac{m}{Z e} v_{\|} \boldsymbol{b}\right) \\
& =\boldsymbol{B}+\frac{m v_{\|}}{Z e B}\left(-\frac{\nabla B \times \boldsymbol{B}}{B^{2}}+\frac{\nabla \times \boldsymbol{B}}{B}\right), \tag{A.1}
\end{align*}
$$

and

$$
\begin{align*}
B_{\|}^{*} & =\boldsymbol{B}^{*} \cdot \boldsymbol{b} \\
& =B+\frac{v_{\|}}{\Omega} \mu_{0} J_{\|} \\
& =B\left(1+\rho_{\|} \frac{\mu_{0} J_{\|}}{B}\right)  \tag{A.2}\\
& =B[1+O(\epsilon \beta)],
\end{align*}
$$

respectively. Thus, under the assumption that $\beta$ is sufficiently small, we have

$$
\begin{equation*}
B_{\|}^{*} \simeq B \tag{A.3}
\end{equation*}
$$

Under the same assumption, we also have

$$
\begin{equation*}
\boldsymbol{b} \cdot \nabla \boldsymbol{b} \simeq \frac{\nabla_{\perp} B}{B} \tag{A.4}
\end{equation*}
$$

since

$$
\begin{align*}
\boldsymbol{b} \cdot \nabla \boldsymbol{b} & =-\boldsymbol{b} \times \nabla \times \boldsymbol{b} \\
& =\boldsymbol{b} \times\left(\frac{\nabla B \times \boldsymbol{B}}{B^{2}}-\frac{\nabla \times \boldsymbol{B}}{B}\right) \\
& =\frac{\nabla_{\perp} B}{B}+\mu_{0} \frac{\boldsymbol{J} \times \boldsymbol{B}}{B^{2}}  \tag{A.5}\\
& =\frac{\nabla_{\perp} B}{B}+O\left(\frac{\beta}{L_{\perp}}\right) .
\end{align*}
$$

Thus, combining the curvature term and the $\nabla B$ term, the expression of the magnetic drift is obtained:

$$
\begin{equation*}
\boldsymbol{v}_{m}=\frac{\left(m v_{\|}^{2}+\mu B\right)}{Z e} \frac{\boldsymbol{B} \times \nabla B}{B^{3}} \tag{A.6}
\end{equation*}
$$

## A. 2 Expressions in Boozer coordinates

Using the relation

$$
\begin{align*}
\boldsymbol{b} \times \boldsymbol{V} & =\frac{1}{B}(I \nabla \theta+G \nabla \zeta) \times\left(V_{r} \nabla r+V_{\theta} \nabla \theta+V_{\zeta} \nabla \zeta\right) \\
& =\frac{1}{B \sqrt{g}}\left[\left(I V_{\zeta}-G V_{\theta}\right) \boldsymbol{e}_{r}+V_{r}\left(G \boldsymbol{e}_{\theta}-I \boldsymbol{e}_{\zeta}\right)\right] \tag{A.7}
\end{align*}
$$

for an arbitrary vector in the configuration space $\boldsymbol{V}$ and

$$
\begin{align*}
\nabla \times \boldsymbol{b} & =\nabla \times \frac{\boldsymbol{B}}{B}  \tag{A.8}\\
& =\frac{1}{B} \nabla \times \boldsymbol{B}+\frac{1}{B^{2}} \boldsymbol{B} \times \nabla B
\end{align*}
$$

we can express $\boldsymbol{B}^{*}$ as

$$
\begin{align*}
\boldsymbol{B}^{*}= & \boldsymbol{B}+\frac{m_{a} v_{\|}}{Z_{a} e} \nabla \times \boldsymbol{b} \\
= & \frac{1}{\sqrt{g}} \frac{d \psi}{d r}\left(\iota \boldsymbol{e}_{\theta}+\boldsymbol{e}_{\zeta}\right)+\frac{m_{a} v_{\|}}{Z_{a} e B \sqrt{g}} \\
& \times\left[\frac{1}{B}\left(I \frac{\partial B}{\partial \zeta}-G \frac{\partial B}{\partial \theta}\right) \boldsymbol{e}_{r}+\left(\frac{B^{\prime}}{B} G-G^{\prime}\right) \boldsymbol{e}_{\theta}-\left(\frac{B^{\prime}}{B} I-I^{\prime}\right) \boldsymbol{e}_{\zeta}\right], \tag{A.9}
\end{align*}
$$

and $B_{\|}^{*}$ as

$$
\begin{equation*}
B_{\|}^{*}=B+\frac{m_{a} v_{\|}}{Z_{a} e} \frac{G I^{\prime}-I G^{\prime}}{\left(\psi^{\prime} G+\chi^{\prime} I\right)} \tag{A.10}
\end{equation*}
$$

Then, taking the dot products of (3.44) with $\nabla r, \nabla \theta$ and $\nabla \zeta$ yields

$$
\begin{align*}
\frac{d r}{d t} & =\frac{1}{Z_{a} e B B_{\|}^{*} \sqrt{g}}\left[\left(\mu+\frac{m_{a} v_{\|}^{2}}{B}\right)\left(I \frac{\partial B}{\partial \zeta}-G \frac{\partial B}{\partial \theta}\right)+Z_{a} e\left(I \frac{\partial \Phi}{\partial \zeta}-G \frac{\partial \Phi}{\partial \theta}\right)\right] \\
& =\frac{\delta}{\gamma}\left(I \frac{\partial B}{\partial \zeta}-G \frac{\partial B}{\partial \theta}\right)+\frac{Z_{a} e}{\gamma}\left(I \frac{\partial \Phi}{\partial \zeta}-G \frac{\partial \Phi}{\partial \theta}\right),  \tag{A.11}\\
\frac{d \theta}{d t} & =\frac{v_{\|}}{\sqrt{g} B_{\|}^{*}}\left[\psi^{\prime} \iota+\frac{m_{a} v_{\|}}{Z_{a} e B}\left(\frac{B^{\prime}}{B} G-G^{\prime}\right)\right]+\frac{G}{Z_{a} e B B_{\|}^{*} \sqrt{g}}\left(\mu B^{\prime}+Z_{a} e \Phi^{\prime}\right) \\
& =\frac{G}{\gamma}\left(\delta B^{\prime}+Z_{a} e \Phi^{\prime}\right)+\frac{v_{\|} B}{\gamma}\left(Z_{a} e \chi^{\prime}-\frac{m_{a} v_{\|}}{B} G^{\prime}\right),  \tag{A.12}\\
\frac{d \zeta}{d t} & =\frac{v_{\|}}{\sqrt{g} B_{\|}^{*}}\left[\psi^{\prime}-\frac{m_{a} v_{\|}}{Z_{a} e B}\left(\frac{B^{\prime}}{B} I-I^{\prime}\right)\right]-\frac{I}{Z_{a} e B B_{\|}^{*} \sqrt{g}}\left(\mu B^{\prime}+Z_{a} e \Phi^{\prime}\right) \\
& =-\frac{I}{\gamma}\left(\delta B^{\prime}+Z_{a} e \Phi^{\prime}\right)+\frac{v_{\|} B}{\gamma}\left(Z_{a} e \psi^{\prime}+\frac{m_{a} v_{\|}}{B} I^{\prime}\right), \tag{A.13}
\end{align*}
$$

respectively, and using these expressions, we obtain the expression of the time derivative of $v_{\|}$as

$$
\begin{array}{r}
\frac{d v_{\|}}{d t}=-\frac{v_{\|}}{B \gamma}\left[Z_{a} e\left(I \frac{\partial B}{\partial \zeta}-G \frac{\partial B}{\partial \theta}\right) \Phi^{\prime}-\mu\left(I \frac{\partial \Phi}{\partial \zeta}-G \frac{\partial \Phi}{\partial \theta}\right) B^{\prime}\right] \\
+\frac{Z_{a} e B}{m_{a} \gamma}\left[\left(\frac{m_{a} v_{\|}}{Z_{a} e B} G^{\prime}-\chi^{\prime}\right)\left(\mu \frac{\partial B}{\partial \theta}+Z_{a} e \frac{\partial \Phi}{\partial \theta}\right)\right. \\
\left.-\left(\frac{m_{a} v_{\|}}{Z_{a} e B} I^{\prime}+\psi^{\prime}\right)\left(\mu \frac{\partial B}{\partial \zeta}+Z_{a} e \frac{\partial \Phi}{\partial \zeta}\right)\right], \tag{A.14}
\end{array}
$$

where $\delta$ and $\gamma$ are defined by (6.6) and (6.7), respectively.

## A. 3 Verification of (3.120)

In Appendix B of [17], it is demonstrated that the relation

$$
\begin{equation*}
\left\langle\int d^{3} v \boldsymbol{v}_{d} \cdot \nabla r f_{a 0}\right\rangle=0 \tag{A.15}
\end{equation*}
$$

still holds when $f_{a 0}$ is chosen as $f_{a 0}=f_{a M} \exp \left[-Z_{a} e \Phi_{1}(r, \theta, \zeta) / T_{a}(r)\right]$ instead of $f_{a 0}=f_{a M}$. Although the definitions of the drift velocities in our global model differ from those in the models used in (17) and other local studies, particularly, $B_{\|}^{*}(\boldsymbol{X}, \boldsymbol{v})$ appears in the denominators of the drift velocities, it can be shown that the relation (3.120) is unaffected.

The demonstration of (A.15) for our model is analogous to that in 17 . In our coordinate system, the equation A.15) or 3.120 can be expressed as

$$
\begin{equation*}
\Gamma_{a 0}=\frac{2 \pi}{V^{\prime}} \oint \sqrt{g} d \theta d \zeta \int D d v_{\|} d \mu \frac{d r}{d t} f_{a 0} \tag{A.16}
\end{equation*}
$$

where $D$ is the Jacobian given by (3.50). Thus, substituting (A.11) into A.16) cancels the Jacobian, $D \sqrt{g}$, and leaves

$$
\begin{align*}
\Gamma_{a 0}= & \frac{2 \pi}{Z_{a} e m_{a}} \frac{1}{V^{\prime}} \oint d \theta d \zeta \int d v_{\|} d \mu \\
& \times \frac{1}{B}\left[\left(\mu+\frac{m_{a} v_{\|}^{2}}{B}\right)\left(I \frac{\partial B}{\partial \zeta}-G \frac{\partial B}{\partial \theta}\right)+Z_{a} e\left(I \frac{\partial \Phi}{\partial \zeta}-G \frac{\partial \Phi}{\partial \theta}\right)\right] f_{a 0} . \tag{A.17}
\end{align*}
$$

We can then perform the integrals in the velocity space to have

$$
\begin{align*}
\Gamma_{a 0}= & \frac{n_{a 0}}{Z_{a} e} \frac{1}{V^{\prime}} \oint d \theta d \zeta \frac{1}{B^{2}} \\
& \times\left[\frac{2 T_{a}}{B}\left(I \frac{\partial B}{\partial \zeta}-G \frac{\partial B}{\partial \theta}\right)+Z_{a} e\left(I \frac{\partial \Phi}{\partial \zeta}-G \frac{\partial \Phi}{\partial \theta}\right)\right] e^{-Z_{a} e \Phi_{1} / T_{a}}, \tag{A.18}
\end{align*}
$$

and this expression can be transformed into

$$
\begin{equation*}
\Gamma_{a 0}=-\frac{1}{Z_{a} e} \frac{T_{a}}{V^{\prime}} \oint d \theta d \zeta\left(I \frac{\partial}{\partial \zeta}-G \frac{\partial}{\partial \theta}\right)\left(\frac{1}{B^{2}} e^{-Z_{a} e \Phi_{1} / T_{a}}\right) . \tag{A.19}
\end{equation*}
$$

Now, it can be seen that the integrals in $\theta$ and $\zeta$ vanish due to the periodic dependence of $B$ and $\Phi_{1}$ on those angle variables.

## A. 4 Derivation of a drift-kinetic equation including $\Phi_{1}$

With the phase space variables $\boldsymbol{Z}=\left(\boldsymbol{X}, v_{\|}, \mu\right)$, a drift-kinetic equation can be expressed as

$$
\begin{equation*}
\frac{\partial \delta f_{a}}{\partial t}+\dot{\boldsymbol{X}} \cdot \nabla \delta f_{a}+\dot{v}_{\|} \frac{\partial \delta f_{a}}{\partial v_{\|}}-C^{L}\left(\delta f_{a}\right)=-\frac{\partial f_{a 0}}{\partial t}-\dot{\boldsymbol{X}} \cdot \nabla f_{a 0}-\dot{v}_{\|} \frac{\partial f_{a 0}}{\partial v_{\|}} \tag{A.20}
\end{equation*}
$$

We assumed that the electromagnetic potentials are static except for the non-uniform part of scalar potential $\Phi_{1}$. The first term on the right-hand side is thus

$$
\begin{equation*}
-\frac{\partial f_{a 0}}{\partial t}=\frac{Z_{a} e}{T_{a}} \frac{\partial \Phi_{1}}{\partial t} . \tag{A.21}
\end{equation*}
$$

Next, substituting (3.94) into the last term on the right-hand side

$$
\begin{equation*}
-\dot{v}_{\|} \frac{\partial f_{a 0}}{\partial v_{\|}}=\dot{v}_{\|} \frac{m_{a} v_{\|}}{T_{a}} f_{a 0} \tag{A.22}
\end{equation*}
$$

yields

$$
\begin{equation*}
-\dot{v}_{\|} \frac{\partial f_{a 0}}{\partial v_{\|}}=-\frac{1}{T_{a}} \dot{\boldsymbol{X}} \cdot\left(Z_{a} e \nabla \Phi_{0}+Z_{a} e \nabla \Phi_{1}+\mu \nabla B\right) f_{a 0} \tag{A.23}
\end{equation*}
$$

## A.4. DERIVATION OF A DRIFT-KINETIC EQUATION INCLUDING $\Phi_{1} 111$

The last two terms in the bracket cancel with the last term in

$$
\begin{align*}
-\dot{\boldsymbol{X}} \cdot \nabla f_{a 0}= & -\dot{\boldsymbol{X}} \cdot \nabla r\left[\frac{n_{a 0}^{\prime}}{n_{a 0}}+\left(\frac{m_{a} v_{\|}^{2}}{2 T_{a}}+\frac{\mu B}{T_{a}}-\frac{3}{2}+\frac{Z_{a} e \Phi_{1}}{T_{a}}\right) \frac{T_{a}^{\prime}}{T_{a}}\right] f_{a 0} \\
& +\frac{1}{T_{a}} \dot{\boldsymbol{X}} \cdot\left(Z_{a} e \nabla \Phi_{1}+\mu \nabla B\right) f_{a 0}, \tag{A.24}
\end{align*}
$$

leaving the right-hand side of (3.119) other than the collision term and we obtain (3.119).
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