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There are two main goals in the quest for causality using statistics. The first goal is to
infer the causal structure of the system of interest from data when the structure itself
is partially or globally unknown. We assume that the system can be represented by a
directed graph and formulate the problem as an estimation of the directed graph. In
particular, recently, a number of models and estimation algorithms have been proposed
that can identify the complete structure of the graph. The second goal, on the other
hand, is to estimate the magnitude of the causal relationship between specific variables
under the given causal structure. The framework for this case is called statistical
causal inference. In particular, the causal effect of a variable treatment on the target
variable has significant real-world implications in policy making and drug development,
for example. For both causal discovery and causal inference, it is necessary to use
statistical inference based on available data. There is no difference from ordinary
statistical inference on this point. This means that various difficulties of the data, such
as sparsity and outliers, affect the efficiency and accuracy of the estimation.
Furthermore, the combination of causal and data difficulties sometimes evokes
additional difficulties, so it is not sufficient to deal with these difficulties separately.
We are interested in this type of problems. In this thesis, we discuss the sparsity in
causal discovery and robustness to outliers in causal inference. Our study reveals that
statistical methods for causality that deal with sparsity and outliers require nontrivial

attentions, which is unique to causal estimation.

The first work is to deal with sparsity in statistical causal discovery. While there are
several identifiable models for causal discovery, we focus on the linear non-Gaussian
acyclic model (LINGAM), which can be formulated as an independent component
analysis (ICA) problem. ICA is well known in the field of signal processing. The
linearity of LiINGAM enables an analyst to draw practical implications easier than
other complicated nonlinear models. LINGAM can also be seen as a linear structural
equation, and its coefficient matrix has a sparse structure with at least half of its
elements being zero because of acyclicity. Besides, it is natural to think that not all
variable pairs have direct causal relationships, especially under high dimensional
settings. This allows us to suppose the coefficient matrix of LINGAM is much sparser.

For LINGAM, various estimation methods have been developed. However, the existing



methods are not efficient for some reasons: (i) the sparse structure is not always
incorporated in causal order estimation, and (ii) the information of higher-order
moments of the error terms is not used in parameter estimation. To address these
issues, we propose a new estimation method for a linear DAG model with non-Gaussian
noise. The proposed method is based on a single statistical criterion that includes the
log-likelihood of independent component analysis (ICA) and two penalty terms. The
two penalties are related to the sparsity and the prerequisite for consistency,
respectively. This criterion enables us to leverage the sparse structure and the
information of higher-order moments throughout the estimation. For stable and
efficient optimization, we propose some devices, such as a modified natural gradient.
Numerical experiments show that the proposed method outperforms the existing
methods.

The second work is the estimation of causal effects when the target variable is
contaminated with outliers. Estimators for causal quantities sometimes suffer from
outliers. We investigate the outlier-resistant estimation of the average treatment effect
(ATE) under challenging but realistic settings with contamination. We assume that the
ratio of outliers is not necessarily small and that it can depend on covariates, namely,
heterogeneous. We propose three types of estimators of the ATE, which combines the
well-known inverse probability weighting (IPW)/doubly robust (DR) estimators with
the density power weight. Under heterogeneous contamination, our methods can reduce
the bias caused by outliers. In particular, under homogeneous contamination, our
estimators are almost consistent with the true ATE. An influence-function-based
analysis indicates that the adverse effect of outliers is negligible if the ratio of outliers
1s small even under heterogeneous contamination. We also derived the asymptotic
properties of our estimators. We evaluated the performance of our estimators through
Monte-Carlo simulations and real data analysis. The comparative methods, which
estimate the median of the potential outcome, do not have enough outlier resistance.

In the experiments, our methods outperformed the comparative methods.
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