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Summary of Doctoral Thesis

Name in full: NGUYEN Hong Huy

Title: Improving Security in Facial Biometrics: Views from both Attacker Side and
Defender Side

Biometric authentication has become popular, especially on handheld devices. The
face is one of the most popular biometric identifiers because of its contactless property.
Thanks to the recent development of technologies in both hardware and software, it has
been on the way to replacing the traditional inconvenient password authentication.
However, advanced technologies can also be misused by attackers to attack such
authentication systems. One example is the superiority of deep neural networks, which
can generate realistic images, video, and speech. Synthetic and manipulated images and
videos created in this way are called deepfakes. They can be used to break face
authentication systems (by attacking the integrated face recognition systems) besides
making fake news, impersonating, and harassing. As a result, dealing with deepfakes is
a vital task in facial biometrics. There are countless battles between attackers and
defenders in which they have been continuously improving themselves to become
stronger. This fighting philosophy is the principal motivation of this thesis. By standing
on both attacker and defender sides, we can simultaneously uncover some crucial
problems in facial biometrics and propose some solutions to make it more secure.

From the attacker side, we assert the robustness of face recognition systems under
wolf attack using generative adversarial images. A wolf sample is an input that could
match with multiple enrolled user templates. This kind of attack was introduced in 2007
on fingerprints and from then on, it has been a popular attack on fingerprint- and finger-
vein-based authentication systems. We are the first in the literature to demonstrate the
existence of the master faces that can match with multiple faces from different identities
by the face recognition systems. The master face attack is stronger than the face
morphing attack since it does not require knowledge from the victim. By improving the
latent variable evolution algorithm used in the master print attack and using a powerful
facial generation model (StyleGAN), we can generate high-quality master faces that can
attack several face recognition systems in white-box, gray-box, and even black-box
scenarios. Our experiments confirmed that even with limited resources and using only
pre-trained models available on the Internet, attackers can initiate master face attacks.
Another contribution is that, by analyzing the distributions of the face embedding
(identity) spaces, we point out the limitations of some current face recognition systems
and suggest some improvements.

From the defender side, we first propose a detector that works with various kinds



of computer-generated and manipulated images and videos, commonly known as
“deepfakes”. The proposed detector uses a capsule network, which is an upgraded
version of the traditional convolutional neural networks (CNNs). For traditional CNNs,
their performance can be improved by increasing their depth and/or their width, adding
more internal connections, or fusing several features or predicted probabilities from
multiple CNNs. Consequently, they become bigger, consume more memory and
computation power, and require more training data. Besides the dynamic routing
algorithm, with the addition of the feature extractor to address the small data issue
(common in this task) and the statistical pooling layers (which works well with deepfake
artifacts), the proposed Capsule-Forensics network has high detection performance
without sacrificing computational resources and memory. To further understand the
Capsule-Forensics, we visualize the activation of the components of the Capsule-
Forensics, heading towards its explainability.

Second, locating manipulated regions (i.e., performing segmentation) is also
important when dealing with fake images and videos, improving the explanability of
the results. We design a CNN that uses the multi-task learning approach to
simultaneously detect manipulated images and videos and locate the manipulated
regions for each query. The information gained by performing one task is shared with
the other task and thereby enhance the performance of both tasks. A semi-supervised
learning approach is used to improve the network's generalizability. The network
includes an encoder and a Y-shaped decoder. Activation of the encoded features is used
for binary classification. The output of one branch of the decoder is used for segmenting
the manipulated regions while that of the other branch is used for reconstructing the
input, which helps improve overall performance. With this design, fine-tuning the
network using just a small amount of data enables it to deal with unseen attacks.

In the appendices, we introduce three additional contributions. The first one is
about asserting the possibility of enhancing computer-generated (CG) facial images to
fool the spoofing detectors, which are usually integrated into the face authentication
systems. Unlike the traditional viewpoint of computer graphics which focuses on the
rendering phase, we enhanced the rendered images by proposing an enhancer using a
CNN called H-Net. It can perform black-box attacks and successfully degraded the
accuracies of three spoofing detectors. The second contribution is about discriminating
between CG images and photographic images. We build a modular discriminator and
devise a probabilistic patch aggregation strategy to deal with high-resolution images.
This proposed method outperformed a state-of-the-art method and achieved accuracy
up to 100%. The final contribution is about the proposed correction algorithms to
correct adversarial images and their labels. Recently, there are adversarial attacks
targeting deepfake detection and segmentation methods, hence detecting and correcting
them is important. Our proposed method had a promising performance when correcting

nearly 90% of adversarial images while only having a little effect on bonafide images.
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KRR SCIE, EREY AT ACHT A VYT —va T 2y 7 IZET 5L %
KICHT 20T D, HREICEAL TIE, (1) EFIEY AT HMTHER S - B O B R
EHEPLT B mE B (Master Face) OEKFIEICHO N TR, RHRICE L TIE, (2) BFEH
SMEE R TVWHIEMTEET VICL D GRS TEHE B - g (7= A 7%‘5\?@ VS
%) i (EEHE) +5F7% (Deepfake Detection), B L ON(3) 7 =1 7 EHE 4 - Bk
B Lt S ABIROHEE % [FFRFIZ1T 5 Fik (Joint Detection and Segmentation of
Deepfake) ICOWTIHRRTWD ., ARV AT AICHTEHIT LBy T—va v T X v 7
LT, ZRMEHEHUNORGTOBRNPOELZEZNMADZ &T, BRERBFEEEEZEHT D
HiFOFEICET L2 L2AMELTND.

RPN XIE, 26 mEMNOHRIND. 1 ®ETIE, KimXTHO>MEOEEME, fIE
FFBLOERICOVWTHMHLTWD., KRMIZ, HBREPEHSNATHWLT 7V r—a
vy (BRI AT L) BHBL, TR T LT LVEYT—va T Xy 7 OFBIZO
WTik 5 & b, ETFEETVOERIZE 5T Deepfake IREFESNDT7 A4 7B

g - BRBEOERFENS LY LT —2a T Hy 712 HEIZONTHRRTWVS.
WAz, BHIBIEY AT M) ﬁ¢67Vt/7~ya/7&y7 TRL T, BB & B o
BMEDBRNOELZEMA D ZEOBEBBEEIZONWTIHEHSR, KPR LOEMTHL 3 >0
WFFERRE (3 B BHRRRE S A 7 LSRG S LT B O BUR & LT 2 Bl £ (Master Face)
DERRTIE, 4 : 7 oA 7 FAEG - E2 R (EEHE) T 5 Tk (Deepfake Detection),
bE 7 = A 7B MG DR L S AEBOHEE & FKFIZ/T 9 F1% (Joint Detection
and Segmentation of Deepfake)) (Z2W T, MFEMEOEBRMICE LT 5 & & i, it
LTW5., F2ETIE, SEBBOBIZIMZ T, BEMIEZ oM - ik L, KA
DM FEFREOF ML L OF A DWW TERTNS.

B 3E TIL, HRBFEY AT LB SN BB O BEF & BT 5 EHE % (Master Face)
DA FIEIZONWTHERTWS., BIEERE P GE2EE AT 5 StyleGAN & Latent
Variable Evolution (LVE)Z#lAGbt 25 2 & C, BELKZBEEH L, HEOHFFH
EEWL T 5B B % (Master Face) 4T 2 FIEEZBRL, —EOFHRMEDO L & T, Master
Face ICX DHRBIEL AT L~DHENFANTHLZ LR L TWVD.

BAFETIE, 74 7EER - G2 /RE (EEHE) 75 Tk (Deepfake Detection)
WOWTHRTWD, a3y Ea—FEVarOX A7 IZHWLIL TV Capsule Network

WHEBL, ANMENTZEEBRIZT —T 40777 N3 D0E0%, B O primary capsule
ﬁ*ﬁ%fﬁéﬁﬁgfﬁﬁb Z A5 O s B H S T output capsule 23 A J) Hi 8 0 H & %



HWr4 2 FEEEZERL TS, FFMEERICELD, ETIEE, WK D Deepfake Detection
FHELHEB LT, ET VORI AZ—HE2RBIZHB LRSS, MEKEEOR L4 EB S
52 LETRLTVD.

H 5 ETIX, 7=A7 Bl - EORE L &S VB OHAEE 2 FFRFIZAT 5 Fi& (Joint
Detection and Segmentation of Deepfake) (Z O\ TR TV 5. J\ﬁéﬂf_ﬁﬁﬁ?@ODE
B EZAT O X A7 LSS VEBOHETE ¥ A 7 % FFFIZ4T 9 multi-task learning % &%
L, POFIECL->THEBRPER SN2 ZHERERFIELERL TS, i FER
RV, BEFOFECH LT, SWBRHEE WS ABEKOHERELZ =TT TR,
RO FIELZI - TERSNTZEBEPNHRA LTS, YEOAEKEGEZHNTEET L
LT, HEFECHTOIEHEEORMMAATREERD ZLEZRLTND,

FeETIE, fame LT, APEMmXOEBIZOWTE LD, FASEICKITD45% DN
MBI OWTIRRT WD,

NEABRRSTIIE LR LOENL T > TEEDNITON, TORICITONATMXEES
EOORiEB L, FEB»O0ERICK L CHEUICEZEN RSN, BRICERICER
ZESETHBEL, BEZB CEMEITo-. TOMKE, HEEIXHERFEDH O+ 5 72 miEk
RN EFFSOLFBE OO, EFLEMAENETITFMM L E L THRUVNVOFHESH
MR D ERBD LN, KFEMFwmIIEL, ZHETHRERRIATW R o7, BT HE
EFAERWE, BRIV AT LAOT VBT = a v T4y 7T 588 L5 RICHE
HL, BRIEY AT LIRS NTCHEOBREEEHU T 28HBBROAERFE, 7247
G - g el (BEEHE) 756FE BIO 747 FHEE - MBOKRME E&I A
EIK DOHEE &2 FRIRFIZIT ) FIEEREL, YA T AT AT 74 LTV TARNAF AN

AGHICBWTEHELREMZRLEZLOTH D, £, REMNHLOMET, &EF uﬁé‘“}
YT 1, A EEESERLSSME L THERIN TS U Eo#EEIC
FEEZBEDIL, KPR XB PO IMET 5 &MLz,
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