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ai L H Human-Agent Teaming with Implicit Guidance

Over the course of Al research history, the development of autonomous agents that can
collaborate naturally with humans is one of the ultimate goals and has long been a significant issue.
Among the many types of collaboration between humans and autonomous agents, we focus in this
work on the collaborative problem in which humans and autonomous agents work together to
achieve one task. We call this “Human-Agent Teaming”.

The most straightforward approach for Human-Agent-Teaming is to have the agents concentrate
on supporting the humans.

In this approach, an agent infers a human's goals or intentions and takes the action that is most
preferable for helping to achieve the goal.

However, as these agents cannot modify the human's plan, the ultimate success or failure of the
collaborative task depends solely on the human's ability to plan. In other words, if the human sets
the wrong plan, the performance will suffer.

Furthermore, humans generally have bounded rationality due to their cognitive and computational
limitations, which makes it difficult for them to efficiently come up with optimal plans except for
very easy tasks.

As such, the performance of agents in this scenario is limited.

The solution to this problem is to have the agents, who do not have cognitive or computational
limitations, make optimal plans and then guide the humans to follow the plans.

In the most naive approach, the agent explicitly guides the humans to action.

However, if agents abuse such explicit guidance, humans may lose their autonomyj, i.e., their sense
of control regarding their own decision-making.

As a result, humans may think that the agent is controlling them.

Such an impression makes the Human-Agent Team less attractive.

The best way to circumvent this is to have agents guide humans while enabling them to retain their
autonomy. To this end, we focus on “Implicit Guidance” offered through behavior.

The agent will expect the human to infer its intentions from its behavior and discard any plans that
do not match what they infer the agent is planning.

Under this expectation, the agent acts in a way that makes it easy for the human to find the best
(or at least better) plan for an optimal performance.

Implicit guidance of this nature should help humans maintain their autonomy, since the discarding
of plans is a proactive action.

This dissertation consists of three studies examining our methodology for autonomous agents to

use implicit guidance for Human-Agent Teaming.



The first study details the basic framework for implementing collaborative agents based on implicit
guidance and demonstrates the advantage of utilizing the agents in this way.

This framework extends the existing planning approach by equipping agents with the ability to
consider the Theory of Mind.

The Theory of Mind refers to the human cognitive function of inferring the goals or intentions of
others on the basis of their behavior.

By utilizing this function, an agent can control human inference of the agent’s intention and guide
them to better plans.

We conducted an experiment in which participants were asked to perform a simple synthetic task
by collaborating with several kinds of autonomous agents, including the agent with implicit
guidance.

Our findings showed that the agent with implicit guidance could achieve a balance between
successfully performing the task and maintaining human autonomy.

The second and third studies extend the framework to more realistic problems.

In the second study, we introduce the "*Plan Predictable Bias' into the existing Theory of Mind
modeling.

This is kind of the “bounding rationality” of human cognition and the bias that inferrers tend to
infer others' intentions to make the inference easier for them.

We conducted an experiment in which participants were asked to infer the agents' intentions from
their behavior in a complex synthetic task.

Our findings showed that the Theory of Mind model with Plan Predictable Bias matches human
cognition better than the existing Theory of Mind.

The third study extends the planning algorithm to the more realistic situation that the human has
specific information about the reward that is unknown to the agent.

In this case, the agent cannot initially make the best plan, so it has to infer the specific information
from the behavior of the human.

We implemented our implicit guidance concept in the existing collaborative planning algorithm,
which expects the humans to show their intention and [the agents to?] infer it.

We conducted an experiment in which participants were asked to achieve a complex task by
collaborating with several kinds of autonomous agents, including our extended agent.

Our findings showed that our framework with the extended agent improved the performance in
achieving the collaborative task.

Despite several limitations, this dissertation contributes to fostering a more prosperous and natural

relationship between humans and artificial intelligence.
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