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Parallel applications become sensitive to communication latencies and bandwidth of
interconnection networks between compute nodes on parallel computers.
Interconnection networks have been studied for parallel computers, including
supercomputers and high-end datacenters. Switch delay dominates communication
latencies in interconnection networks, especially for short messages because switch
delays are massive relative to the link and packet injection delays. At a conventional
switch, routing decision is based on CAM (Content Addressable Memory) table lookup,
and it imposes a significant delay. A main problem of the packet forwarding processing
1s the significant operation latency to the CAM at a switch. Reducing the access latency
to CAM is crucial for the upcoming low-delay switch in parallel computers. Besides the
CAM latency problem, the packet forwarding rate is not proportional to the switching
capacity on cutting-edge commodity switches of interconnection networks. A switch will
not be able to forward incoming packets at the maximum line rate. It is also difficult
to provide the proportional packet forwarding rate to a high line rate on a future switch
even for long packets. The key design to resolve the problem of the packet forwarding
performance is a packet forwarding cache architecture explored in this dissertation.
More precisely, we should find out “address patterns” of interconnection networks, and
the packet forwarding cache architecture should be optimized for enjoying the address
pattern.

To resolve the latency and throughput problems, an on-chip packet forwarding cache
to a switch is explored. An incoming packet avoids large-latency accessing a CAM
forwarding table if the cache hits. Firstly, the cache for up to 2K-node jobs is optimized
because a large number of workloads are smaller sizes than 2K compute nodes. The
conventional cache design supports an almost 100% hit rate (no capacity miss nor
conflict miss) for packets generated in up to 2K-node jobs on arbitrary network
topologies, which affect the access pattern of a switch. An incoming packet avoids large-
latency accessing a CAM forwarding table if the cache hits. Only an exclusive layer-1
(L'1) cache at an input port contributes to achieving a high line rate, e.g., 800Gbps for
the incoming short packets. Zero-load communication latency with the packet
forwarding cache in a large scale interconnection network is evaluated. From the
evaluation results, the reduction percentage of zero-load communication latency

gradually decreases from 19% to 13% with the effects of capacity misses of the packet



forwarding cache when used in a 9K computation node large scale interconnection
network. Additionally, with additional entries in the packet forwarding cache, the
reduction percentage of zero-load communication latency gradually increases from 9%
to 19%. The adoption of the packet forwarding cache clearly decrease the
communication latency of interconnection network and increase both the line rate and
the performances of parallel applications Consequently, the packet forwarding cache is
strongly recommended to be adopted in HPC switches. However, larger jobs make the
cache hit rate almost “zero” on any network topologies, and the cache effect becomes
almost “zero.”

Secondly, a switchable node reduction function to refer to a packet forwarding table on
a switch 1s presented for 100% hit rate on larger jobs. The main idea is that a large
number of packet destinations share a same index tag, resulting in the same required
number of cache entries as the number of output ports. This design can be enabled by
the path regularity of the above network topologies. A general node reduction function,
which obtains two addresses and their indices and returns a cache tag, is defined to
achieve the path regularity. The switchable node reduction function is then optimized
to typical network topologies, 1.e., k-ary n-cubes, fat trees, and Dragonfly. Evaluation
results show that the reasonable packet forwarding cache supports a 933Gbps line rate
even for incoming shortest packets on the above network topologies. In addition, they
illustrate that parallel applications obtain the performance gain of 5.07x speed up
using the cache switches since the impact of the switch delay and link bandwidth is
significant on the end-to-end communication performance.

Through this dissertation, it is concluded that a commodity switch should have a packet
forwarding cache with switchable node reduction functions. The packet forwarding
cache 1s efficient for forwarding a large number of shortest packets, and the switchable

node reduction function is necessary for large scale parallel computers.
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