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Video is an essential resource because of its ability to hold space and time
information. Therefore, in the field of computer vision, a lot of research is conducted
to extract various information, especially object detection in videos. It is expected to
be applied to real-world applications such as surveillance cameras and robotics. Object
detection consists of two processes: extracting the feature maps for detection from the
video frames and detecting objects from them. In object detection in video, detectors
for still images are sometimes applied to each frame. However, it is difficult to achieve
stable detection due to apparent changes with time in the video, which leads to
fluctuations of detection confidence score, and false-positive and false-negative
detection results. Previous research tried to solve them by incorporating temporal
information in the detection stage. However, the effect was limited since the feature
maps obtained from the frames are deteriorated due to the changes in appearance, and
it is difficult to detect objects from them. Therefore, it is essential to enhance feature
maps with temporal information before the detection stage. Research on feature maps
suitable for detection has been conducted mainly in offline methods that employ all
future, current, and past information, and there have been few online methods, which
do not rely on future information, aimed at real-world applications such as surveillance
cameras and robots. In addition, for such applications, not only the accuracy but also
the processing speed for real-time is essential. Previous works have proposed
stabilizing the detection by propagating the past information from the last frame or a
specific nearby keyframe for real-time processing in online settings. However, they
have not yet achieved stable detection due to the limited use of temporal information.
Therefore, this dissertation studies feature enhancement methods for real-time and
online video object detection that utilizes more temporal and spatial information. To
enhance feature maps for video object detection, we studied two aspects. One is to
refine a feature map by aggregation, and the other is to enhance a feature map through
prediction. First, we propose two new feature map aggregation methods: frame-level
feature map aggregation and element-level feature map aggregation. Feature map
aggregation differs from previous real-time and online methods in that it directly
exploits multiple past feature maps. It has been studied in offline methods and can
provide stable feature maps; however, it requires more processing time due to the

computation of the weight between detection and each surrounding frame. Therefore,



in frame-level feature map aggregation, we propose to refine the feature map by
calculating which past frames should be focused on in a one-shot manner, which runs
in real-time. To aggregate past features directly, we extend the detector with external
memory. We experimentally show that frame-level feature map aggregation can
suppress the issue of object confidence score fluctuations in time. At the element-level,
the idea of the frame-level method is further extended. Each element of the feature
map is refined considering local and global spatial information and short- and long-
range temporal information; however, such dense aggregation takes much time to
calculate in general. Therefore, we propose a novel sparse aggregation method to
reduce computation processing time for feature aggregation. Furthermore, we also
propose an adaptive feature update strategy in external memory to hold long-term
information. Finally, we achieve state-of-the-art performance in an online detector that
maintains real-time performance. We also show that the proposed method significantly
reduces false-positive and false-negative detection results, which are challenges in
video object detection. Next, we propose a novel feature map enhancement approach
through prediction. The prediction-based approach differs from the feature map
aggregation approach in that it does not utilize external memory but enhances the
performance of the model itself. Therefore, it is suitable for conditions under strict
GPU memory constraints, such as robotics. The prediction-based approach employs a
future prediction task, which requires deep knowledge of objects, such as motion, to
forecast the future clearly. The detector enhances the feature maps for stable object
detection by learning features through prediction during the training phase. We
leveraged the prediction from different perspectives: forecasts for the next and the next
several frames. First, we propose a detector that jointly learns detecting objects and
forecasting the next-frame feature map. This prediction approach is suitable for
extending the recurrent neural network object detectors, and experiments show the
effectiveness of learning features through the next frame forecast. Next, we propose a
video object detection framework based on stochastic future prediction to leverage more
extended time. The next several frames prediction is difficult to predict due to the
future uncertainty; therefore, our model learns features by predicting the sampled and
possible future. Experiments have shown the effectiveness of leveraging the

stochastic long-term prediction for video object detection.
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