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ABSTRACT

Video is an essential resource because of its ability to hold space and time

information. Therefore, in the field of computer vision, a lot of research is con-

ducted to extract various information, especially object detection in videos. It is

expected to be applied to real-world applications such as surveillance cameras

and robotics.

Object detection consists of two processes: extracting the feature maps for

detection from the video frames and detecting objects from them. In object de-

tection in video, detectors for still images are sometimes applied to each frame.

However, it is difficult to achieve stable detection due to apparent changes with

time in the video, which leads to fluctuations of detection confidence score,

and false-positive and false-negative detection results. Previous research tried to

solve them by incorporating temporal information in the detection stage. How-

ever, the effect was limited since the feature maps obtained from the frames are

deteriorated due to the changes in appearance, and it is difficult to detect ob-

jects from them. Therefore, it is essential to enhance feature maps with temporal

information before the detection stage.

Research on feature maps suitable for detection has been conducted mainly in

offline methods that employ all future, current, and past information, and there

have been few online methods, which do not rely on future information, aimed at

real-world applications such as surveillance cameras and robots. In addition, for

such applications, not only the accuracy but also the processing speed for real-

time is essential. Previous works have proposed stabilizing the detection by prop-

agating the past information from the last frame or a specific nearby keyframe

for real-time processing in online settings. However, they have not yet achieved

stable detection due to the limited use of temporal information. Therefore, this

dissertation studies feature enhancement methods for real-time and online video

object detection that utilizes more temporal and spatial information.

To enhance feature maps for video object detection, we studied two aspects.

One is to refine a feature map by aggregation, and the other is to enhance a fea-

ture map through prediction. First, we propose two new feature map aggregation



methods: frame-level feature map aggregation and element-level feature map ag-

gregation. Feature map aggregation differs from previous real-time and online

methods in that it directly exploits multiple past feature maps. It has been stud-

ied in offline methods and can provide stable feature maps; however, it requires

more processing time due to the computation of the weight between detection

and each surrounding frame. Therefore, in frame-level feature map aggregation,

we propose to refine the feature map by calculating which past frames should

be focused on in a one-shot manner, which runs in real-time. To aggregate past

features directly, we extend the detector with external memory. We experimen-

tally show that frame-level feature map aggregation can suppress the issue of

object confidence score fluctuations in time. At the element-level, the idea of

the frame-level method is further extended. Each element of the feature map

is refined considering local and global spatial information and short- and long-

range temporal information; however, such dense aggregation takes much time

to calculate in general. Therefore, we propose a novel sparse aggregation method

to reduce computation processing time for feature aggregation. Furthermore, we

also propose an adaptive feature update strategy in external memory to hold long-

term information. Finally, we achieve state-of-the-art performance in an online

detector that maintains real-time performance. We also show that the proposed

method significantly reduces false-positive and false-negative detection results,

which are challenges in video object detection.

Next, we propose a novel feature map enhancement approach through pre-

diction. The prediction-based approach differs from the feature map aggregation

approach in that it does not utilize external memory but enhances the perfor-

mance of the model itself. Therefore, it is suitable for conditions under strict

GPU memory constraints, such as robotics. The prediction-based approach em-

ploys a future prediction task, which requires deep knowledge of objects, such as

motion, to forecast the future clearly. The detector enhances the feature maps for

stable object detection by learning features through prediction during the training

phase. We leveraged the prediction from different perspectives: forecasts for the

next and the next several frames. First, we propose a detector that jointly learns



detecting objects and forecasting the next-frame feature map. This prediction

approach is suitable for extending the recurrent neural network object detectors,

and experiments show the effectiveness of learning features through the next

frame forecast. Next, we propose a video object detection framework based on

stochastic future prediction to leverage more extended time. The next several

frames prediction is difficult to predict due to the future uncertainty; therefore,

our model learns features by predicting the sampled and possible future. Ex-

periments have shown the effectiveness of leveraging the stochastic long-term

prediction for video object detection.
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Chapter 1

Introduction

1.1 Background

Video is a vital resource that holds information about both time and space. Increasingly,

many videos are being made year by year with the spread of smartphones, robotics cam-

eras, surveillance cameras, and cameras for automatic driving. Therefore, it is essential

to extract information from the video for robotics [50, 188], factory automation [35, 64],

and human support [60, 65, 168], rather than letting it end up as data. Understanding

videos and extracting information are researched from various angles, such as video

recognition [95], action recognition [148, 157] and anomaly detection [118].

One of the most fundamental but essential understandings in videos is recognizing

what an object is and where it is in a video frame. In order to find out what is in the

frame, i.e., to identify objects in an image, object detection has been studied in computer

vision. Object detection has made tremendous progress in recent years [15, 18, 112, 130,

131, 173], benefiting from the development of deep learning and convolutional neural

networks [81, 141, 172]. The famous object detection benchmark MS COCO [107]

reached 61.3% accuracy in 2021 [173] from 19.7% in 2015 [70]. These developments

mean that object detection technology can now be used in the real-world, and its utility

value is attracting attention not only in robotics [26, 50] and automated driving [67] but

also in various fields such as medical care [168] and agriculture [135].

Object detection consists of two stages: feature extraction and detection. In feature

extraction, important information for detection is obtained as features from images using

a backbone such as VGG [141] or ResNet [81]. The features are generally referred to
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as a feature map. Next, the detection stage estimates object’s location and class from

the obtained feature map. For detection, mechanisms such as SSD [112] and Faster R-

CNN [131] have been proposed. The detectors output the detected objects’ positions and

their classes with confidence scores for the given image by going through these stages.

The confidence score indicates the degree of certainty the detector estimated the detected

object. The detector must detect the target with high confidence because the results are

filtered at a certain threshold.

When it comes to detecting objects in a video with the detectors [112, 131], it is diffi-

cult to achieve stable detection due to apparent changes caused by the temporal changes

in the video. In general, to apply object detection to video, the detectors trained on still

images are applied on each video frame for detection. However, it does not provide

stable detection in practice since the changes in appearance with time lead to phenom-

ena such as motion blur and out-of-focus, making detection difficult. More specifi-

cally, the change produces several issues of video object detection: detection confidence

score fluctuation, false-negative detection, and false-positive detection. As shown in

Figure 1.1, the confidence scores of the detected object fluctuate as the changes in ap-

pearance even slightly over time. Figure 1.2 shows the occurrence of false-negative

detection and false-positive detection. False-negative detection is a case where a detec-

tion target is present but cannot be detected. False-positive detection mainly consists

of background false-positive and class false-positive detection. The background false-

positive one is that a model detects an object where there is no target object, and the class

false-positive one is that a model detects the target as a different class. Thus, overcoming

these problems caused by the apparent changes is necessary to achieve stable detection

in video object detection.

Recently, feature extraction considering temporal information is expected to be an

approach to address those problems. In order to stably detect objects in a video, methods

that take temporal information into account at each stage of the object detector have been

studied. The existing research initially tried to enhance detection by introducing tempo-

ral information into the detection results [77, 165] or the detection stages [54, 90, 91].

However, these methods only slightly improved since they do not work well unless the

bounding boxes are detected in most frames. The problem is that the features necessary

for detection could not be sufficiently obtained due to degraded appearances caused by
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Figure 1.1: Examples of detection confidence score fluctuations with Faster R-CNN

due to apparent changes with time. Small changes in appearance, such as luminance,

drastically affect the detection confidence in a still image detector.

the apparent temporal changes [191]. Therefore, to obtain sufficient features for detec-

tion before the detection stage, it is necessary to enhance the feature map by including

temporal information in the feature extraction stage. In video object detection, it is cru-

cial to research generating and enhancing robust features from degraded ones for stable

object detection in videos by utilizing temporal information to deal with fundamental

issues and has become the mainstream approach [29, 68, 191, 192].
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Figure 1.2: Examples of false-negative and false-positive detection with Faster R-CNN

due to apparent changes with time. The changes cause the problems, such as detecting

an object that is not the target of detection or failing to detect an object in a scene that

should be detected.
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1.2 Motivations

Research on enhancing feature maps for detecting objects in videos has been actively

studied in recent years [29, 42, 125, 143, 191, 192], and can be divided into offline

and online settings, depending on how the temporal information is used for detection.

Moreover, their target can be divided into accuracy-oriented and speed-oriented.

In terms of detection settings, many methods have been studied in offline settings

and a few studies in online ones in the field of research. The offline methods use past

and future information when detecting objects in the current frame [29, 42, 125, 191].

On the other hand, future information is not available in online methods [26, 192] in-

tended for live streaming videos. Since accuracy is one of the most crucial factors in

the research field, offline methods have been mainly proposed, and online ones have not

been sufficiently studied.

In addition, since there is a trade-off between accuracy and speed, the previous works

have been divided into the pursuit of accuracy and speed. The accuracy-oriented research

is to refine the feature map quality of the detection frame by using the features obtained

from the surrounding frames [29, 158, 167, 191]. Improving the feature map can over-

come the video challenges and increase detection accuracy. However, due to the high

processing cost, these works tend to be slow operation speed, mostly one ˜ten frames

per second. On the other hand, the speed-oriented research is to improve the speed

performance by eliminating the heavy feature extraction process because the neighbor-

ing frames have redundant information [23, 83, 192]. However, the accuracy of these

methods tends to be lower than that of still image detectors [192].

When real-world applications are considered, such as surveillance cameras, robotics,

and medical fields[135, 168], it is essential to detect objects in online settings because

future information cannot be utilized. Furthermore, while stable detection is vital for

practical applications, real-time processing performance is also essential. However, re-

search from this perspective has not been sufficiently discussed.

Two approaches have been proposed under the online constraint within real-time

processing to leverage a nearby specific keyframe to achieve high accuracy video object

detection. The warp-based approach [190, 192] proposed stabilizing the current feature

map by propagating features by flow information [190, 192] from a nearby keyframe in
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the past. The recurrent neural network-based approach [26, 27, 110, 111] propagates

temporal information by accumulating the last frame through the recurrent neural net-

work. Although these approaches tried to detect objects stably, they do not result in

stable detection since they only rely on the limited temporal information, a past nearby

frame. Therefore, an approach that utilizes multiple frames to utilize temporal informa-

tion more effectively is expected for stable detection.

Inspired by the above discussion, this dissertation researches feature enhancement

learning methods, which utilize more temporal information, for online video object

detection that improves accuracy within real-time speed. In particular, we consider

the feature aggregation approach to learn the assembly of features from multiple past

frames and the prediction-based feature enhancement approach, which learns enhance-

ment through future prediction. In the following sections, we describe our research scope

in more detail.

1.3 Problem Statement

Video object detection provides problems such as fluctuation of detection confidence

score false-negative and false-positive detections because of apparent changes with time.

Due to the degraded appearance scenes caused by the changes, detectors cannot obtain

enough features for detection. Therefore, it is crucial to enhance the feature map by

utilizing temporal information for stable detection. Many feature map enhancement

methods have been studied in offline settings that utilize future information and cannot

be applied to real-world applications such as surveillance cameras and robotics since

they require online settings for live stream videos. Moreover, real-time processing is

also an essential factor in such applications. In the previous studies that satisfy those

requirements, the use of temporal information is limited and stable detection has not

been achieved. Therefore, it is vital to develop online feature map enhancement methods

that utilize more temporal information in real-time for stable video object detection in

consideration of real-world applications. In our dissertation, we address this issue.
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1.4 Dissertation Focus and Main Contributions

This dissertation focuses on enhancing feature maps for video object detection, exploit-

ing spatiotemporal information under real-time processing and live-stream video con-

straints. We remark that real-time processing is over 15 frames per second on commer-

cial graphics boards, such as RTX 2080 Ti, whose single-precision performance is about

13 TFLOPS in this dissertation. Under the constraints, existing research utilizes flow

information to warp features [190, 192] or recurrent neural networks to propagate the

past information to the current frame [26, 110, 111]. Unfortunately, they only propagate

temporal information from a specific frame, last or nearby keyframe. Therefore, these

methods cannot achieve stable object detection and are insufficient in accuracy.

Unlike the existing methods, this dissertation attempts to enhance features by utiliz-

ing multiple frames from various perspectives to improve accuracy. For this purpose, we

present two approaches to the problem: the feature map aggregation approach and the

prediction-based feature map enhancement approach.

First, we propose feature map aggregation approaches for real-time online video

object detection. Since feature map aggregation is generally computationally time-

consuming, it has been studied only the offline methods [9, 158, 191] and has not been

proposed for real-time situations. To aggregate features in real-time, we propose ag-

gregation of feature maps from two different aspects. The first is enhancement through

frame-level feature map aggregation (in Chapter 3). We adaptively refine the feature map

from the viewpoint of which past frames should be focused to aggregate information. In

the conventional offline methods [86, 158, 191], each frame is weighted by similarity,

which takes time. On the contrary, we propose a real-time method to weigh the mul-

tiple frames at once. We also introduce an external memory to retain the past feature

maps. Experiments show that the proposed method is more beneficial than the previous

approach for the issue of detection confidence fluctuation. Next, we deepen the frame-

level aggregation to the element-level (in Chapter 4). Focusing on the element-level

allows it to aggregate for object misalignment over a more extended period. However,

element-level aggregation is generally time-consuming. Thus, we propose a sparse ag-

gregation method considering video redundancy. Experiments have shown that refining

the feature map by directly accessing past frames using external memory can effectively
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improve the accuracy in real-time. In addition, we experimentally confirm that it is ef-

fective for the problems of false-negative and false-positive detection in video object

detection.

Second, we propose prediction-based feature map enhancement methods (in Chap-

ter 5). The feature aggregation approach relies on external memory to store the past

features, which requires GPU memory. However, there are memory limitations in some

situations, such as robotics. Thus, we present feature map enchantment through pre-

diction learning to improve accuracy without increasing memory usage. Predicting the

future requires detailed knowledge of object dynamics, such as motion. Incorporating

predictions into video object detection, we improve performance without increasing the

model size by utilizing future information during training. We fuse detection and future

prediction from two perspectives: the next and the next several frames forecasts. In the

next frame prediction, we introduce joint learning of object detection and the next-frame

feature map prediction by extending the existing recurrent neural network object detec-

tor. Experiments validate the clear benefit of feature enhancement through prediction.

We propose a video object detection framework based on a probabilistic future forecast

to leverage extended temporal information in future prediction in the next several frames

forecasts. This experiment employs ten successive future frames. It is difficult to predict

the long-term future clearly; therefore, we leverage stochastic future prediction, which

samples one possible future. Our model learns video nature by predicting the possible

future, utilized for object detection.

In this way, this research effectively exploits space and time to learn to enhance

features for video object detection and improve accuracy while maintaining real-time

performance. Following this research direction, the main contributions in the dissertation

are as follows:

• We propose a new efficient frame-level feature map aggregation method named

Temporal Feature Enhancement Network (TFEN) [61] for real-time online video

object detection. The basic idea is to aggregate multiple past features in the ex-

ternal memory by computing their weights adaptively in a one-shot manner from

recurrent units.

• We propose a new element-level feature map aggregation method, Video-aware

Sparse Transformer with Attention-guided Memory (VSTAM), aggregating a more
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extended period for real-time video object detection. The proposed method refines

the feature map at the element-level by considering local and global space and

temporal short-long range information. We sparsely aggregate features in time

and space within real-time by proposing Video Sparse Transformer (VST). We

also propose an adaptive external memory update strategy to hold frames vital for

feature aggregation.

• We propose two new prediction-based feature map enhancement methods, Real-

time Object Detector by Feature Map Forecast (ROD-FMF) [62] and Video Rep-

resentation learning through Prediction (VRP) [63] for strict memory limitation.

The prediction-based approach stands on recurrent neural network detectors with

less memory consumption than methods with external memory. Predicting the fu-

ture, i.e., model forecasts how the next or the more forward frames go on, enhances

feature maps. To utilize the future prediction, we examined two perspectives, the

next frame prediction by ROD-FMF and the next several frames prediction by

VRP. In ROD-FMF, we propose extending the existing recurrent detector to pre-

dict the feature map of the next frame while learning the detection. Next, in VRP,

we propose a framework that integrates probabilistic future prediction and video

object detection. Since predicting the successive future frames, ten frames for-

ward is difficult due to future uncertainty; we introduce probabilistic sampling to

predict a possible future. Moreover, we propose a two-step training method to uti-

lize future predictions stably: pretraining a model only the future prediction and

finetuning it to the detection.
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1.5 Organization of the Dissertation

The remaining of this dissertation is organized as follows:

• Chapter 2 provides an overview of still image and video object detection methods

and datasets. In addition, we provide a survey of recent video topics that are

closely relevant to this dissertation.

• Chapter 3 presents feature aggregation method at frame-level, Temporal Feature

Enhancement Network (TFEN), an efficient algorithm that computes which past

frame to attention in external memory for aggregation.

• Chapter 4 presents feature aggregation method at element-level, Video-aware Sparse

Transformer with Attention-guided Memory (VSTAM), which sparsely aggre-

gates features in temporal short- and long-term and spatial local and global in-

formation to process in real-time.

• Chapter 5 presents two prediction-based feature enchantment approaches, which

learn enrichment through future prediction. We present Real-time Object Detector

by Feature Map Forecast (ROD-FMF) for the next frame prediction. Regarding the

next several frames prediction, we present Video Representation learning through

Prediction (VRP), which learns enhancement by generating stochastic frame pre-

diction.

• Chapter 6 concludes this dissertation by summarizing our contributions and dis-

cussing future works.
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Chapter 2

Literature Review

The research on Video Object Detection (VOD) is based on object detection in still

images. Since this dissertation focuses on enhancing the feature maps of video object

detection, we briefly review still image object detection in Section 2.1. We then review

video object detection works deeply in Section 2.2. We also review related tasks to video

object detection, Multi-object Tracking (MOT) and Video Instance Segmentation (VIS)

in Section 2.3.

2.1 Object Detection in Images

Object detection in still images is the task of estimating the location and the category

of objects in a given image. In traditional object detection, the models were built as an

ensemble of hand-crafted feature extractors such as the scale-invariant feature transform

(SIFT) [116], and the histogram of oriented gradients (HOG) [39]. After the deep learn-

ing method, AlexNet [96], won the ImageNet Image Classification Competition champi-

onship by an overwhelming margin compared to traditional methods, deep convolutional

neural networks (CNNs) have been extensively studied [81, 141, 172]. Subsequently,

CNNs are also applied to the field of object detection and outperformed traditional ap-

proaches [39, 55]. Object detection in still images with deep learning algorithms has

made remarkable progress in the past few years [70, 71, 112, 128, 129, 130, 131].

Object detection based on deep learning can be divided into two main groups. The

first is called two-stage detectors [15, 80, 131] as shown in Figure 2.1, which estimate

the candidate regions of objects from the features obtained by CNNs and then perform
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Figure 2.1: Pipeline of a two-stage detector (figure is adapted from [131]). The two-stage

detector obtains a feature map from the image and then estimates the candidate regions

of the object from the feature map using the Region Proposal Network. It then extracts

the corresponding features in the area and performs a classification task to detect the

object. Due to several processes, the runtime is generally slow; however, the accuracy

tends to be high.

Figure 2.2: Pipeline of a one-stage detector (figure is adapted from [112]). Unlike the

two-step detectors, the one-step detector performs classification and localization directly

from the feature map obtained from the image. Because it has fewer processes than a

two-stage model, it can run faster but tends to be lower accuracy.

12



classification and localization on them. The second is called one-stage detectors, as

shown in Figure 2.2, which perform classification and localization directly from features.

In general, two-stage detectors tend to be more accurate because their classifier does not

need to consider unnecessary objects in advance thanks to the region proposals, but

they are slower in processing speed due to the multi-stages. On the other hand, the

one-stage detectors are faster but tend to be less accurate. Based on these approaches,

research recently proposes improvements on existing components such as loss for class

imbalance problems [106], architecture for utilization of detailed information [105], and

hand-crafted parameter-free [18, 51, 97] towards high-performance detectors. We build

our feature map refinement frameworks on top of [112, 131] and extend them to the

video object detection task.

Especially in surveillance video, some methods have been proposed to improve

the detection performance without considering temporal information. Evolving Boxes

(EB) [156] improves its region proposal network with a cascade strategy, refining object

boxes. GP-FRCNN [140], on the other hand, proposes geometric proposals for Faster

R-CNN [131], whereby they re-rank the geometric object proposals with an approximate

geometric estimate of the scene to remove false positives. Foreground Gating and Back-

ground Refining Network (FG-BR Net) [59] incorporates the background subtraction

method to ignore a non-interested region efficiently for false-positive elimination. They

improve their accuracy performance; however, none of them can operate in real-time due

to the high cost of computations.

2.2 Object Detection in Videos

Since a video is a collection of consecutive images, a still image object detector [112,

131] can be applied to each video frame to detect objects in the video. However, as

discussed in Section 1.1, due to the apparent changes with time, which produces issues

such as detection confidence score fluctuation and false-negative detections, the still

image detectors cannot detect objects well in videos. To cope with the challenges in

video domains, research can be categorized into two primary approaches. The first is to

improve the detection process and post-processing, called box-level, based on bounding

boxes. The second method is called feature-level because it exploits feature maps. We

will first review the box-level method and then the feature-level method.
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2.2.1 Box-level

In order to address the challenges of video object detection issues, methods of incorpo-

rating temporal information into the detection results or the detection stage of the still

object detectors were initially proposed. For example, SeqNMS [77] links bounding

boxes across frames with IoU threshold and re-rank the linked bounding boxes to deal

with detection confidence score fluctuations. TCN [91] introduces tubelet modules into

the detection stage and applies a temporal convolutional network to embed temporal

information to improve the detection across frames. T-CNN [90] applies image object

detectors to generate results and then uses optical flow to associate the detected results.

D&T [54] proposes tracking loss to improve detection accuracy by combining tracking

approaches. However, these methods are unsuccessful since they assumed that detection

was possible in most frames. It is challenging to detect objects with insufficient fea-

tures for detection from the degraded appearance caused by the apparent changes with

time. Besides, most of the works [77, 90, 91] can not be trained end-to-end, and their

performances are still sub-optimal.

2.2.2 Feature-level

Improving feature maps by propagating temporal information has recently become a

mainstream approach in video object detection to cope with degraded appearance due to

the changes in appearance over time. It can be broadly classified into offline algorithms

that pursue accuracy and online ones that consider live stream videos. Since accuracy

is one of the essential factors in the research field, many studies have been conducted

as offline methods. Thus, this section first reviews offline algorithms and then reviews

online ones.

Offline Methods

The main focus of research in the offline algorithms for feature map refinement is how to

exploit temporal information, including future information, to improve accuracy. They

can be classified into three categories: local, global, and combination aggregation, ac-

cording to how they handle temporal information.

Local aggregation methods [9, 44, 68, 108, 158, 171, 191] usually focus on propa-

gating features from nearby frames, less than ten frames, on video sequences. In order
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to refine the whole current frame feature map, FGFA [191] exploits optical flow in-

formation to have pixel-to-pixel correspondence among nearby frames. MANet [158]

further utilizes flow information to capture object motion. STSN [9], on the other hand,

uses deformable convolutions across time to align the features from adjacent frames.

STMN [171] computes the correlation between neighboring frames and introduces a

memory module to aggregate their features. They have shown the importance of feature

maps from nearby frames; however, they require additional network and training costs

for flow information. Thus, some research relies on only apparent features from the

feature extractors without flow information. FFAVOD [125] proposes aggregating the

apparent features of the surrounding frames by fusing channel-wisely. TF-Blender [36]

proposes a method to compute the interrelationships between neighboring frames and

enhance the entire feature map in all aggregated frames instead of improving only the

detection frame.

Recently, to aggregate features more robustly against object misalignment, the object-

level feature aggregation approach [44, 68, 75, 94] has been proposed to use only the can-

didate regions features of objects rather than exploit the entire feature map. RDN [44]

focuses on the object relations to align object features. OFAVOD [68] proposes pair-

wise feature aggregation, which aligns object features based on context. EBFA [75]

proposes a temporal and spatial alignment module to refine object-wise features. TM-

VOD [94] offers temporally-aware region proposals to extract object-wise features ro-

bustly for object-wise refinement.

On the contrary, global aggregation methods [76, 167] rely on long-range seman-

tic information in a video or among videos. They can deal with degraded appearance

scenes that continue for multiple frames, such as motion blur. In such cases, since

aggregating information from neighboring frames does not provide practical temporal

information, propagation from the distant frames before and after the moments can be

used. SELSA [167] proposed sequence-level semantics object-level aggregation, which

utilizes spectral clustering to capture the object relations in the whole video. Further-

more, HVR-Net [76] proposes an Inter-Video Proposal Relation module to consider the

relation of object-level features among different videos, in addition to the intra-proposal

association in a single video. However, since they treat all features in the temporal in-

formation equally, locally essential features may be ignored.
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Unlike the methods that exploit features locally or globally, the combination aggre-

gation method leverages both local and global features but deals with them separately.

MEGA [29] introduces a memory module to keep both local and global object-level fea-

tures separately to enhance the visual representation of the current frame. The offline

aggregation methods achieve high detection accuracy; however, they use computation-

ally expensive feature aggregation and future information, which impede live streaming

detection.

Online Methods

Although online methods are similar to the offline ones in terms of feature aggregation

except for future information, they focus on efficiently utilizing temporal information

and are classified into three categories. The first methods aim for high accuracy in on-

line fashion without focusing on speed. The second category is the methods that aim

to improve speed performance by utilizing the redundancy of videos; however, they

sacrifice detection accuracy. The third is methods to improve detection accuracy while

keeping real-time speed performance. Our research belongs to the third category.

The first group of methods aims at high accuracy under the limitation of not utilizing

future information. THP [189] exploits optical flow to improve accuracy by propagat-

ing information from keyframes. In addition, they propose to determine non-keyframes

adaptively and to update the flow information partially. OGEMN [42] proposes to ag-

gregate features by using external memory to keep long-term information. It introduces

the updating rule in the external memory to keep the feature maps that maximize the

detected objects’ confidence. MAMBA [143], which is an extension of OGEMN, pro-

poses a simple random update rule based on video redundancy. Some works [74, 88]

point out applying optical flow directly onto image-based features leads to a mismatch

in high-level features. Therefore, LSTS [88] proposes learnable spatiotemporal sampling

to learn semantic-level correspondences among adjacent frame features. PSLA [74] of-

fers a progressive sparse local attention module to propagate local information from the

previous frames based on appearance features. Since their improving approaches require

high computational costs, they cannot run on commercial graphics boards in real-time.

The second group of methods aims to take advantage of the redundancy of video

to increase speed performance. DFF [192] utilizes a high-cost feature extractor for
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keyframes and a lightweight optical flow for non-keyframes to propagate temporal infor-

mation and achieve high speed. DorT [117] proposes a network that decides whether to

use detection or tracking to speed up. Adascale [31] proposes a scale regressor network

that estimates the subsequent frame resolution adaptively to improve the tradeoff be-

tween accuracy and speed. Flow-guided [190] proposes to stabilize the flow information

between frames by passing through a recurrent neural network. Memory-guided [111]

proposes to exploit high-cost and low-cost feature extractors for keyframes and non-key

frames, respectively, to boost speed performance. LWDN [87] propagates high-level fea-

tures from keyframes by focusing on the weighted local parts. Attention-guided [179]

proposes an adaptive key and non-keyframe prediction approach for fast detection with

subtle decline and offers a feature propagation module by attention mechanism from a

keyframe. Although these methods can speed up processing, they are inferior in accu-

racy.

In recent years, attention has been focused on improving the trade-off between ac-

curacy and speed for real-world applications such as robotics [26, 27, 110]. As a result,

methods in the third group have been proposed to improve accuracy while running in

real-time. LSTM-SSD [110] offers bottleneck architecture of the convolutional recur-

rent neural network to propagate temporal information. TSSD [26] propagate feature

maps across frames with convolutional recurrent neural networks using spatial attention.

TSSD-OTA [27] extends TSSD with tracking networks for better accuracy. Heatmap-

guided [175] propagates the previous reliable detection in the form of the heatmap to

boost the results of the subsequent frame. LMP [193] proposes separate temporal propa-

gation modules to handle temporal information of different times separately. They tried

to employ temporal information to stabilize detection; however, most concentrate on

propagating temporal information from a particular frame (the last frame or a nearby

keyframe) to the current one. Thus, they lack the consideration of utilizing more tempo-

ral information effectively.

Unlike the existing methods, our approaches employ multiple frames to refine fea-

tures. First, in the feature map aggregation approach, we aggregate multiple past feature

maps directly to refine the current frame feature map by introducing external memory to

keep them. However, the existing methods aggregating feature maps proposed in offline

methods are computationally expensive, so we propose two cost-effective aggregation
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methods towards real-time performance. First, in frame-level aggregation, instead of

weighting each frame by similarity, we exploit recurrent neural networks to weigh past

frames in a one-shot manner by an attention mechanism. Very recently, a method of

aggregating past features directly for real-time online video object detection has been

proposed [86]. Still, the processing speed is not fast because it conducts the weighting

for each frame. Next, in element-level aggregation, we propose to refine the feature map

details by aggregating features element-wisely to deal with the object misalignment in

multiple frames. However, it takes a long time to compute aggregating features at all el-

ements from past frames. For this reason, we propose sparse element-wise aggregation

to achieve real-time speed, considering the video redundancy. The details of frame-level

and element-level aggregation are described in Chapter 3 and Chapter 4, respectively.

Secondly, we leverage the next future frame or multiple successive future ones during

the training phase to enhance feature maps through future predictions. While the existing

recurrent neural network methods [26, 110, 111] focus on propagating information from

the past to the present, we introduce predictions to learn about the knowledge of objects,

such as motion. The details are explained in Chapter 5.

2.3 Related Topics to Video Object Detection

Multi-object tracking and video instance segmentation are related tasks in video object

detection. In this section, we review them briefly.

2.3.1 Multi Object Tracking

Multi-object tracking (MOT) is a task to track multiple objects in a given video, and

the goal is to assign the same ID to each tracked object. It is a similar task in terms of

continuously detecting objects in the video, but its purpose is different from video object

detection. In the pre-deep learning era, trackers often exploits flow fields [85, 132],

Kalman filters [10, 24] or Intersection-over-Union (IoU) [10, 11] for association. The

proposed methods are simple and fast but fail very easily in challenging scenarios.

With the success of deep learning, many models have recently leveraged appearance

features to associate objects [33]. For instance, DeepSORT [165] takes the provided

detections by still-image detectors and associates them using an offline trained deep re-

identification (Reid) model and a Kalman filter model. SiameseCNN [98] exploits a
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Siamese network to learn the similarity between a pair of detections directly. Moreover,

Deep Affinity Network [144] employs a Siamese network that takes two video frames

as input, extracts multi-scale appearance embeddings, and outputs the similarity scores

between all pairs of detections.

More recently, the success of multi-task learning in deep neural networks [20, 27,

147] has led to models that jointly learn detection and tracking tasks. The tracker [32]

adapts the Faster RCNN [131] to estimate the bounding box location in a new frame

from the preceding frame. CenterTrack [187] and D&T [54] extend the still-image de-

tectors [37, 51] to compute correlation maps between high-level feature maps of consec-

utive frames to estimate inter-frame offsets between bounding boxes. To directly opti-

mize the MOT model, Xu et al. [174] presents an end-to-end MOT training framework,

using a differentiable approximation of MOT metrics in the loss functions. To further

integrate the still-image detector and tracking methods, Reid branchs [21, 162, 184] are

proposed to extract object embeddings for the association.

2.3.2 Video Instance Segmentation

Recently, a new task, video instance segmentation (VIS) [154, 176], has been pro-

posed, which is a combination of object detection, instance segmentation, and object

tracking across frames. To solve this problem, MaskTrack R-CNN [176] extends Mask

R-CNN [80] with a pair-wise identity branch to solve the instance association. SipMask-

VIS [16] propose one-stage models for VIS, which is the similar pipeline [176]. MaskProp [8]

introduces a mask propagation branch on the multistage framework [22] that prop-

agates instance masks from one frame to another. In [102], a modified variational

auto-encoder was proposed to learn spatial interdependence and motion continuity in

the video. STEm-Seg [4] and TrackR-CNN [154] treats the video clip as 3D spatial-

temporal volume and segments objects in a bottomup fashion. VisTR [161] naturally

extends DETR [18] for VIS task in a query-based end-to-end fashion. CrossVIS [178]

proposes pair-wise global instance embeddings to tackle the association of instance seg-

mentation. They focus only on how to associate objects in a video and do not consider

the significance of the feature refinement.

This dissertation also examines the effect of temporal feature map enhancement on

the more complex task of video instance segmentation. Recently, CompFeat [58] in-
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troduced features aggregation at frame-level and object-level with temporal and spatial

context information. TF-Blender [36] proposed feature adjustment to enrich the repre-

sentation of every neighboring feature map. Although CompFeat and TF-Blender im-

prove accuracy performance, they only consider feature aggregation from nearby frames.
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2.4 Benchmark Datasets

In this section, we describe benchmark datasets for object detection in videos. Then, we

describe the dataset used for our experiments.

The early days of video object detection began with specific tasks such as person

counting [57] and person [48] and car detection [67] for automated driving. However,

they were limited by the small number of video scenes [49, 67], the small number of de-

tection targets [49], and the fact that only one frame, known as keyframe, was annotated

in every few frames [67].

Therefore, ImageNetVID [134] was proposed using videos collected from the Inter-

net, aiming at a general-purpose dataset for video object detection and has become the

de facto standard dataset nowadays. The dataset is split into a training set and a valida-

tion set, containing 3862 and 555 video snippets. The dataset consists of 30 classes of

categories, annotated on all frames captured at 25 or 30 fps. Those classes are composed

of subclasses of ImageNet DET [134], a dataset for still image object detection. Most

of the methods recently studied for video object detection have been validated on this

dataset.

The Youtube-BB [127] was proposed as a dataset that includes rich variations in

videos due to the relatively small size and diversity of datasets in ImageNetVID. YouTube-

BB is a large-scale dataset, which is human-annotated at one frame per second on videos

from YouTube. It contains a total of 380,000 videos with 23 object categories, which is

a subset of the COCO dataset [107]. While Youtube-BB is high diversity, it has not been

sufficiently validated by the methods due to the small number of classes and its errors

relative to a fully human-annotated dataset.

Table 2.1: Benchmark datasets for object detection and instance segmentation in videos.

“D” denotes the detection task, and “I” denotes the instance segmentation task.

Name Task Scene Classes Number of videos (train/ val/ test) Annotations Year

Caltech [49] D Driving 1 5/-/5 all-frame 2012

KITTI [67] D Driving 3 7,481/-/7,518 key-frame 2012

ImageNetVID [134] D Generic 30 3,862/ 555/ - all-frame 2015

UA-DETRAC [164] D Traffic 4 60/-/40 all-frame 2015

YouTube-BB [127] D Generic 23 304,000/38,000/38,000 key-frame 2017

EPIC-KITCHENS-55 [40] D Egocentric 290 272/106/54 key-frame 2018

UAVDT [50] D Drone 3 29/ -/ 21 all-frame 2018

VisDrone-VID [188] D Drone 10 56/ 7/ 16 all-frame 2019

YouTube-VIS [176] I Generic 40 2,238/302/343 key-frame 2019

KITTI MOTS [154] I Driving 2 12/9/- all-frame 2019
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While research has been conducted on video object detection such as pedestrian

detection using in-vehicle cameras [49], UA-DETRAC [164] proposes video object de-

tection from fixed-point surveillance cameras for intelligent traffic systems. It offers

new challenges compared to general video object detection datasets from the Inter-

net [127, 134] since the size of an object is smaller and things are denser due to the

surveillance camera perspective. UA-DETRAC is a dataset containing various traffic

patterns and climatic conditions captured from 24 different locations at 25 fps with all

frames annotated and consists of 60 and 40 videos for training and testing, respectively.

Moreover, with the recent development of robotics and drone technology, new chal-

lenges have arisen in video object detection. From the drone’s point of view, the camera

has a smaller detection target and a wider angle of view than conventional video ob-

ject detection, resulting in a high density of detection targets. To tackle the challenges,

new datasets for drone viewpoints have been proposed in recent years. UAVDT [50]

is an early dataset that consists of 29 and 21 videos for training and testing, respec-

tively, in three categories. Recently, an extension of the UAVDT dataset, VisDrone-VID

dataset [188], has been proposed. It contains 79 sequences with ten object categories

such as cars, vans, and pedestrians, three non-overlapping subsets, 56 training video

clips, seven validation video clips, and 16 test video clips. The annotations are available

for all frames. These sequences have been shot in different cities under different weather

and lighting conditions.

EPIC-KITCHENS-55 [40] is a dataset proposed for video understanding from a first-

person perspective and consists of 432 videos captured at 60 fps by multiple participants

using a head-mounted camera in a kitchen. Several tasks are proposed for video under-

standing: action recognition, action anticipation, and video object detection. However,

in the revised version of EPIC-KITCHENS-100 [41], the video object detection task has

been deprecated due to the addition of other tasks such as Unsupervised Domain Adap-

tation for Action Recognition. We do not evaluate it on this dataset because there are

few methods to assess them on KITCHENS, and it is not sufficiently comparable.

In very recent years, a more complex video object detection task, video instance seg-

mentation (VIS), has been proposed to simultaneously perform instance segmentation,

tracking, and detection in videos. The proposed datasets are mainly for on-vehicle cam-

eras [154] and Internet videos [176], and they have attracted much attention recently.
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Figure 2.3: Frame examples of ImageNet VID dataset [134].

YouTube-VIS-2019 [176] is the first dataset for video instance segmentation, which has

a 40-category label set. There are 2,238 training videos, 302 validation videos, and 343

test videos with precise annotation intervals of 5 keyframes. KITTI MOTS [154] has 12,

and 9 videos for training and validation, respectively, and all frames are annotated.

This dissertation evaluates the proposed methods on datasets with different charac-

teristics to check their effectiveness. First, we investigate the generic performance of

all methods using ImageNet VID, a de-facto standard for video object detection with

typical scenes. Then, in addition to ImageNet VID, we investigate UA-DETRAC or

VisDrone-VID to validate if they are effective for other challenges such as small objects

and more accurate localization. In addition, we test our feature map enhancement on

YouTube-VIS to see if it is effective for video instance segmentation, which requires

more precise feature map refinement due to the generation of masks instead of bounding

boxes. However, we utilize only the video object detection dataset for methods that can-

not be trained with keyframe annotations due to the training method or are challenging

to apply instance segmentation and tracking due to the structure of the model. Fig-

ure 2.3, 2.4, 2.5 and 2.6 show the reference images of ImageNet VID, UA-DETRAC,

VisDrone-VID and YouTube-VIS, respectively.
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Figure 2.4: Frame examples of UA-DETRAC dataset [164].

Figure 2.5: Frame examples of VisDrone-VID2019 dataset [188].
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Figure 2.6: Frame examples of YouTube-VIS2019 dataset [79].
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2.5 Evaluation Metrics

The accuracy evaluation of video object detection [134, 164, 188] is conducted on a

frame-by-frame basis, using the same metrics as for still images. For object detection

in still images, the metric, mean Average Precision (mAP), is utilized, which provides a

single number of performances in terms of regression and classification accuracy. Preci-

sion is derived by Intersection over Union (IoU), the ratio of the area of overlap and area

of union between ground truth and predicted bounding box. A threshold is set to deter-

mine whether the detection is correct. If the IoU is more than a threshold, it is classified

as True Positive (TP), while the IoU below it is classified as False Positive (FP). When

the model fails, the object present in the ground truth is detected as False Negative (FN).

Precision measures the percentage of correct predictions, while recall measures accurate

predictions with respect to ground truth. Precision and recall is defined as follows:

precision =
TP

TP + FP
(2.1)

recall =
TP

TP + FN
(2.2)

According to the above equations, average precision is computed for each category

separately. The mean of average precision of all classes, called mean average precision

(mAP), is used to compare the performance between detectors, which acts as a single

metric for final evaluation.

For the ImageNet VID dataset, a threshold of 0.5 is used for the IoU. The UA-

DETRAC dataset uses an IoU threshold of 0.7 for more accurate localization. We remark

that although UA-DETRAC has four categories, the evaluation stage deals with them as

one class; therefore, single category accuracy (AP) is used. The VisDrone-VID dataset

employs the average of the mAPs measured in increments of 0.05 from 0.5 to 0.95 for

the IoU threshold proposed in the COCO, which is called AP.
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Chapter 3

Frame-level Feature Aggregation

3.1 Introduction

Video object detectors [42, 54, 189, 191, 192] have been actively studied to detect objects

stably against appearance changes with time by utilizing temporal consistency over a

video. Some methods [89, 191] have been proposed to stabilize detection by utilizing

not only past and present frames but also future ones. However, in the case of live

streaming videos, future information cannot be utilized. Besides, improving the still-

image detectors with geometrical constraints [140] or the cascade strategy [156] has been

proposed for frame-by-frame object detection. Such approaches improve the accuracy

while they are limited to running in real-time. To deal with real-time and live-stream

video, some methods have been proposed using recurrent neural network [26, 110] and

flow information [189]. They tried to improve accuracy in real-time by utilizing temporal

information from the last or a specific nearby keyframe in the past. However, the limited

temporal information has not achieved sufficient accuracy when real applications are

considered.

To achieve accurate real-time object detection in live-stream videos, we aim to gen-

erate an enriched feature map by aggregating coarse feature maps in previous multiple

frames, extracted using a lightweight feature extractor, using an attention mechanism ef-

fectively. To this end, we propose an encoder-decoder-based network, Temporal Feature

Enhancement Network (TFEN), that utilizes (i) spatial information from coarse spatial

features and (ii) temporal information available from the live stream of video data. The

encoder consists of recurrent convolutional units dealing with both spatial and temporal
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Figure 3.1: Examples of the detection results by TFEN on the UA-DETRAC. A bound-

ing box is plotted if its confidence score is larger than 0.4.

features. The decoder has the external memory to store feature maps generated to uti-

lize temporal information and exports a densely aggregated feature map using attention

weights in a one-shot manner to compute in real-time. In this way, TFEN enriches coarse

features with spatial and temporal information so that the trade-off between accuracy and

speed is considerably enhanced. We evaluate TFEN on the UA-DETRAC dataset [164]

and the ImageNet VID dataset [134] using MobileNetV2 [136] as the feature extrac-

tor and Cascade R-CNN as the object detector. Experimental results demonstrate that

TFEN performs in real-time while keeping comparable accuracy with state-of-the-art.

Figure 3.1 and Figure 3.10 show some detection results by TFEN on the UA-DETRAC

and the Imagenet VID. We see that TFEN successfully detects most objects in different

scenes, especially even when heavy and partial occlusions occur. Additionally, unlike

other methods [191, 192] that utilize optical flow to warp feature maps across neigh-

boring frames, TFEN entirely relies on only appearance information from image feature

extractors. The architecture of TFEN is thus simple to design. Moreover, it enables us

to optimize its loss function efficiently because we do not suffer from any disturbance

caused by differences between appearance and optical flow features.
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Figure 3.2: Architecture of our proposed TFEN.

3.2 Proposed Method

3.2.1 Architecture

Figure 3.2 shows the overall architecture of our proposed TFEN at previous time t−1 and

current time t where TFEN is connected to the feature extractor and the object detector.

The skip connection is employed from the feature extractor to the object detector to

retain information from the feature extractor. We denote by Ft the feature map extracted

from the feature extractor at time t, which is fed to TFEN. As the lightweight feature

extractor, we employ MobileNetV2 because its computational cost is low.

Our proposed TFEN receives the extracted feature map Ft and enriches them to pass

to the object detector (see the rectangle area in pink in Figure 3.2). It consists of the

spatiotemporal encoder and the temporal attention decoder having the external memory.

For the frame at time t, the spatiotemporal encoder creates temporally-aware feature

map F̃t using recurrent convolutional neural networks similarly to [110]. It exploits the

spatial attention module BAM [122] and ConvGRU [6]. BAM refines the feature map Ft

by inferring simple spatial and channel attention, while ConvGRU uses spatiotemporal

information for temporally-aware feature maps.

The temporal attention decoder, on the other hand, utilizes both the current time

feature maps Ft and the external memory which stores the temporally-aware features

generated in the past m frames: {F̃i}t−m+1≤i≤t := {F̃t, F̃t−1, . . . F̃t−m+1}. Then it
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Figure 3.3: Architecture of the spatiotemporal encoder.

outputs a densely aggregated feature map according to the attention coefficient calcu-

lated in the decoder. In preliminary experiments, we found that the encoder and decoder

were challenging to train the module stable. We adopt a residual learning scheme [81] to

facilitate the gradient flow. The aggregated feature map (called enhanced feature map)

is fed to the object detector. We detail the encoder and the decoder in the following

subsections.

3.2.2 Spatiotemporal Encoder

Our encoder is designed for extracting spatiotemporal information from the feature map

Ft coming from the feature extractor. As shown in Figure 3.3, it consists of BAM [122]

and ConvGRU [6]. BAM is a simple and effective attention module, which infers an

attention map along two separate pathways: channel and spatial. ConvGRU is recurrent

convolutional units that are able to deal with both spatial and temporal features.

First, for given the input feature map Ft ∈ R
C×H×W at the time t, BAM infers spa-

tial attention maps M(Ft) ∈ R
C×H×W where C,H,W denote the number of channels,

the horizontal and vertical sizes of the feature map, respectively. The refined feature map

Ft
′ is computed as

Ft
′ = Ft + Ft ⊗M(Ft), (3.1)

where ⊗ denotes the element-wise multiplication. We introduce the compressibility

value p to reduce the channels of F ′
t by applying the 1× 1 convolution operation to have

F ′′
t ∈ R

pC×H×W . We then feed F ′′
t into ConvGRU to store temporal information with

hidden state. See [6] for details on ConvGRU. The output of ConvGRU is fed into the

Rectified Linear Unit (ReLU) to output the temporally-aware feature map F̃t which is

saved in the external memory.
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3.2.3 Temporal Attention Decoder
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Figure 3.4: Architecture of the temporal attention decoder.

The temporal attention decoder is the most important, and its architecture is shown in

Figure 3.4. Our temporal attention operation is similar to dense feature aggregation [7].

At the time t, the decoder performs dense feature map aggregation by summing all the

temporally-aware feature maps {F̃i}t−m+1≤i≤t based on soft attention weights†. The

weights determine which time of temporally aware feature maps should be focused.

Soft attention weights for time are calculated through the tensor computed from F̃t

and current time feature map Ft. The 1 × 1 convolution is first applied to Ft to adjust

its size, and then its output is concatenated with F̃t in the channel direction. Transform-

ing operation with the stacked convolution layers and ReLU is applied, and then global

average pooling (GAP) [104] and the softmax function are applied to have soft attention

weights for time. The output channel of the first convolution layer and the second one

depicted in Figure 3.4 are pC and m, respectively. The computed soft attention weights

are used for tensor-wise products with all F̃i in {F̃i}t−m+1≤i≤t stored in the external

memory. Then, the element-wise summation of tensors and F̃t are fed to ConvGRU

followed by ReLU. The hidden state of ConvGRU is initialized by F̃t. The 1 × 1 con-

volution operation is next applied to adjust the channels of the feature map to export the

enhanced feature map F̂t, which is forwarded to the object detector.

3.2.4 External Memory

Our external memory consists of a data buffer and a set of Write and Read operations to

access. The data buffer stores the past temporally-aware feature maps {F̃i}t−m+1≤i≤t

†Although the objects can be spatially displaced between frames, the impact of displaced objects can be

negligible in short-term aggregation. Indeed, we used m = 4 in our experiments, meaning about 120 msec.

Moreover, the aggregated feature map is used as a state of ConvGRU and, thus, the effect of displaced

objects across frames on the feature map is indirect and insignificant.
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where m is the number of frames to be stored.

The data structure inside the memory uses a first-in-first-out queue. Therefore, older

temporally-aware feature maps are pushed out over time as new ones are written to the

memory. With the Write operation, the latest temporally-aware feature map is en-queued

into the buffer after the oldest one is discarded. The Write operation allows the decoder

to access all the tensors.

3.2.5 Loss Function

Since all the modules described above are differentiable, TFEN can be trained in an end-

to-end manner. We follow the Cascade R-CNN loss proposed in [15] for multi-stage

classification and bounding box regression. This is because we employ the conventional

cascade R-CNN as the object detector in our experiments.

At each stage, the detector head predicts the classification score and bounding box

regression offset for all sampled RoIs. The overall loss function takes the form of multi-

task learning:

L =
S
∑

s=1

(Ls
loc + Ls

cls), (3.2)

where Ls
loc and Ls

cls are the losses of the bounding box predictions and classification

prediction at stage s, and S is the total number of multi-stages. We follow [15] and set

S = 3.

3.3 Experiments

3.3.1 Benchmark Datasets and Metrics

We evaluated the proposed model on two datasets. One is the ImageNet VID dataset [134]

for natural scenes, and the other is the UA-DETRAC dataset [164] for surveillance. The

ImageNet VID dataset [134] provides various challenges for general purposes such as

motion blur and occlusion. The UA-DETRAC dataset [164] was published as a large-

scale benchmark for vehicle detection in video. On the other hand, it offers challenges

such as smaller object sizes and higher resolution frames. These datasets are annotated

for all frames and are suitable for our method. (see Section 2.4 for more details about

datasets.)
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The evaluation metric for the UA-DETRAC dataset follows the average precision

(AP) score proposed in the PASCAL VOC challenge [53] and uses the IoU threshold

of 0.7. Note that while the PASCAL VOC challenge uses the IoU threshold of 0.5,

the UA-DETRAC dataset requires object detection at a more precise location. For the

ImageNet VID dataset’s evaluation, the detection accuracy is measured by the mean

average precision (mAP) at the IoU threshold of 0.5. (see Section 2.5 for more details

about mAP.)

3.3.2 Implementation Details

We employed MobileNetV2 [136] as the feature extractor and cascade R-CNN [15] as

the object detector. We re-implemented the cascade R-CNN network with the pre-trained

MobileNetV2 in PyTorch [123] and regarded it as our baseline model.

In order to train TFEN, we use a multistep training strategy. Namely, we first fine-

tune our baseline model to the dataset domain as a static image detector. For data aug-

mentation, a random horizontal flip was adopted during training. In the next step, we

initialize the weights of the feature extractor and the object detector with the weights

of the fine-tuned baseline model while we randomly initialize the weights of the feature

enhancement network. We then train all the weights together in an end-to-end manner.

In the first step, we fine-tuned our baseline model on all the 60 videos in UA-

DETRAC training set for the UA-DETRAC dataset. For ImageNet VID dataset, Im-

ageNet DET dataset [134] was employed as training assistance. The 30 categories in

VID dataset are a subset of the 200 categories in the DET dataset. Therefore, following

the practicals [54, 66], we trained the model with VID and DET (only using the data

from the 30 VID classes). We trained it in 36 epochs using asynchronous gradient de-

scent with 0.9 momentum, 0.0005 weight decay, in a batch size of 4 images on 2 GPUs

for both datasets. The initial learning rate was 0.005 and 0.01 on UA-DETRAC dataset

and ImageNet VID dataset, respectively. And we decreased the rate by 0.1 after 18 and

30 epochs.

In the second step, we fine-tuned the model injected TFEN in a temporal manner.

The initial learning rate was set to 0.001 for both datasets, and we decreased it in the

same way as the baseline model. We adapted the random horizontal flip for the UA-

DETRAC dataset for the data augmentation. Following the common data augmentation
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(a) UA-DETRAC test (b) ImageNet VID val

Figure 3.5: Accuracy v.s. FPS under different number m of frames to be stored in the

external memory.

Figure 3.6: Soft attention weights used in the temporal decoder.

in the ImageNet VID dataset, we adapted random sample crop, random horizontal flip,

and photometric distortions as in [111, 112] for the ImageNet VID dataset.

We used a PC with Intel 3.9GHz Xeon W-2123 CPU, NVIDIA RTX 2080 Ti GPU

with 11 GB Memory, and 64 GB of RAM. The experiments are executed with cuDNN

v7.6 and CUDA 10.1. Our proposed TFEN (m = 4) runs in 29.11 and 29.02 fps on

UA-DETRAC and ImageNet VID datasets, respectively, and consumes about 1.9 GiB of

GPU memory for all components, including external memory.

3.3.3 Model Design Analysis

We first experimentally investigated the optimal channel compressibility and the number

of frames stored in the external memory in terms of the trade-off between speed and
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Table 3.1: AP v.s. FPS under different compressibility p of the output channel dimension

on UA-DETRAC test.

p 1.0 0.7 0.5 0.3 0.1

AP[%] 84.12 82.77 82.40 76.53 73.42

FPS 40.92 42.53 43.96 46.13 49.32

Table 3.2: mAP v.s. FPS under different compressibility p of the output channel dimen-

sion on ImageNet VID val.

p 1.0 0.7 0.5 0.3 0.1

mAP[%] 69.4 69.1 68.9 67.4 65.1

FPS 41.43 43.02 44.96 46.65 49.87

accuracy. This allows us to fix the parameters not determined through training TFEN.

Bottleneck Dimension

We analyzed the impacts of the ConvGRU output channel dimension on accuracy and

speed. In this experiment, we changed the compressibility p, which defines the number

of output channels of the feature map in the spatiotemporal encoder, from 1.0 to 0.1. We

remark that we fixed the number m of frames in the external memory to four and used

FP16 due to our GPU memory constraint. We also remark that the processing speed

of models using FP16 tends to be faster than FP32 since the computation can be done

efficiently using Tensor Core units on GPUs.

Tables 3.1 and 3.2 show the impacts on accuracy and speed under different p on the

UA-DETRAC and ImageNet VID datasets. We observe that the accuracy is decreased

by compressing the feature map while the processing time and the model capacity are

reduced. We also see that the accuracy remains almost constant up to p = 0.5, then

drops. This is applied to both datasets. Accordingly, we confirm that when aggregating

feature maps from the past, it is unnecessary to use the actual feature maps obtained

from the frames and that it is possible to reduce the weight to some extent. From this

experiment, we may conclude that the compressibility p controls the trade-off between

detection speed and accuracy of TFEN and that p = 0.5 is the best choice.

Number of Frames in Attention Decoder

We evaluated the number m of frames to be stored in the external memory. Since four

frames are maximum using FP32 to accommodate in our GPU memories, we used FP16
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in this experiment so that we can accommodate up to 8 frames. We changed m from 2

to 8 and computed the accuracy (AP or mAP) and fps. We also computed soft attention

weights to see temporally-aware feature maps of which frames are really focused on to

derive the enhanced feature map.

Figure 3.5 illustrates accuracy and fps under different m on the UA-DETRAC and

ImageNet VID datasets, respectively. Figure 3.6 shows the average of soft attention

weights when m = 8. We note that the horizontal axis shows the offset from the current

frame, meaning that 0 indicates the current feature map, and 7 indicates the feature map

of the last frame in the external memory.

We see that from Figure 3.5 the accuracy tends to be improved by increasing the

number of frames and is saturated with m = 6 on both the datasets. On the other hand,

the run-time speed decreases as m increases. We may conclude that m = 4, 5 or 6 is a

good compromise as the trade-off between accuracy and speed.

Figure 3.6 shows that the weight for the current frame is most significant, which

is represented as 0 in the horizontal axis, and weights for the last 3 and 4 frames are

dominant. It also shows that even if we store eight frames in the external memory, the

frames that are really used in the computation are the last 3 or 4 frames.

Figure 3.7 visualizes some detection results by TFEN (m = 2, 4, 6, 8) where lots of

blur is present due to object or camera motion. We can see that the detection’s confidence

and location become more stable by aggregating over longer periods (m = 8 is better

than m = 4, 6, for example). However, when comparing the improvement between

m = 2 and m = 4 with that between m = 4 and m = 8, we see that the improvement

between m = 4 and m = 8 is smaller and is not significant.

The above observation indicates that storing more than five frames in the external

memory results in just taking run-time while it does not contribute to improving accuracy

much. Accordingly, we can conclude that in practice, m = 4 is the best choice in terms

of accuracy and speed.

3.3.4 Comparison with State-of-the-Art

We set m = 4 and p = 0.5 according to the above experimental results and compared

the average precision (AP) and the mean average precision (mAP) of TFEN with the

state-of-the-art methods.
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Figure 3.7: Example detection results of TFEN (m = 2, 4, 6, 8) for frames with lots of

blur on ImageNet VID val. A bounding box is plotted if its confidence score is larger

than 0.4.

Table 3.3: Performance comparison with state-of-the-art end-to-end models for live-

streaming videos on ImageNet VID val.

Method
Components Performances

Backbone Feature Aggregation? Attention? RNN? mAP FPS (Device)

D&T [54] ResNet-101 [81] 78.7 8 (Titan X)

LSTM-SSD [110] MobileNetV1 [84] ! 54.4 15 (Pixel 2)

Memory-guided [111] MobileNetV2 [136] ! 61.4 24 (Pixel 3)

Flow-guided [190] MobileNetV1 [84] ! 61.2 13 (Mate 8)

LMP [193] MobileNetV2 [136] ! ! 64.2 29 (GTX 1060)

TSSD [26] VGG-16 [141] ! ! 64.8 27 (Titan X)

TSSD(-OTA) [27] VGG-16 [141] ! ! 65.4 21 (Titan X)

VOD-MT [86] VGG-16 [141] ! ! ! 71.0 18 (−)

TFEN (m = 4) MobileNetV2 [136] ! ! ! 68.9 29 (2080 Ti)

TFEN (m = 6) MobileNetV2 [136] ! ! ! 69.2 28 (2080 Ti)

TFEN (m = 4) w/ SSD VGG-16 [141] ! ! ! 70.6 25 (2080 Ti)

Comparison on ImageNet VID

Table 3.3 shows the performance comparison with other object detection methods for

live-streaming videos on ImageNet VID. We present models of TFEN (m = 4, 6) trained

using FP32. TFEN(m = 6) was trained with half of the batch size for memory alloca-

tion‡. In terms of accuracy, D&T, which employs the tracking operation, surpasses all

methods; however, it cannot run in real-time because of the high cost of simultaneous

detection and tracking and the heavy backbone. Some methods using ResNet-101 [81]

‡We confirm that when using FP32, the performances in accuracy and run-time speed at m = 4 and

m = 6 are almost the same as the case where we use FP16.
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or VGG [141] as the backbone achieve higher mAP, but using such heavy backbones is

not suitable in the context of real-time object detection in live-streaming video.

We see that methods exploiting MobileNetV1 [84] or MobileNetV2 [136] as the

backbone realize real-time object detection thanks to the lightness of the backbone;

however, they tend to achieve lower mAP compared to methods having richer feature

extractors. In contrast, TFEN achieves the highest accuracy among the methods using

MobileNet (either V1 or V2), beating the second place by about four points [193]. This

is because TFEN exploits feature aggregation, attention mechanism, and recurrent neu-

ral networks altogether, and, furthermore, their combination brings the improvement of

accuracy.

We see that although VOD-MT [86] outperforms TFEN, its backbone is heavier than

that of TFEN. As a result, VOD-MT runs at only 18 fps while TFEN does at 29 fps. To

fairly compare TFEN with VOD-MT, we used VGG-16 [141] as the backbone and SDD

as the detector for TFEN, resulting in the difference from VOD-MT is the only feature

aggregation module (the last line in Table 3.3). We see that TFEN processes more than 7

fps faster than VOD-MT under the same backbone and detector while achieving compa-

rable accuracy. This faster processing time comes from the one-shot manner aggregation

of TFEN. We also see that a lightweight feature extractor, MobileNetV2, speeds up the

processing time even more. We confirm that TFEN is more suitable for applications

where run-time speed is essential.

Comparison on UA-DETRAC

Table 3.4 shows the performance comparison on UA-DETRAC. We trained and evalu-

ated TSSD [26] with the UA-DETRAC dataset from the official code. We re-implemented

VOD-MT by ourselves based on [86] (referred to as VOD-MT⋆) because the code is not

publicly available. We remark that most of the published works on UA-DETRAC bench-

marks are for still-image object detection. We also remark that CSP, RD2, ExtendNet,

IMIVD-TF, and MYOLO are not available as published papers up to now, and thus we

used their reported scores and regard them just as reference scores.

FFAVOD-SpotNet performs best among the methods, which is an offline algorithm

utilizing future information; however, it uses a heavy backbone (namely, Hourglass-

104 [97] and cannot run in real-time. Except for the offline method [125], Table 3.4
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Table 3.4: Comparison of AP scores [%] on UA-DETRAC test under various envi-

ronmental conditions. Bold faces are the top performance on each subset. Methods in

the first block are for still images. The methods in the second block are for videos. The

bottom block lists unpublished methods and thus shows just the reference scores. (* is

tested by ourselves; ⋆ is our own implementation.)

Method Backbone Overall Easy Medium Hard Cloudy Night Rainy Sunny FPS GPU

DPM [55] − 25.70 34.42 30.29 17.62 24.78 30.91 25.55 31.77 0.17 −
ACF [47] − 46.35 54.27 51.52 38.07 58.30 35.29 37.09 66.58 0.67 −
R-CNN [71] − 48.95 59.31 54.06 39.47 59.73 39.32 39.06 67.52 0.10 Tesla K40

CompACT [14] − 53.23 64.84 58.70 43.16 63.23 46.37 44.21 71.16 0.22 Tesla K40

Faster R-CNN [131] VGG-16 [141] 58.45 82.75 63.05 44.25 62.34 66.29 45.16 69.85 11 Titan X

GP-FRCNN [140] VGG-M [141] 76.57 91.79 80.85 66.05 85.16 81.23 68.59 77.20 4 Tesla K40

EB [156] VGG-16 [141] 67.96 89.65 73.12 54.64 72.42 73.93 53.40 83.73 11 Titan X

YOLOv3-SPP [92] Darknet-53 [130] 84.96 95.59 89.95 75.34 88.12 88.81 77.46 89.46 6-7 Titan Xp

MSVD SPP [93] Darknet-53 [130] 85.29 96.04 89.42 76.55 88.00 88.67 78.90 88.91 9-10 Titan Xp

FG–BR Net [59] ResNet-18 [81] 79.96 93.49 83.60 70.78 87.36 78.42 70.50 89.89 10 Tesla M40

SpotNet [124] Hourglass-104 [97] 86.80 97.58 92.57 76.58 89.38 89.53 80.93 91.42 − GTX 1080 Ti

3D-DETNET [101] Darknet-Conv23 [101] 53.30 66.66 59.26 43.22 63.30 52.90 44.27 71.26 26 −
RN-VID [126] VGG-16 [141] 70.57 87.50 75.53 58.04 80.69 69.56 56.15 83.15 − −
FFAVOD-SpotNet [125] U-Net [125] 88.10 97.82 92.84 79.14 91.25 89.55 82.85 91.72 − −
LMP* [193] MobileNetV2 [136] 55.11 79.98 60.31 40.09 56.82 61.32 43.32 65.16 30 RTX 2080 Ti

TSSD* [26] VGG-16 [141] 57.16 81.06 62.07 43.14 57.59 63.87 44.98 67.73 32 RTX 2080 Ti

VOD-MT⋆ [86] VGG-16 [141] 67.22 82.81 74.36 55.29 71.43 66.79 64.16 70.82 14 RTX 2080 Ti

TFEN MobileNetV2 [136] 82.42 97.40 88.90 72.18 87.54 82.41 72.32 90.78 29 RTX 2080 Ti

CSP [113] ResNet-50 [81] 77.67 93.65 83.67 64.54 89.66 86.81 61.39 80.63 4 Tesla K40

RD2 [119] − 85.35 95.80 89.84 76.64 89.67 86.59 78.17 90.49 − Tesla P40

ExtendNet [119] − 83.59 95.46 88.75 73.36 86.89 85.05 76.75 90.77 45 Titan X

IMIVD-TF [119] − 85.67 96.32 91.17 75.45 87.02 88.93 80.60 89.69 1 −
MYOLO [119] − 83.50 95.15 88.18 73.99 88.58 83.38 77.06 88.37 7 −

shows that TFEN ranks at the top among all methods except for SpotNet on the easy

and sunny subsets. We also see that TFEN outperforms VOD-MT⋆ by large margins in

accuracy and speed. The gap between TFEN and the other methods except for TSSD is

significant in speed but not in accuracy. TSSD also runs in real-time, but its performance

is far worse than TFEN.

Figure 3.8 shows precision-recall curve comparison. As with TFEN, Faster R-CNN

and EB have a common point as a two-stage detector; however, we see that TFEN draws

a better curve. We also observe that TFEN keeps high-level precision, even though the

recall becomes higher.

3.3.5 Qualitative Comparison

Figure 3.9 shows detection results obtained by TFEN, the baseline model (MobileNetV2

based Cascade R-CNN), and TSSD along a sequence of frames on the UA-DETRAC

dataset. It also shows ground truth. The video clip shows that both TFEN and TSSD

successfully detect the occluded car behind the bus while the baseline model fails. This

confirms the importance of using temporal information because the baseline model does

not use temporal information at all.

Figure 3.10 illustrates some visualized examples of the detection result by the base-

line, TSSD and TFEN. First, we can see that the baseline model and TSSD are not stable
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Table 3.5: Performance comparison of ablation models

Method

Components UA-DETRAC Imagenet VID

Video
Temporal

Attention Decoder

Skip

Connection

Spatial

Attention

Temporally-aware

Feature map
Overall Easy Medium Hard mAP

(a) baseline model 73.39 90.92 79.28 60.33 64.1

(b) model w/o TAD ! ! ! ! 79.26 95.96 85.83 67.42 67.8

(c) model w/o SK ! ! ! ! 72.53 91.26 78.57 59.24 64.3

(d) model w/o SA ! ! ! ! 80.93 97.17 86.08 66.44 68.5

(e) model w/o TF ! ! ! ! 79.22 95.06 84.77 65.46 67.7

(f) (complete) TFEN ! ! ! ! ! 82.42 97.40 88.90 72.18 68.9

in detection, as it sometimes incorrectly labels the target with another class or fails to

detect the target even when the target is not moving much. On the other hand, the detec-

tion results by TFEN are more stable, and the confidence score tends to be higher. It is

thanks to incorporating feature aggregation in TFEN.

3.3.6 Detailed Analysis

We evaluated the effectiveness of each component in TFEN to show its necessity on

both datasets. We removed each component of TFEN one by one from the complete

model to have ablation models. They are the model w/o TAD (temporal attention de-

coder), model w/o SK (skip connection), model w/o SA (spatial attention), and model

w/o TF (temporally-aware feature maps). Note that the baseline model corresponds to

the model dropping TFEN. Performances of the ablation models and the baseline model

are illustrated in Table 3.5.

Temporal Attention Decoder

The model w/o TAD (Table 3.5 (b)) shows the ablation results of replacing the temporal

attention decoder with a standard decoder without an attention mechanism. This re-

placing decoder consists of a simple stacked ConvGRU and ReLU, which receives only

current-frame feature maps and has no external memories; the model w/o TAD thus can-

not exploit past feature maps except the hidden state. The performance of the model w/o

TAD drops 3.16 points of AP and 1.3 points of mAP for the overall subset and mAP,

respectively. This demonstrates the effectiveness of the temporal attention decoder.

Skip Connection

Table 3.5 (c) and (f) show that applying skip connection between the feature extractor

and the object detector brings consistent gains on all the sets. Moreover, Table 3.5 (a)

and (c) reveal that the model w/o SK has lower scores than the baseline model in overall,
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(a) overall (b) easy

(c) medium (d) hard

(e) sunny (f) rainy

(g) night (h) cloudy

Figure 3.8: Comparison of precision-recall curves on each subset of UA-

DETRAC test. We show results by the default models provided by the dataset

providers [164] and results by SpotNet, TSSD, and VOD-MT.
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Baseline ModelTFENGround Truth TSSD

Time

Figure 3.9: Example detection results of TFEN, Baseline Model, and TSSD on UA-

DETRAC dataset.

medium, and hard subsets on the UA-DETRAC dataset. On the ImageNet VID dataset,

the model w/o SK slightly outperforms the baseline model but achieves the lowest score

among all the ablation models. We conjecture that the skip connection helps gradient

flow through TFEN and is an essential part of TFEN.

Spatial Attention

Table 3.5 (d) and (f) show that the spatial attention mechanism used in the spatiotem-

poral encoder brings additional improvements 1.49%, 0.23%, 2.82%, 5.74% in AP on

overall, easy, medium, hard subsets, respectively. We also see 0.4 point improvements

on ImageNet VID. This suggests that the spatial attention mechanism is useful for all

the subsets, but especially for the hard subset. We confirm that the hard subset tends to

contain dense vehicles or small vehicles. Therefore, we may conclude that the spatial

attention mechanism removes useless features around objects and makes feature maps

easier to handle in the temporal attention decoder.
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Figure 3.10: Example detection results of TFEN, TSSD and Baseline Model on Ima-

geNet VID val. The left column of each video corresponds to the baseline model, the

middle one corresponds to the proposed model, TFEN, and the right one corresponds to

TSSD. A bounding box is plotted if its confidence score is larger than 0.4.
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Temporally-aware Feature Map

To verify the necessity of the temporally-aware feature map, we store the feature maps

without temporal information in the external memory instead of the temporally-aware

feature map, which is the model of w/o TF. We remark that the model w/o TF uses the

encoder only to create attention weights. Table 3.5 (e) and (f) show that temporal in-

formation in the external memory gives additional improvements 3.20%, 2.34%, 4.13%,

6.72%, 1.2% on overall, easy, medium, hard subsets, and ImageNet VID, respectively.

This suggests that the temporal information stored in the external memory is useful for

all the sets. We thus confirm that both the feature aggregation with temporal attention

mechanism and the temporal-aware feature map are necessary for improving the detec-

tion accuracy.

Table 3.6: Effectiveness of temporal attention mechanism on ImageNet VID val and

UA-DETRAC test.

Methods
ImageNet VID UA-DETRAC

FPS
mAP AP

Attention (ours) 68.9 82.4 29.1

Weighted averaging 63.3 79.8 31.3

Cos similarity 65.4 81.0 27.8

Attention based Feature Aggregation

We validated our introduced attention mechanism in feature aggregation by replacing

it with other aggregation ways on the ImageNet VID and UA-DETRAC dataset. Ta-

ble 3.6 shows the results. Our proposed attention mechanism for feature aggregation,

dynamic weighting, is denoted by attention. Weighted averaging [110] is a static weight-

ing way for feature aggregation where the weights of frames are determined so that the

previous and current frames are weighted 1:3, and all other frames are set to 1. Cos-

similarity [191] is another dynamic weighting way where the weights of the current and

past frames are dynamically computed using cosine similarity and the softmax func-

tion. We confirmed the effectiveness of the TFEN component of the proposed method

by replacing it with other aggregation methods.

We see from Table 3.6 that the dynamic weighting ways are more accurate than the

static weighting as the weights are changed for each video and that our introduced atten-

tion is most beneficial. We also observe that attention is superior in terms of run-time.
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Original frame Before TFEN After TFEN

(a)

(b)

Figure 3.11: Feature activation before and after TFEN. For visualization, we summed

up the feature maps in the channel direction, then mapped their values to the interval of

0-255, and up-sampled the feature channel by the bi-linear interpolation.

This is because it predicts the weights in a one-shot manner, not calculating weights one

by one.

Analysis of Detection Confidence Score Fluctuation

We examined how the proposed method differs from existing recurrent neural network-

based methods regarding the fluctuation of detection confidence score. Figure 3.12

shows the confidence fluctuation with time for the baseline single-image SSD detec-

tor [112], the recurrent neural network-based TSSD [26], and the TFEN with SSD. In

the baseline, the detection confidence score fluctuates greatly, and it can be confirmed

that the fluctuation decreases with TSSD. In addition, TFEN significantly reduces it and

maintains a high score. We see that enhancing the feature maps by feature aggregation

is essential for detection with low fluctuation and high confidence score.

Feature Map Enhancement

We finally visualize the feature maps before and after TFEN (Ft and F̂t) in Figure 3.11

to illustrate how feature maps are enriched. Yellow means higher activation values,

whereas dark Mazarin indicates negligible feature activation. We observe that compared

with Ft, F̂t shows stronger responses near regions where vehicles exist, even highly

occluded vehicles. We thus see that our feature enhancement is practical and improves

the detection accuracy.
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3.4 Conclusion

We presented the temporal attention network with the external memory called TFEN for

real-time object detection in live-streaming video. TFEN exploits the spatial and tempo-

ral information to enrich the feature map extracted using a lightweight feature extractor.

While the feature aggregation approach has been used only for offline video object de-

tectors, TFEN deals with frames in the memory with an efficient attention mechanism

to realize online object detection in live-streaming videos. Compared with recent fea-

ture aggregation methods that aggregate relevant frames to focus on a frame by frame,

TFEN utilizes temporally-aware feature maps to efficiently compute attention weights in

a one-shot manner, which leads to real-time object detection. We confirmed that TFEN

achieves real-time performance while keeping comparable accuracy with state-of-the-

art methods on publicly available datasets. In addition, we showed that the proposed

method detects objects with higher and more stable confidence scores than the existing

methods, which is a challenge in video object detection. TFEN demonstrates the atten-

tion module’s clear benefits based on the external memory and achieves a considerably

enhanced trade-off between accuracy and speed.
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(a) Detection confidence score with time for ImageNet VID Video No.143000. It corresponds to

the video in the left column in Figure 1.1.

(b) Detection confidence score with time for ImageNet VID Video No.33000. It corresponds to

the video in the right column in Figure 1.1.

Figure 3.12: Example of changes in detection confidence score over time.
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Chapter 4

Element-level Feature Aggregation

4.1 Introduction

From two perspectives, this chapter deepens TFEN, a frame-level feature map aggrega-

tion. First, TFEN aggregates features by superimposing feature maps with frame-level

weighting regarding the aggregation method. However, this method cannot deal with

the significant movement of objects between frames. Therefore, we propose aggregating

features at the element level to obtain more detailed information. Next, TFEN updates

the external memory on a first-in-first-out rule without considering the importance of

each frame. However, since each video is dynamic, it is difficult to deal with the sim-

Figure 4.1: An example of the behavior of the VSTAM framework. It collects related

information from the past frames spatiotemporally to refine the target frame’s represen-

tation, including those in external memory. The orange and yellow arrows represent the

highly related positions between frames.
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ple rules. Therefore, we propose a method to update the external memory dynamically

based on the importance of each frame. We explain the details from each perspective.

In video object detection, how to propagate features from surrounding frames to the

current one is a vital issue, and many existing methods utilize only local information in

both time and space [110, 158, 191]. FGFA [191] and MANet [158] proposed to utilize

flow networks whereas TSSD-OTA [27] and some methods [110, 111] exploited recur-

rent neural networks to propagate features from neighboring frames. Although these

methods show accuracy improvement, their refinements are limited for two reasons.

First, they consider only local spatial information, such as the pixel-to-pixel transfor-

mation of flow-networks and the convolutional kernel of recurrent networks. They do

not consider global information such as object relations and context in frames. Sec-

ond, they utilize only nearby frames, meaning that information over long-term frames is

missing. They are robust against a few successive deteriorated frames for issues such as

motion blur, but if the problem persists for some time, it becomes challenging to deal

with them using short-term frames. Thus, existing methods [27, 191, 192] suffer from a

lack of capturing global aspects of video in both space and time to refine a feature map.

The memory consumption cost becomes crucial to capture the dependencies of dis-

tant frames. Simply using a static sliding window [9, 34, 191] is not a good choice.

This is because a longer-range window to cover distant frames is memory-consuming.

A static window may fail to capture videos’ dynamic nature because the changes of ob-

jects are different at a time in each video. Instead, adaptively holding the most vital

frame features identified through attention as an extended memory is more preferable.

Such adaptation also reduces the memory-consumption cost since irrelevant frame fea-

tures are not involved.

Based on the above observations, we propose Video-aware Sparse Transformer with

Attention-guided Memory (VSTAM) that captures long-term dependencies in space and

time (called “video-aware” in this paper) through aggregating features locally and glob-

ally in both space and time at the same level to obtain element-wise features. Aggre-

gating features at the element level allows the model to cope with object misalignment

flexibly. VSTAM possesses an attention-guided external memory that adaptively holds

the most vital frame features. Figure 4.1 illustrates the concept of “element-wise fea-

ture aggregation with attention-guided memory”, in which features associated with each
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element of the feature map are widely and appropriately aggregated from multiple loca-

tions and frames with sparse attention, and the more vital frame features are sequentially

retained in the external memory based on attention. Even if some objects or frames

are degraded, VSTAM appropriately uses features from other locations in other frames

for aggregation. Moreover, if valuable frame features are in the sliding window, they

can be updated to the external memory and aggregated. VSTAM does not suffer from

computational expense and memory-intense.

Despite its simplicity, VSTAM achieves outperformance surprisingly on ImageNet

VID dataset [134], UA-DETRAC [164] and VisDrone-VID against SOTAs. We fur-

thermore demonstrate the applicability of VSTAM to a more complex task, i.e., Video

Instance Segmentation, which requires more precise features for masks, showing com-

parable detection accuracy against SOTAs.

4.2 Related Work

This section reviews related works on element aggregation-based methods for attention-

based extended memory in terms of “feature aggregation,” “external memory,” and “pre-

training.” For the related works on video object detection in general, please refer to

Section 2.2.

4.2.1 Feature Aggregation for Video Object Detection

Feature aggregation from nearby frames is essential to tackle video issues. Optical flow

is used to align and warp features extracted from adjacent frames for aggregation [191,

192]. This approach, however, heavily relies on the accuracy of motion estimation.

STSN [9] directly predicts sampling locations in different frames without using optical

flow. STMN [171] proposed a spatial-temporal memory module to model long-term

appearance and movement changes. TSSD-OTA [27] proposed an attentional recurrent

neural network to refine a feature map. However, aggregation from only adjacent frames

makes detection difficult when blurring occurs over multiple frames.

To overcome feature aggregation limitation using only nearby frames, using object-

wise long-range temporal information was recently proposed. SELSA [167] consid-

ered the semantic impact between related object candidate regions in all the frames.

RDN [44] distilled relation through repeatedly refining supportive object proposals with
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high confidences and used them to upgrade object-wise features. MEGA [29] consid-

ered both local and global aggregation to enhance the feature representation. However,

these methods result in object-wise aggregation after detection, which can be difficult if

detection is impossible. On the contrary, our proposed VSTAM considers element-wise

features from spatial local-area and short-range temporal information to spatial global-

area and long-range temporal information for aggregation.

4.2.2 External Memory for Video Object Detection

Video object detection using external memory has been studied in recent years. There

are two main categories regarding their updating strategy. The first category employs

the first in first out strategy, which utilizes the external memory to simply extend past

features at instance-level [29] and frame-level [61]. However, those methods remove

features in the external memory from the old one and simply update it with the new

feature map.

The second one dynamically updates the external memory depending on the spe-

cific sampling strategy, and our approach falls into this category. OGEMN [42] pro-

poses a top-down object-guided strategy, which computes features that give a high con-

fidence level belonging to the detected objects and selects the higher ones to store.

MAMBA [143] employs a random sampling strategy considering video redundancy and

proposes feature-wise deleting to remove redundant features for efficient computation.

Our method differs from the methods above in that it selects feature maps based on the

sum of the attention weights of the aggregated elements at the frame level in a more

straightforwardly bottom-up manner.

4.2.3 Transformer Network

The transformer [151] is a novel architecture for learning sequence data dependency.

The vanilla transformer [151] and its similar one, non-local [160], are powerful mod-

els; however, they suffer from computational costs when they come to large tensors due

to the large sequence length and resolution. Some attempts are reported to reduce the

cost by making the transformer’s self-attention map sparse [30, 137, 183, 185]. Sparse

masks, such as slide windows, enable a transformer to abbreviate computation on no

mask [30, 183]. Though these masks perform well on NLP tasks [183, 185] and a single
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Figure 4.2: The architecture of the proposed Video-aware sparse transformer with

attention-guided memory (VSTAM).

image [30], we cannot directly apply them to the video sequence due to spatial and tem-

poral constraints. Our proposed video-aware sparse attention properly captures long-

range dependencies in space and time with reasonable computational cost and memory

consumption.

Recently, SSTVOS [52] has been proposed by making a transformer sparse in video

object segmentation (VOS). However, it considers only temporally and spatially local

elements and is vulnerable to significant object motion. Our method also considers the

object moving in distant frames by incorporating randomness.

4.2.4 Pretraining

Pretraining is one area that has been received much attention in recent years and has

shown progressive results in the natural language [46] and image recognition domains [28,

78]. Pretraining for video has been researched in video recognition where the time do-

main is essential, and methods such as video order estimation [56, 100] and pace esti-

mation [155] have been proposed. However, pretraining for VOD has not been exploited

where spatial and temporal information is essential. We propose an effective pretraining

method for VOD through the object motion estimation and reconstruction tasks.
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4.3 Proposed Method

4.3.1 Overview

Our proposed VSTAM is depicted in Figure 4.2, which is notably simple. It contains five

components: feature embedding with frame selection, encoder, decoder, detection net-

works, and external memory. First, to feed short- and long-range temporal information,

we effectively collect both nearby and distant frames. The feature embedding module

then extracts feature maps. The feature maps are further compressed and flattened into

one dimension [18]. Then, they are concatenated in the timeline order with the feature

maps in the external memory to have a one-dimensional sequence. Then, the sequence

together with positional encoding is passed to the encoder module to exploit the long-

range sequential dependency among frames. Next, the high-level encoded feature map

and the positioned frame query are passed into the decoder module for aggregation to

have video-aware enriched features. They are passed to the detection network for object

detection. Finally, the feature maps to be held are selected for the subsequent time de-

tection. The external memory is updated based on the attention weight of each frame in

the decoder to utilize the feature map of essential frames in the distant frame window.

4.3.2 Frame Selection from Short- and Long-ranges

Given video frames {It}Tt=1 ∈ R
H0×W0×C0 , where T is the length of a video and H0, W0

and C0 respectively denote height, width, and number of channels, our goal is to detect

objects in the current frame (at time k) Ik with reference frames Rk where |Rk| = m

for a given m. Reference frames are used for aggregation to have the enriched features

of the current frames.

To capture the long-term temporal dependencies of a video, we need to collect ref-

erence frames from short- and long-term periods. For a given m (the number of past

frames used for aggregation), we define the set Ssparse of differences of time from the

current frame time as follows: Ssparse = {2i|0 ≤ i < m} (Fig. 4.3b). We then define

Rk = {Ik−n|n ∈ Ssparse}. In this way, we can effectively collect nearby and distant

frames as reference frames. Ik and Rk are fed to the feature embedding module.

Our collected reference frames consist of nearby frames that complement the blur in

a short time densely and frames that are less affected by rare poses sparsely. Compared
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with the standard dense sampling [191] (Fig. 4.3a), our collection way allows us to

obtain a broader range of information with the same number of reference frames. We

remark that we use “nearby frames” to refer to the last five frames and “distant frames”

to refer to the frames after that since in existing works [61, 191] focusing only on the

nearby frames, the weights were applied only up to five frames.

4.3.3 Feature Embedding

Given the selected frames Rk and Ik, the feature embedding module extracts feature

maps {Fk}. We utilize a shared-weighted ResNet [81] or ResNeXt [172]. Following

DETR [18], we use a 1 × 1 convolution to reduce the channel dimension of feature

maps {Fk} ∈ R
H×W×C from C to a smaller dimension d, creating new feature maps

{F̂k} ∈ R
H×W×d. We then collapse the spatial dimensions of {F̂k} into one dimension,

resulting in HW × d feature maps. The external memory contains additional flattened

(a) Nearby frame selection

(b) Nearby-distant frame selection

Figure 4.3: The reference frame selection for feature aggregation from a video clip. m is

the number of past frames used for aggregate. Dark and light orange indicate the current

frame and the selected reference ones, respectively.

54



(a) Random (b) Frame (c) Position (d) Video-aware

Figure 4.4: Visualization examples of the sparse attention. Here, we assume a video

with five consecutive frames, each frame possessing a 2× 2 feature element. Gray color

indicates the absence of attention. (a) random attention, (b) frame-wise attention, which

cares only in self-frame, (c) Position attention, which focuses on the same position of

each frame, (d) the combined attention map of Video-aware Sparse Transformer.

feature maps {Êq}pq=1. The newly sampled feature maps and the feature maps stored

in the external memory are concatenated in the order of the timeline. The number of

frames is L = p+m+ 1. In this way, we obtain a feature sequence Z ∈ R
LHW×d.

4.3.4 Video-aware Sparse Transformer

Based on the vanilla transformer [151] which exploits a self-attention mechanism to

learn the elements’ dependencies and gather information for an input sequence, we de-

velop a video-aware sparse transformer (VST) so that it aggregates information from

multiple frame feature maps. A vanilla transformer considers all elements; however,

considering all elements of the video sequence is unnecessary because of redundancy

involved in a video (ex., objects may appear at similar positions for a certain period in

multiple frames). We thus follow recent work [30, 185] in NLP that makes self-attention

sparse and samples elements more efficiently for VST.

Video-aware Sparse Self-Attention

To realize video-aware sparse attention, the video-aware sparse attention masking op-

eration M(·) is implemented on self-attention [151] based on the below consideration.

The modified formulation of a uni-head sparse self-attention can be formulated as:

SparseAttention(Q,K, V ) = softmax(M(
QKT

√
dk

))V, (4.1)

where K ∈ R
l×dk , V ∈ R

l×dv , Q ∈ R
l×dk are the key, value, and the query, respec-

tively. l is the length of input sequence, dv and dk are the embedding dimension of the
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value and key. A sparse mask M ∈ [0, 1]l×l is defined as

M(i, j) =







1 if query i attends to key j,

0 otherwise,.

(4.2)

Video-aware sparse attention is designed taking into account the following consider-

ations. First, to refer to all the elements in a frame globally and locally, we introduce the

frame attention (Fig. 4.4b). It allows the self-attention to refer only to each frame’s el-

ements, thus improving the feature map while considering its spatial context. However,

since it lacks temporal information, we introduce two types of sparse masks: random

and position attention.

As the name implies, random attention (Fig. 4.4a) masks a certain percentage of

the elements, allowing access to a wide range of features. Different from the original

random attention [183], we mask each frame with a random probability r instead of the

entire sequence. This is because a video’s information is divided into frames.

Although random attention enables us to obtain information from multiple frames,

it cannot sometimes aggregate features reliably when objects remain in a specific area

over multiple frames. To reliably extract information from around the same location

over multiple frames, we introduce position attention (Fig. 4.4c). It plays the role of

aggregating features from the corresponding location in the temporal direction. It only

considers the same position at each frame; it is sensitive to object motion. Therefore, we

applied a mask like a 3× 3 dilated convolution kernel (Rate = 2) [181] to each element

to give the position attention to a wide field of view for robustness against object motion.

The combined masks of frame, random, and position are video-aware sparse attention

(Fig. 4.4d) and applied to the self-attention of transformer [151]. We exploit this sparse

transformer for both the encoder and decoder.

Encoder and Decoder

The encoder and decoder follow the original layered architecture of the transformer [151]

except for its self-attention. We replace the standard self-attention with video-aware

sparse attention. Given the positioned and flattened feature sequence Z, we obtain the

embedded sequence Ẑ ∈ R
LHW×d via the encoder.

The function of the decoder is to generate a video-aware refined feature map. To
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decode at each element of the feature map, a query sequence Qk ∈ R
HW×d is required

and obtained by flattening embedded feature map F̂k. Then, the decoder outputs the

video-aware refined feature sequence Q̂k using the query Ẑ and embedded Qk sequence.

4.3.5 Detection

Thanks to the decoder, we have refined sequence Q̂k. To utilize it for detection, we

expand its spatial dimension. It contains the local and global information of the video

sequence; however, it loses the detailed information due to the compression of 1 × 1

convolution operation in the feature embedding process. Therefore, we decompress Q̂k

with 1× 1 deconvolution operation in the channel direction to generate the feature map

Q̃k ∈ R
H×W×C . Then, we merge both feature maps Q̃k and Fk by the element-wise

sum to acquire the final refined feature map for detection.

4.3.6 External Memory

To store the feature map of most vital frames adaptively in the external memory, we

select them based on the importance of each frame according to their attention weights.

They are already computed when VST aggregates each element, indicating the impor-

tance of the features. Therefore, we measure the importance of each frame by accumu-

lating the weights for each element in each frame. This is the “Attention ranking” shown

in Figure 4.2, and we keep up to the p-th feature map as {Êq} in external memory, ar-

ranged in the cumulative order of attention weights. We remark that the feature map

candidates to be stored in the external memory are already ones there and the distant

frames newly loaded in the sliding window. The role of the external memory is to hold

long-term features and deal with scenes that are difficult to detect by using neighboring

frames, so adjacent frames are not to be stored.

4.3.7 Pretraining

We introduce a pretraining for VOD to train the model more effectively. We use only

feature embeddings, encoders, and decoders with no external memory for pretraining

and let them learn the spatial and temporal context of the video through simple tasks.

The proposed pretraining consists of the “reconstruction task” to acquire spatial infor-

mation in a frame and the “average-motionIoU task” to obtain temporal information in
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Figure 4.5: The sub-network for pretraining.

a video. The reconstruction task generates the current frame image like an autoencoder.

The average-motionIoU task estimates the average of motionIoU for each object at the

current frame. MotionIoU is proposed for evaluating moving objects in [191], the aver-

age of the IoU deviations of the same object over ±10 frames from the current frame.

Each of them is a spatial and temporal supervisory task essential for VOD.

To perform the two pretraining tasks, we attached the pretraining sub-network shown

in Figure 4.5 to the Q̂k obtained by the decoder. Using Q̂k as input, we perform average-

motionIoU and reconstruction after convolution, batch normalization, and ReLU, re-

spectively. After the pretraining is completed, the head attached for pretraining is re-

moved, and then the network for detection is connected.

We design a multi-task objective function to train our model. Namely, we utilize

l2 loss for both motion IoU estimation loss LMotionIoU and reconstruction loss Lreconst,

and the total loss is defined as follows:

Lpretrain = αLMotionIoU + βLreconst, (4.3)

where α and β are weighting parameters to balance the optimization of both the tasks.

4.4 Experiments

4.4.1 Benchmark Datasets and Metrics

We evaluated the performance of our method on tree public dataset: ImageNet VID [134],

UA-DETRAC [164] and VisDrone-VID2019 [188] (see Section 3.3.1 for more details
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about ImageNet VID and UA-DETRAC.) The VisDrone-VID2019 dataset [188] was

published as a large-scale detection benchmark for a drone viewpoint in the video. In

addition to the usual video challenges such as motion blur, it offers additional challenges

such as smaller object sizes, a large number of detection targets, and higher resolution

frames.

We evaluated the performance using mean average precision (mAP) and average

precision (AP) for ImageNet VID and UA-DETRAC, respectively, (cf. Section 3.3.1).

VisDrone-VID2019 requires more precise localization accuracy. We use AP, AP50,

AP75, AR1, AR10, AR100, and AR500 metrics for evaluation, similar to that in MS

COCO [107].

4.4.2 Network Architecture

Feature Extractor

We mainly conduct experiments with ResNet-50 [81] pretrained on ImageNet [43], if

not otherwise noted. Following a common practice [158, 191], we enlarge the resolu-

tion of feature maps by modifying the stride of the first convolution block in the last

stage of convolution, namely conv5, from 2 to 1. Besides, we set the dilation of these

convolutional layers to 2 to retain the receptive field size.

Detection Network

We exploit Faster R-CNN [131] as our detection module. For a fair comparison, we fol-

low the commonly employed setting [29, 68, 167]. Specifically, we leverage 12 anchor

with 4 scales {642, 1282, 2562, 5122, } and 3 aspect ratios {1 : 2, 1 : 1, 2 : 1} for regres-

sion and classification. During training and inference, 3000 and 300 candidate boxes are

generated in previous and post non-maximum suppression (NMS), respectively.

VSTAM

We set the frame selection (Fig. 4.3b) at training and inference stages with temporal

window size m = 5 in VSTAM. Unless otherwise noted, we conducted our experiments

with external memory set to q = 2. Therefore, we utilize L = 8 frames, including the

target frame for each batch in total. In the embedding process, we set the compressed

dimension d of the feature map to 128. In VST, we utilize multi-heads attention with
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the number of heads h = 8. The number of layers in the encoder and decoder is set to

4, respectively. For the sparse attention, we set a random ratio with r = 10% at each

frame.

4.4.3 Implementation Details

We implement VSTAM mainly on detectron2 [170]. The whole architecture is trained

on two RTX 3090 GPUs with ADAMW [114]. Although we trained our model on two

RTX 3090 GPUs, we evaluated the speed performance on Titan RTX GPUs for a fair

comparison with other methods.

Pretraining Stage

We train VSTAM, whose detection head is replaced by the sub-network for pretraining,

to sample a consecutive 6-frame with the same sparse frame selection. We resize frames

to 512 × 512 and random-flip the whole video clip horizontally for data augmentation,

following the video recognition pretraining protocol [3]. The batch size is eight, and the

initial learning rate is 10−4. All the weights are randomly initialized. The learning rate

is divided by 10 for every six epochs, and the training process is stopped after 18 epochs.

The hyperparameters α and β for Lpretain are set to 1 and 0.5, respectively.

Detection Training Stage

For ImageNet VID, we train VSTAM on a combination of ImageNet VID and DET

datasets [134] following common protocols in [9, 29, 167]. For the DET dataset, we

select the same 30 classes as in the VID dataset and follow the data augmentation strat-

egy proposed in [111]. For VisDrone-VID2019 and UA-DETRAC, we utilize only its

training dataset.

The input images are resized to have their smaller side to be 600 pixels. Each GPU

holds two mini-batches, and each mini-batch contains one set of images or frames. The

model with a vanilla transformer was trained with one mini-batch due to memory con-

straints and adjusted according to the batch size [73]. We train our network for 13

epochs with learning rate decay, dividing by ten at epochs 9 and 12, respectively. The

initial learning rate is set to 10−4. At inference, an NMS of 0.5 IoU threshold is adopted

to suppress reduplicate detection boxes.
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Table 4.1: Performance comparison on ImageNet VID.

Methods Backbone Base Detector
mAP

Online Offline Post-processing

DFF [192] ResNet-101 R-FCN 73.1 − −

THP [189] ResNet-101 + DCN R-FCN 78.6 − −

OGEMN [42] ResNet-101 + DCN R-FCN 80.0 − 81.6

PLSA [74] ResNet-101 + DCN R-FCN 80.0 − −

LSTS [88] ResNet-101 + DCN R-FCN 80.1 − −

D&T [54] ResNet-101 Faster R-CNN 80.2 − −

LRTR [139] ResNet-101 FPN 81.0 − −

MEGA [29] ResNet-101 Faster R-CNN 81.9 82.9 84.5

MAMBA [143] ResNet-101 Faster R-CNN 84.6 − −

VSTAM(Ours) ResNet-101 Faster R-CNN 85.5 86.1(+0.6) 86.4(+0.3)

FGFA [191] ResNet-101 R-FCN − 76.3 78.4

MANet [158] ResNet-101 R-FCN − 78.1 80.3

STSN [9] ResNet-101 + DCN R-FCN − 78.9 −

SELSA [167] ResNet-101 Faster R-CNN − 80.3 82.7

TM-VoD [94] ResNet-101 Faster R-CNN − 80.5 −

RDN [44] ResNet-101 Faster R-CNN − 81.8 83.8

TransVOD [82] ResNet-101 Deformable DETR − 81.9 −

TROI [72] ResNet-101 Faster R-CNN − 82.0 −

HVR-Net [76] ResNet-101 Faster R-CNN − 83.2 83.8

TF-Blender [36] ResNet-101 Faster R-CNN − 83.8 −

OFAVOD [68] ResNet-101 Faster R-CNN − 83.9 85.1

DSFNet [103] ResNet-101 Faster R-CNN − 84.1 −

EBFA [75] ResNet-101 Faster R-CNN − 84.8 −

LRTR [139] ResNeXt-101 FPN 84.1 − −

MAMBA [143] ResNeXt-101 Faster R-CNN 85.4 − −

VSTAM(Ours) ResNeXt-101 Faster R-CNN 86.9 87.6(+0.7) 88.0(+0.4)

RDN [44] ResNeXt-101 Faster R-CNN − 83.2 −

MEGA [29] ResNeXt-101 Faster R-CNN − 84.1 85.4

TM-VoD [94] ResNeXt-101 Faster R-CNN − 84.5 −

HVR-Net [76] ResNeXt-101 Faster R-CNN − 84.8 85.5

DSFNet [103] ResNeXt-101 Faster R-CNN − 85.4 −

OFAVOD [68] ResNeXt-101 Faster R-CNN − 86.1 86.9

4.4.4 Comparison with State-of-the-Art

Table 4.2: Comparison of accuracy and runtime on ImageNet-VID val. All method

employ Faster R-CNN with ResNet-101 and their processing time is measured on Titan

RTX. The re-measured speed of SELSA, RDN, and MEGA is reported in [143].

Method mAP Runtime (ms)

SELSA [167] 80.3 91.3

RDN [44] 81.8 128.0

MEGA [29] 82.9 182.7

MAMBA [143] 84.6 110.3

Ours 85.5 95.2

Comparison on ImageNet VID

Many methods exploit ResNet-101 [81] and ResNext-101 [172]. We thus report scores

using them for a fair comparison. We compare the models separately since the accuracy
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Table 4.3: Comparison of External Memory Method on ImageNet-VID val. All pro-

cessing time is measured on RTX Titan. The re-measured speed of OGEMN is reported

in [143].

Method mAP Runtime (ms)

Base (R-FCN [37]) 73.8 46.7

OGEMN [42] 79.3 (+5.5) 89.1

MAMBA [143] 81.6 (+7.8) 90.1

Ours 82.6 (+8.8) 80.2

differs among offline, online, and post-processing cases. For comparison, we show the

offline setting results for the case where five frames extend the sliding window into the

future (L = 13).

Table 4.1 shows the result comparison between state-of-the-art methods on online,

offline and post-processing conditions. Among all the methods, VSTAM achieves the

best performance on all backbone and conditions. With ResNet-101 backbone, our on-

line model achieves 85.5% mAP, 0.9% absolute improvement over the recent and most

powerful competitor MAMBA [143], which utilizes external memory. Compared to

FGFA [191], MANet [158] and STSN [9], which aggregate element-wise feature from

nearby frames, our proposed method outperform more than 8 points. The gap between

the proposed method and the above is feature aggregation with global spatiotemporal

context. VSTAM also outperforms some methods [29, 44, 68, 72, 167], which utilize

object-wise feature aggregation. The object-wise approaches provide effective improve-

ment but may lack sufficient information near objects. Our method considers element-

wise features from distant and nearby frames and local to global in the feature map,

leading to the best performance on ImageNet VID.

By replacing the backbone from ResNet-101 to ResNeXt-101, our model achieves a

better performance of 86.9% mAP, as expected. In an offline setting, our model achieved

an accuracy of 87.6%, making it the first model to achieve precision in the 87% range.

We applied post-processing to the offline model since many methods report offline.

For the post-processing method, we adopt Seq-NMS [77], which refine scores of weaker

detection from nearby frames. Our method still performs the best, obtaining 86.4% and

88.0% mAP with backbone ResNet-101 and ResNeXt-101, respectively.

Table 4.2 shows accuracy and speed comparison on the same architecture and GPUs.

We can see that the proposed method is superior in accuracy while the speed is faster
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than most methods. Next, we replaced the detector with R-FCN [37] to compare the per-

formance of the methods with the external memory under the same conditions and GPU.

As shown in Table 4.3, we confirm that the proposed method is superior in accuracy and

speed. OGEMN and MAMBA have two-step frame-wise and object-wise aggregation

based on complex update and delete rules, requiring more processing time. On the other

hand, the proposed method deals only with feature maps element-wisely and reduces

run-time by a simple rule that holds the feature maps most used in the enhancement.

Table 4.4: Performance comparison with the state-of-the-art models on VisDrone-

VID2019 test.

Methods AP AP50 AP75 AR1 AR10 AR100 AR500

FPN [105] 16.72 39.12 11.80 5.56 20.48 28.42 28.42

CornerNet [97] 16.49 35.79 12.89 9.47 24.07 30.68 30.68

CFE-SSDv2 [186] 21.57 44.75 17.95 11.85 30.46 41.89 44.82

D&T [54] 17.04 35.37 14.11 10.47 25.76 31.86 32.03

FGFA [191] 18.33 39.71 14.39 10.09 26.25 34.49 34.89

DBAI-Det [188] 29.22 58.00 25.34 14.30 35.58 50.75 53.67

Faster R-CNN [131] 14.46 31.80 11.20 8.55 21.31 26.77 26.77

Ours 32.16 60.71 27.52 16.45 38.91 56.21 56.21

Comparison on VisDrone-VID2019

Table 4.4 shows performance comparison. Most method [54, 105, 131, 191] utilize

ResNet-101 as base backbone, we employ it in this section. D&T [54] and FGFA [191]

are methods to stabilize the detection of the still image detector [131] with temporal

information. We see that our model significantly improves the accuracy from the base-

line, Faster R-CNN [131], and outperforms the compared methods. DBAI-Det [188]

combines heavy backbone, ResNeXt-101 [172], more precise detection head, Cascade

R-CNN [15], and several methods [17, 38] for accuracy. However, because it does not

utilize temporal information, it is less accurate than our method, which uses a smaller

backbone, ResNet-101.

Comparison on UA-DETRAC

The results on the UA-DETRAC dataset are reported in Table 4.5. Our online model

achieves 90.3% AP, 2.2% absolute improvement over the recent detector, FFAVOD-

SpotNet [125], which utilize temporal information including future frames. As expected,
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Table 4.5: Performance comparison on UA-DETRAC test. Bold faces are the top

performance on each subset.

Method Overall Easy Medium Hard Cloudy Night Rainy Sunny FPS GPU

GP-FRCNN [140] 76.57 91.79 80.85 66.05 85.16 81.23 68.59 77.20 4 Tesla K40

EB [156] 67.96 89.65 73.12 54.64 72.42 73.93 53.40 83.73 11 Titan X

YOLOv3-SPP [92] 84.96 95.59 89.95 75.34 88.12 88.81 77.46 89.46 6-7 Titan Xp

MSVD SPP [93] 85.29 96.04 89.42 76.55 88.00 88.67 78.90 88.91 9-10 Titan Xp

FG–BR Net [59] 79.96 93.49 83.60 70.78 87.36 78.42 70.50 89.89 10 Tesla M40

SpotNet [124] 86.80 97.58 92.57 76.58 89.38 89.53 80.93 91.42 14 GTX 1080 Ti

3D-DETNET [101] 53.30 66.66 59.26 43.22 63.30 52.90 44.27 71.26 26 −
RN-VID [126] 70.57 87.50 75.53 58.04 80.69 69.56 56.15 83.15 − −
FFAVOD-SpotNet [125] 88.10 97.82 92.84 79.14 91.25 89.55 82.85 91.72 − −
TFEN [61] 82.42 97.40 88.90 72.18 87.54 82.41 72.32 90.78 29 RTX 2080 Ti

Ours w/ ResNet-101 90.30 97.82 94.67 82.07 92.48 91.92 84.91 94.51 10 RTX Titan

Faster-RCNN w/ ResNet-101 76.18 92.01 79.52 65.27 85.10 73.96 67.26 86.37 18 RTX Titan

Ours w/ ResNet-50 85.13 95.82 88.11 75.13 89.23 86.31 77.00 91.08 18 RTX Titan

Faster-RCNN w/ ResNet-50 73.11 90.91 78.16 60.32 83.23 71.41 63.48 83.01 26 RTX Titan

the proposed method improves the detection performance on different datasets.

4.4.5 Detailed Analysis

To evaluate the effectiveness and superiority of each component in VSTAM, we conduct

several ablation experiments. Specifically, we gradually modify online VSTAM with

ResNet-50 and compare their differences.

In order to analyze details, we follow a motion-aware evaluation metric in [191] to

evaluate the performance on the categories of a slow, medium, and fast objects, where

these three categories are divided by their average IoU scores between objects across

nearby frames. Slow motion means the case where IoU score is higher than 0.9, and fast

motion means that IoU score is lower than 0.7. The medium motion indicates the rest.

We note that mAPs, mAPm, mAPf represent mAP(small), mAP(medium), mAP(fast),

respectively.

Table 4.6: Impact of components in the proposed method on ImageNet VID val,

VisDrone-VID val and UA-DETRAC test.

Components ImageNet VID VisDrone-VID UA-DETRAC

Video Sparse Transformer External Memory Pretraining mAP AP AP

71.7 12.1 73.1

! 77.1 18.7 81.8

! ! 80.0 22.6 84.2

! ! ! 81.3 23.6 85.1

Vanilla transformer ! ! 80.1 22.7 83.8
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Figure 4.6: Visualized results on ImageNet VID val. From left to right: predictions of

Faster R-CNN(baseline) [131], MEGA [29] and ours. Best viewed digitally and in color.

Investigation of VSTAM

In this section, we review VSTAM from the proposed component level. To confirm

the effectiveness of VASTM, we use Faster R-CNN [131], a single frame detector, as

a baseline model and show the effectiveness of the proposed method. Table 4.6 shows

the difference of accuracy with the modules on three datasets. First, we can see that

the introduction of VST provides a significant gain from the baseline for all different

datasets. Therefore, we can confirm that elemental aggregation is effective as feature

aggregation for video. Next, we see that introducing external memory for updating

by attention improves accuracy. Furthermore, we can confirm that the introduction of

pretraining is practical for all datasets. Thus, we can see that all the factors are essential

for video object detection.

To check the effectiveness of sparse sampling in VSTAM, VST was replaced by a
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Figure 4.7: Visualized results on ImageNet VID val. From left to right: predictions of

Faster R-CNN(baseline) [131], MEGA [29] and ours. Best viewed digitally and in color.

vanilla transformer. Our proposed method processes one frame in 52ms. If we replace

VST with a vanilla Transformer, the run-time becomes 342ms. VSTAM (w/ VST) and

VSTAM (w/ vanilla one) consume 2.1GiB and 7.2GiB memories per frame during infer-

ence on FP32. Additionally, 5.1GiB memories are required for each for Faster-RCNN.

Our VST offers 658% speed up 70.1% memory reduction. We see significant gains

thanks to our sparse sampling.

Figure 4.6 and 4.7 shows the detection results of the baseline [131], MEGA [29]

and the proposed method for ImageNet VID. We confirm that the proposed method de-

tects the targets accurately, even in severe scenes, compared to the existing methods.

Figure 4.8 and 4.9 shows the detection results of Faster R-CNN(baseline) and the pro-

posed method for VisDrone-VID. It can be seen that the proposed method improves the

detection in the deteriorated scenes.
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(a) Faster R-CNN

(b) Ours

Figure 4.8: Visualized results for a small objects scene with slight motion on VisDrone-

VID test. From top to bottom: predictions of Baseline and ours. Best viewed digitally

and in color.

Table 4.7: Performance comparison of feature aggregation modules by different frame

sampling on ImageNet VID val, VisDrone-VID val and UA-DETRAC test.

Methods
Window-range ImageNet VID VisDrone-VID UA-DETRAC

Nearby-only Nearby-Distant mAP mAPs mAPm mAPf AP AP

VST (Ours)
! 77.1 85.1 75.5 55.8 18.7 81.8

! 75.9 84.8 73.9 53.1 17.2 79.2

SSTVOS [52]
! 74.4 83.3 72.9 50.2 13.8 75.0

! 74.7 83.6 73.3 51.3 15.1 75.6

Baseline 71.7 80.7 69.0 47.0 12.1 73.1

67



(a) Faster R-CNN

(b) Ours

Figure 4.9: Visualized results for a scene with large motion on VisDrone-VID test.

From top to bottom: predictions of Baseline and ours. Best viewed digitally and in

color.

Investigation of Element-wise Aggregation

We examine the effect of element aggregation across different frame sampling. VSTAM

aggregates information from a wide range of frame spans to overcome the challenge

of videos lasting several frames. We investigate how this frame selection affects the

element-level aggregation. In this experiment, we do not include external memory or

pretraining.

We compare our results with the recent video object segmentation method, which
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Table 4.8: Performance comparison of sparse attention modules on ImageNet VID val,

VisDrone-VID val and UA-DETRAC test.

Sparse attention ImageNet VID VisDrone-VID UA-DETRAC

Frame Position Random mAP mAPs mAPm mAPf AP AP

! 73.1 82.4 70.5 48.4 13.6 75.8

! 74.0 83.7 71.3 49.3 15.2 79.2

! 74.3 83.9 72.1 50.1 13.1 74.8

! ! 74.8 84.2 72.9 50.4 16.2 79.4

! ! 75.3 84.1 73.4 52.1 14.3 78.8

! ! ! 77.1 85.1 75.5 55.8 18.7 81.8

vanilla transformer 75.9 84.6 73.9 53.2 17.9 80.7

Baseline 71.7 80.7 69.0 47.0 12.1 73.1

proposes a sparse attention-based aggregation method [52] similar to VST. SSTVOS

performs element aggregation by focusing on local spatial area and temporal neighbor-

hoods. Since there is no official implementation of SSTVOS, we reproduced it and

obtained a result 0.1 pt higher than the paper value, which is used for comparison.

Table 4.7 shows the difference in accuracy between the two types of frame sampling,

where “Nearby-only” means dense sampling as shown in Figure 4.3a, and “Nearby-

Distant” represents sparse sampling, as shown in Figure 4.3b. Both VST and SSTVOS

can improve accuracy from baseline. However, SSTVOS loses accuracy when far frames

are included. VST, on the other hand, can improve accuracy by utilizing distant frames

rather than aggregating over a short period. In particular, it can be observed that mAPf ,

which has a large object motion, has a significant gain. This is due to VST’s robust

sparse attention to object positions, allowing VST to utilize a global view effectively.

Effect of Video Sparse Attention

Next, we investigate the effect of attention on accuracy. Table 4.8 shows the accuracy

impact with each attention method. The full attention of the vanilla transformer main-

tains high accuracy of 75.9% because it considers all elements of the time series frame.

Only frame attention, which can only access its frame and cannot aggregate from neigh-

boring frames, results in a significant decrease. Only random attention aggregates fea-

ture from each frame to utilize long-range information, but the accuracy is insufficient.

The position attention, similar to dilated convolution over multiple frames, aggregates

global information, but like random attention, it is not accurate. Combining the frame

attention, which accesses locally and globally within a frame, and the random and po-

sition, which aggregate features spatiotemporally, improves their accuracy. Moreover,
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Table 4.9: Impact of the ratio of random attention on ImageNet VID val.

Random r (%) 0 5 10 15 30 50 70 100

mAP (%) 74.8 76.4 77.1 77.1 76.9 76.5 76.3 75.9

Table 4.10: Impact of the number of the layers on ImageNet VID val

Layers (L) 1 2 3 4

mAP (%) 80.1 80.7 81.1 81.3

the video-aware sparse transformer, which combines all of them (Frame + Position +

Random), is 1.2 points more accurate than the original full attention. Indeed, we con-

firmed that for video sequences, properly performing the sparse sampling, rather than

the dense sampling, achieves higher accuracy. There is much redundant information in

video sequences, both in space and time, and it is easier to process them properly if the

information is reduced to some extent. Therefore, in video object detection, we con-

firmed that including computer vision characteristics in the attention mechanism leads

to improved accuracy because it omits some of the redundant information in the video

rather than accessing all of the information.

Effect of Random Attention

We investigate the impact of the ratio using random attention. Table 4.9 shows the

performances under different ratios (r%) using random attention. r = 0% is identical

with using frame attention and position attention only in Table 4.8 while r = 100%

is identical with using the vanilla transformer. We see that the accuracy is improved

by increasing r from 5% to 10%, but it gradually decreases from 15% to 100%. This

indicates that introducing random attention is practical for feature aggregation, but using

random attention too much is not a good way.

Effect of number of layers

The encoder and decoder are essential parts of VSTAM, which are built upon stacked

layers. We investigate the influence of the layer number of VSTAM on the performance.

Table 4.10 shows that VSTAM performs better with more layers stacked.
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Table 4.11: Impact of External Memory on ImageNet VID val, VisDrone-VID val

and UA-DETRAC test.

Methods Update candidate Additional frames
ImageNet VID VisDrone-VID UA-DETRAC

mAP AP AP

External Memory

− 0 77.1 18.7 81.8

Distant 1 78.8 22.0 83.6

Distant 2 80.0 22.6 84.2

Distant 3 80.1 22.4 84.0

Nearby-Distant 2 78.4 20.1 82.8

Extended sliding window
− 1 77.5 18.9 82.2

− 2 77.7 18.8 82.3

Table 4.12: Performance comparison of pretraining on ImageNet VID val, VisDrone-

VID val and UA-DETRAC test.

Method ImageNetVID Visdrone-VID UA-DETRAC

mAP mAPs mAPm mAPf AP AP

Ours w/o pretraining 80.0 86.9 77.7 59.1 22.6 84.2

Ours 81.3 88.2 79.1 60.8 23.6 85.1

Pace Prediction 80.1 87.0 77.5 59.1 22.5 84.4

Ours w/o Motion prediction 80.7 87.7 78.4 59.8 22.9 84.9

Ours w/o Reconstruction 80.5 87.4 78.2 59.5 23.2 84.7

Effect of External Memory

In this section, we examine the effect of external memory. Table 4.11 summarizes the

accuracy effects of changing the number of additional frames with and without external

memory. To examine the effect of selectively chosen feature maps, we show that the

sliding window width increased without using external memory. It can be seen that

increasing the number of additional frames also improves the accuracy. However, the

gain of the external memory is more prominent, and the number of additional frames

of the external memory is saturated after about two frames. Therefore, it is no longer

possible to obtain a significant gain. We can also confirm that when nearby frames are

included as update candidates, the accuracy decreases compared to only distant frames.

It is better to utilize only distant frames as candidates to overcome video issues over a

long time.

Investigation of Pretraining

In this section, we discuss the effects of pretraining. Table 4.12 summarizes the effect

of pretraining on the accuracy.Ours w/o pretraining means initial values from ImageNet.

We also show the results of replacing our model with Pace Prediction [155], which

estimates the velocity of frames, proposed in video recognition. First, the effect of pre-
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Figure 4.10: Visualized examples of error classification from TIDE [12]. “Cls” repre-

sents that the model detected the object but misclassified it into another class. “Loc”

means that the model detected the object with lousy localization. “Both” means occur-

ring of both “Cls” and “Loc”. “Dupe” represents duplicated detection for an object.

“Bkg” means background false-positive detections, while “Miss” means that it does not

detect the object even though an object exists there. Best viewed digitally and in color.

training is present on both datasets. On the other hand, we can see that Pace Prediction

is less effective, confirming the need for pretraining that suites video detection tasks. In

addition, it is essential to train a model with both time and space since the accuracy of

each component decreases when either part is removed.

Effect of Feature Map Refinement to RPN

Recent methods [29, 44, 75, 167] in VOD employ object-level features from RPNs [131]

and propose refinements, which are robust to position changes of objects over the long

term. These methods rely on the detection of RPNs, heavily degrading performance

where detection is difficult. In contrast, our method refines the feature map before RPN.

We thus evaluate how it affects the RPN in terms of Average Recall (AR). We select top

k = 5, 10, 100 proposals generated by RPN and calculate ARk. Table 4.13 shows the

difference of Recall in RPN with and without our proposed method. We can see that all

the metrics are improved by the proposed method, confirming the effectiveness of the

feature improvement before RPN.

Error Analysis

Some scenes are difficult to detect in video object detection due to the appearance

changes with time, resulting in detection errors. To see what kind of errors the pro-

Table 4.13: Impact of VSTAM to RPN on ImageNet VID val.

VSTAM AR5 AR10 AR100

w/o 75.1 81.0 90.2

w/ 79.2(+4.1) 86.1 (+5.1) 96.4 (+6.2)
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Figure 4.11: Visualized results of error analysis on ImageNet VID val by TIDE [12].

From left to right: results of the Faster R-CNN (baseline) [131], MEGA [29] and ours.

See Figure 4.10 for the categories of errors. Best viewed digitally and in color.

posed method solves explicitly, we conducted an error analysis using TIDE [12]. It

classifies object detection errors into misclassification, incorrect localization, duplicate

detection, false-positive detection, and miss, as shown in Figure 4.10. Figure 4.11 shows

the error results of the Faster R-CNN(baseline) [131], MEGA [29] and VSTAM on Im-

ageNet VID val, where the horizontal axis shows the error categories and the vertical

axis shows the amount of error accumulation proposed in TIDE [12].

MEGA improves feature maps only in the object candidate regions after detection

and reduces “CLS” errors from the baseline, while many “BKG” and “MISS” errors

remain. On the other hand, the proposed method significantly reduces them by perform-

ing feature refinement before the object candidate region estimation, thus alleviating the

false-negative and false-positive problems, especially background false-positive in video

object detection. In addition, the class error is also reduced thanks to our element-wise

aggregation.

4.4.6 Video Instance Segmentation Results

To validate the versatility of the proposed method, we also evaluate it on YouTube-VIS

dataset [176], which is a more complex task (cf. Section 2.4). The evaluation metric is

similar to the standard evaluation one in image instance segmentation, average precision

(AP), and average recall (AR) [107]. Specifically, it uses AP, AP50, AP75, AR1 and
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AR10 metrics for evaluation. However, the IoU computation is modified from image

instance segmentation [107] to compute the spatial-temporal consistency of predicted

and ground truth segmentations. It obtains a low IoU if the algorithm detects the object

masks successfully but fails to track the objects across frames. Therefore, AR and AP

are scored in such a way that tracking is taken into account.

Most of the current VIS methods focus on generating high-quality masks and linking

the same objects across frames with features extracted by the backbone like ResNet,

while only a few of them pay attention to improving the features.

To apply the proposed method to VIS, we replaced Faster R-CNN with MaskTrack

R-CNN [176]. MaskTrack R-CNN is an extension of Mask R-CNN [80] with a tracking

branch to link the same object instances between two frames.

The results with ResNet-50 as the backbone are shown in Table 4.14. Our pro-

posed method achieves competitive results on all evaluation metrics. With our proposed

method, MaskTrack R-CNN is improved by more than 8.7% on the AP metric. We re-

mark that the AP gap between ours and MaskProp mainly comes from its combination

of multiple methods [9, 22] and the high-resolution mask refinement post-processing.

Recently, TF-Blender [36] and TROI [72] have been proposed to improve a feature

map. TF-Blender utilizes nearby frames, but it aggregates features at the frame-wise

without considering object misalignment, and the gain is limited since instance segmen-

tation requires more precise feature refinement. TROI proposes a temporal ROI align-

ment to extract ROI features from other frames based on their similarity; however, it is

not sufficient for hard-to-detect scenes because the refinement is for the object-level fea-

ture map. On the contrary, our approach is based on element-wise aggregation, allowing

us to improve the representation more precisely.

Figure 4.12 shows VIS results between baseline (MaskTrack R-CNN [176]) and the

proposed method on example frames from the validation set. We see that by refining

element-wise feature maps with the temporal information, false-negative detections are

reduced, and masks are stabilized.

4.5 Conclusion

We introduced a novel framework VSTAM for video object detection. VSTAM element-

wisely refines feature maps by considering spatiotemporal information across long- and
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Table 4.14: Performance comparison with the state-of-the-art models on YouTube-

VIS2019 val. All the methods use ResNet-50 as the backbone.

Methods AP AP50 AP75 AR1 AR10

OSMN [177] 27.5 45.1 29.1 28.6 33.1

DeepSORT [165] 26.1 42.9 26.1 27.8 31.3

FEELVOS [153] 26.9 42.0 29.7 29.9 33.4

MaskProp [8] 40.0 − 42.9 − −

SipMask [16] 32.5 53.0 33.3 33.5 38.9

STEm-Seg [4] 30.6 50.7 33.5 31.6 37.1

CompFeat [58] 35.3 56.0 38.6 33.1 40.3

VisTR [161] 36.2 59.8 36.9 37.2 42.4

SG-Net [109] 34.8 56.1 36.8 35.8 40.8

CrossVIS [178] 34.8 54.6 37.9 34.0 39.0

VisSTG [159] 36.5 58.6 39.0 35.5 40.8

MaskTrack R-CNN [176] 30.3 51.1 32.6 31.0 35.5

TF-Blender [36] + MaskTrack R-CNN [176] 31.4 52.3 33.5 31.9 36.5

TROI [72] + MaskTrack R-CNN [176] 33.5 57.0 36.6 − −

VSTAM(Ours) + MaskTrack R-CNN [176] 39.0 61.2 42.9 38.9 47.6

short-term ranges with external memory. We proposed a video-aware sparse transformer

(VST) to model a long-range spatially and temporally relation of frames in a video se-

quence to aggregate features efficiently. In addition, VSTAM significantly improved

the accuracy by adaptively storing the feature map of the frame utilized during element

aggregation in external memory to deal with the dynamics of video. Extensive evalua-

tions demonstrate that VSTAM performs favorably on several publicly available datasets

against SOTAs. Moreover, detailed analysis showed that the proposed method reduced

the challenges of false-negative and background false-positive detection due to the ap-

parent changes of video object detection.

For further work, improving the efficiency of feature map management in external

memory is considered. Currently, feature maps are stored in external memory on frame-

wise management, but we believe that memory-efficient feature map management is

necessary to retain only the necessary portions or patch-wise features.
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Figure 4.12: Example of visualized results between Baseline (MaskTrack R-CNN [176])

and Ours on YouTube-VIS val. Results are plotted if their confidence scores are larger

than 0.45. Best viewed digitally and in color.
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Chapter 5

Prediction based Feature

Enhancement

5.1 Introduction

In order to detect objects robustly in live streaming videos, recurrent neural networks [26,

110, 111] and optical flow methods [190, 192] were proposed to propagate past infor-

mation. They achieved more stable detection than still-image detectors because of tem-

poral information. However, they are still low accuracy because they utilize only the

information of the specific frame, mostly the last or a nearby keyframe. Therefore,

the external memory approach [42, 61, 86] has been proposed for online video object

detection to extend the temporal information range in recent years. They showed the

practical improvement of accuracy by using external memory. However, storing fea-

tures in external memory consumes a lot of memory banks. For instance, TFEN [61]

and VOD-MT [86] use 1.9GiB and 4.3GiB, respectively, including models and external

memory. OGEMN [42] and VSTAM (in Chapter 4) consume more than 7GiB memory.

In contrast, there are memory limitations in the circumstances, such as robotics. For

example, the Jetson TX1, a GPU device for automated driving and robotics, has 4GiB

of memory shared with a CPU, and the memory available for models is around 2.0-

2.6GiB*. Thus, the external memory approach may not be applicable in environments

under strict memory limitations, and a method with low memory usage is needed.

Therefore, we propose a prediction-based feature map enhancement approach to im-

*Depending on the operating system used, the memory used is usually between 1.4 and 2.0 GiB.
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prove detection accuracy under such a limitation effectively. Recently, in the field of

video representation, the task of predicting the future has received much attention [19,

99, 115]. It is necessary to acquire knowledge about the object, its structure, motion, etc.,

to depict the future accurately. The model can then obtain better feature representations

about objects and environments through future prediction.

Based on the idea, we introduce the concept of future prediction, which uses the

future frames to improve the object detection accuracy in live stream video. Although

the existing approach [26, 110, 111] simply propagates information from the past to

the present, our proposed methods actively learn object knowledge through prediction

during training to enhance feature maps and improve detection accuracy. This approach

does not employ any external memory other than the recurrent neural network states,

and we achieve improved accuracy with less than 1.8GiB memory usage, which is under

the substantial limitation of 2 GiB.

In order to enhance a feature map through future prediction, we conducted on differ-

ent temporal perspectives: the next and the next several frames forecasts. We propose a

model that simultaneously detects objects and predicts the feature map of the next frame

based on the existing propagation model for the next frame prediction. In the future

prediction, we examine how it affects the existing detectors by actively predicting the

next frame. Moreover, we obtain the pseudo feature map of the next frame by predic-

tion. Suppose the generated feature map is similar to the real one. In that case, we can

utilize it for the subsequent frame detection, which results in faster processing speed by

the abbreviation of feature extraction. We show the effectiveness of future feature map

prediction.

We propose applying the next several frames prediction, ten successive future frames,

to video object detection. A deterministic model, such as we used in next-frame feature

map prediction, outputs an average of the future candidates. Therefore, it is difficult to

predict the future in the successive frames because of the high uncertainty at each time

step. Thus, we learn feature representations based on probabilistic future prediction,

where we sample and predict the one probable future. We also propose a method to

learn only the future prediction first and then fine-tune it to the detection task to pre-

dict the problematic future more reliably. We validate in detail how probabilistic future

prediction affects object detection.
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5.2 Related Work

In this section, we review related works on next frame prediction methods. For the re-

lated works on video object detection in general, please refer to Section 2.2. Forecasting

the future in video content is mainly explored in the next-frame video prediction task,

which tries to predict what happens next in images or a few frames. Two main ap-

proaches have been proposed to successfully predict future frames from given the past

frames: deterministic and stochastic prediction.

The video prediction by deterministic models generates the next frame by using de-

terministic loss, such as mean-squared-error, along with LSTM [142], ConvLSTM [121],

3D-Convolution [1, 182], and more complex recurrent models [13, 115]. Deterministic

models tend to produce blurred images because the output image is the average possible

image. For this reason, separating a foreground object from the background has been

proposed for more accurate generation [7, 45, 149, 152, 169].

Models with stochastic hidden variables such as VAEs, have been proposed [5, 19,

99] to reduce the uncertainty that increases over time in deterministic models. These

models define a prior distribution for a set of latent variables and allow different samples

from these latent variables to capture multiple outcomes. It has also been observed

that the mean-squared-error loss is based on Gaussian distribution and produces blurred

output, so using an adversarial loss with GAN is proposed [99].

While these studies aim to generate detailed future images themselves, our proposed

method focuses on generating the future that is effective for detection. Our proposed

method utilizes deterministic methods to predict the next-frame feature map and stochas-

tic approaches to forecast actual future frames into video object detection. Recently,

CrevNet [182] suggests the video representation learned through video prediction can

be directly used for object detection, we discuss in Section 5.6.5.

5.3 Proposed Method through Next Future Prediction

This section proposes a method to improve the accuracy of real-time video object detec-

tion using next frame feature prediction. Figure 5.1 intuitively shows the characteristic

of our approach against the existing one. Unlike other models that exploit both past

and current information (Fig 5.1(a)), our model (Fig 5.1(b)) forecasts the feature map

79



at the next frame and utilizes it with the current and past feature maps. We accomplish

the proposed model by jointly learning to forecast the future feature map and object

detection.

Detection from forecast feature maps reduces the processing cost of the backbone

and thus increases processing speed, on the one hand. On the other hand, we have to

load images in the video at appropriate timing to maintain the reliability of forecast

feature maps, which is difficult to determine in advance. For this purpose, we propose

a scheduler network that decides whether we read the next actual frame or exploit the

forecast feature map. In this way, our model improves the processing speed by using the

forecast feature map without significant performance loss.

(a) W/o Forecast

(b) W/  Forecast

Frame t-1 Frame t

?

Frame t+1

Forecasted

Feature map

Temporally-aware Featuremap

Figure 5.1: Video object detection through the next frame prediction. Current live

streaming video object detector approaches (a) store historical information of feature

maps to acquire stable detection results. In our proposed model (b), we jointly learn the

future feature map prediction to support the detection task at the current frame.

5.3.1 Overview

Our goal is to produce frame-by-frame detection {Dt}Tt=1 for a given live streamed video

with the length of T , where Dt is a list of bounding box locations and class predictions

corresponding to the frame at time t, i.e., It. Note that in a live streaming setting,

detection Dt is generated using only frames up to t. Normally, the object detection

model can be viewed as a composed function Dt = Ndet(Nfeat(It)), where Nfeat and
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Ndet represent a feature extractor and an object detector model such as SSD [112]. We

use the recurrent-network based SSDLite architecture [110] as the baseline model and

insert our proposed modules, i.e., encoder module and scheduler module, into between

the extractor and the detector.

Figure 5.2 depicts the proposed framework dealing with frames at time t and t +

1. It consists of the feature extractor, the encoder module, the scheduler module, and

the object detector. The feature extractor and object detector are the recurrent-network

based SSDLite architecture [110]. Our encoder module generates forecast feature maps

from the output of the feature extractor while the scheduler module decides whether to

leverage the forecast feature map (forecast operation) at the next frame or load a new

image (read operation).

Recurrent state

!!

Feature

Extractor

Scheduler Forecast or Read

'!!%#

Forecast Loss

Detector

Detector

cls & loc Loss $%!

$%!%#

+

#!!

Recurrent state

!"#$%&'# !"#$%&'$

Read

Detector
Feature

Extractor
%&'()*+# %&'()*+$ +

Scheduler 
Forecast

or Read

Forecast

Detector%&'()*+# %&'()*+$ +

Scheduler 
Forecast

or Read
'!!%#

Decision Loss

"!!

Feature

Extractor

Figure 5.2: The architecture of our proposed model. It consists of the feature extractor,

the encoder, the scheduler, and the object detector. The encoder predicts the future fea-

ture map at the next frame and the current temporally-aware feature map. The scheduler

decides whether to exploit the forecast feature map or extract the actual feature map at

the next frame. The black arrows show the information flow used during training and

inference, and the green arrows show the flow for training only.

5.3.2 Encoder Module for Feature Map Forecast

Our encoder module has two identical encoders: Encoder1 and Encoder2. The archi-

tecture of each encoder consists of the spatial attention network [166] followed by the

bottleneck LSTM [110]. This allows us to recurrently retain past states and adapt to the

limited capacity of the bottleneck LSTM. We stack the two encoders to generate a fore-

cast feature map F́t+1 at the next frame and convert it into the feature map at the current

frame. Encoder1 takes the role of the forecast while Encoder2 for the conversion.
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Corr Conv BN Relu FCConv BN Relu
Decision

Score

Figure 5.3: Scheduler network. The output feature map of the correlation layer is fol-

lowed by two convolutional layers and a fc layer with a 2-way softmax.

At time t, Encoder1 receives the feature map Ft from the feature extractor and

outputs forecast feature map F́t+1 for the next frame. To train Encoder1, we use the

forecast loss so that F́t+1 becomes close to (actual) feature map Ft+1 (see Section 5.3.4).

Encoder2, on the other hand, receives F́t+1 and outputs F̂t as the converted feature

map at time t. Encoder2 incorporates the temporal information into the feature map,

allowing the detector to be aware of the temporal information.

In the inference phase, Ft and F̂t are then element-wisely averaged to have a feature

map F̃t which is fed to the object detector. By doing so, this simple architecture enables

to leverage the forecast feature map and to stabilize the object detection at the current

frame.

5.3.3 Scheduler Module

If the forecast feature map is reliably well-generated from the current feature map, we

can use it as the alternative to the (actual) feature map (obtained by the feature extractor)

for the detection at the next frame. This tends to happen as long as there is no significant

change from the current frame to the next frame. However, it is better to use an (actual)

feature map if the forecast feature map is not reliable. To determine which way should

be taken, we propose the scheduler module. The scheduler module aims to determine

whether to utilize the forecast feature map or extract the feature map by loading the

actual frame for the next frame detection.

Following [117] and utilizing the correlation of feature maps, we design the archi-

tecture of the scheduler module, as shown in Figure 5.3. The module receives F́t+1 and

F̃t and exports the score of 1 or 0 with its confidence, indicating to exploit the forecast

feature map (1) (forecast operation) or to read a new image (0) (read operation). If the

confidence score of the forecast operation exceeds threshold p (given beforehand), the
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forecast operation is executed. Otherwise, the read operation is performed.

The binary classification loss is adopted to train the scheduler module where the

ground truth is generated using the next frame detection Dt+1 and its corresponding

ground-truth GT t+1.

5.3.4 Loss Function

We design a multi-task objective function to train our model. Namely, we use a local-

ization loss Lloc, a classification loss Lcls, a forecast loss Lfor, and a decision loss Ldec

all together:

L =
1

M
(αLloc + βLcls) + γLfor + λLdec, (5.1)

where M is the number of matched bounding boxes. We exactly follow [112] to define

Lloc and Lcls. Note that We set the hyper parameters to be α = 1,β = 1, γ = 1,λ = 0.7

in experiments.

Forecast Loss

To optimize Encoder1 to generate the forecast feature map, we supervise Encoder1

using the mean squared error between the forecast feature map F́t+1 and the (actual) one

Ft+t. Then, Lfor can be given as

Lfor =
1

n

1

m

1

l

n
∑

i=1

m
∑

j=1

l
∑

k=1

||F́t+1(i, j, k)− Ft(i, j, k)||2, (5.2)

where n, m, and l are, respectively, the width, height, and channels of feature maps.

Decision Loss

The decision loss is developed to train the scheduler module. It has the form of a simple

binary cross-entropy:

Ldec = −yt log(pt)− (1− yt) log(1− pt), (5.3)

where, pt and yt are the output score of the scheduler module at time t and the ground

truth generated using the next frame detection Dt+1 and its corresponding ground truth

GT t+1 (See Section 5.3.5 for details).
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5.3.5 Training

The whole training pipeline is depicted in Figure 5.2. Fundamentally, our training pro-

cedure is the same as the usual video object detection [26, 110, 111]; however, there are

three major differences.

The first difference exists in training Encoder1. At time t, Encoder1 forecasts F́t+1

while its ground truth Ft+1 is available at time t + 1. Therefore, unlike existing works,

we need to generate a batch containing one extra frame in addition to the video length to

be trained.

The second difference is how to train the scheduler module. It is most important to

train the scheduler module so that its output is (almost) the same as the ground truth

yt. This depends on the accuracy of the object detector, and thus generating yt during

training is required. We use the detection result Dt+1 and its corresponding ground-truth

GT t+1 to generate the ground truth for the scheduler. If all the ground-truth bounding

boxes GT t+1 are matched with Dt+1 (IOU over 0.7, for example), the yt is labeled as 1;

0 otherwise.

The last difference is how we combine two feature maps: Ft and F̂t. In the training

phase, we do not propagate the recurrent state simply to generate Dt+1. We thus use

probabilistic connections in the averaging operation in the training phase, which leads to

output Ft, F̂t, or their averaged feature map randomly. This allows the object detector

not to depend on the temporally-aware feature maps.

All of the training is performed jointly, but the encoder module and the detector are

trained first just for stability.

5.3.6 Testing

The flow of inference follows the black arrows in Fig 5.2. At the time t, the model

simultaneously performs forecasting a feature map and detecting objects at the current

frame from F̃t. Also, using F́t+1 and F̂t, the scheduler module decides to whether use

F́t+1 or read the next frame for the detection at the next frame. The video’s initial frame

is image loading, but the scheduler’s function of inferring in subsequent frames will

continue.
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5.4 Experiments through Next Future Prediction

5.4.1 Benchmark Datasets and Metrics

We evaluated the performance of our method on two public datasets: ImageNet VID [134]

and UA-DETRAC [164] (see Section 3.3.1). We evaluated the performance using mean

average precision (mAP) and average precision (AP) for ImageNet VID and UA-DETRAC,

respectively, (cf. Section 3.3.1).

5.4.2 Implementation Details

We used PyTorch and a PC with Xeon W-2123 CPU, NVIDIA RTX 2080 Ti GPU,

cuDNN v7.6, and CUDA 10.1.

Architecture

We adapt SSDLite [110, 112] architecture to the proposed model. We employ MobileNet

V2 [136] as a feature extractor because of its computational efficiency and use the feature

map before its average pool layer as Ft. In total, our proposed method consumes 1.1 GiB

of GPU memory for all components during inference.

Data Augmentation

In addition to the data augmentation proposed in [112], we employ a more extended one

to alleviate the potential over-fitting problem since it contains data with little change

in the positions of objects. To augment the motion of objects, we recombine videos

by selecting frames at equal intervals instead of training with consecutive frames. To

be more specific, for each video in a batch, thinning parameter q (integer) is randomly

selected from the interval
[

0,min(⌊( l−1
n
)− 1⌋, r)

]

, where l and n are the video’s length

and the number of training frames. Since ImageNet VID and UA-DETRAC have some

videos whose length is too long, we truncate the video length using r, which is set to be

25. Then, the training video is reconstructed from the original video according to q. This

augmentation gives us an improvement of 0.8, resulting in 65.2 in mAP for ImageNet

VID.

Following the idea of [146], we train the model without the thinning operation from

the last two epochs. This operation contributed to an additional 0.5 point increase in
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Table 5.1: Performance comparison with state-of-the-art end-to-end video object detec-

tion models on ImageNet VID val. α is the hyper parameter of MobileNet. The last

column shows the runtime (FPS) on our GPU environments. All our results are obtained

on RTX 2080 Ti GPUs.

Methods Backbone mAP
Published Our Impl.

Device FPS FPS

LSTM-SSD [110](α = 1.0) MobileNetV1 [84] 54.4 Pixel 2 15 56

Flow-guided [190](α = 1.0) MobileNetV1 [84] 61.2 Mate 8 13 −
Memory-guided [111](α = 1.0) MobileNetV2 [136] 61.4 Pixel 3 27 61

LMP [193](α = 1.0) MobileNetV2 [136] 64.2 GTX1060 29 30

Ours (α = 1.0) MobileNetV2 [136] 65.7 RTX 2080 Ti 39 −

accuracy to achieve 65.7 in mAP for ImageNet VID.

Training Details

Our training procedure consists of two phases: (1) For Imagenet VID, we pretrain

our baseline model following the protocols [110, 191] with additional ImageNet DET

dataset [134]. For UA-DETRAC, we pretrain the baseline model as still-images. (2) We

injected the encoder and scheduler modules into the baseline model while we randomly

initialized the weights of the additional modules. We train the model on sequences of 10

frames and use a batch size of 12 and SGD. The encoder module, the feature extractor,

and detector are trained with an initial learning rate of 10−4 and 10−2, respectively, and

their decay rate of 0.1 at the 18th, 30th epochs. From the 25th epoch, the scheduler

module is involved in training with an initial learning rate of 10−3 and a decay rate of

0.1 at the 30th, the 35th epoch. We then trained all the weights together in an end-to-end

manner until the end of training at the 40th epoch.

5.4.3 Comparison with State-of-the-Art

Comparison on ImageNet VID

We compared our proposed model with state-of-the-art real-time and live streaming

video object detection methods. They are LSTM-SSD [110], Flow-guided [190], Memory-

guided [111] and LMP [193]. In this comparison, the threshold of the scheduler module

was set to 1.0.

As shown in Table 5.1, the proposed model achieves the best performance. It achieves

65.7% mAP, 1.5% higher than the strongest competitor [193], which employs a differ-

ent local and mid-range propagation strategy to extract past information. This is mainly
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Figure 5.4: Visualization of example detection and the corresponding scheduler results

on ImageNet VID val (best view in color). We set p = 0.5 in the scheduler module.

Frames where the forecast feature map is used are specified in red; otherwise the real

frame is adopted.

thanks to introducing the feature map forecast and our end-to-end joint training.

Table 5.1 also shows the runtime of the methods. Our method runs at about 39

fps, achieving the real-time level. We see that our method runs about ten fps faster

than LMP [193] in the same backbone. We note that [110, 111, 190] are developed for

mobile devices, and thus published runtime comparison with them is just for a reference.

Therefore, for comparison, we re-measured their implementation [110, 111, 193] on our

GPU. Since they are simply propagating past information, they run faster but at the

expense of accuracy.

Figure 5.4 visualizes object detection results and outputs of the scheduler module

where frames used by the forecast feature maps are surrounded by the red rectangle.

The scheduler module tends to leverage the forecast feature map when the motion of

objects is easy to predict while frequently deciding to read new images on complex

scenes. We confirm that reasonable detection is realized using forecast feature maps.

Detection using future prediction works well with decisions made by the scheduler, but

a failure case by the scheduler is shown in the bottom row. This happens when there

is a drastic change in the position of an object in a sequence of frames due to a drastic

movement of the camera. When the camera moves gradually, as in the example in the

third row, the scheduler does not leverage the prediction until it knows the movement,
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Table 5.2: Performance comparison with state-of-the-art real-time detectors on UA-

DETRAC test. (* is tested by ourselves.)

Method Backbone AP FPS Memory (GiB) GPU

LSTM-SSD* [110] MobileNet [84] 49.2 56 0.9 RTX 2080 Ti

Memory-guided* [111] MobileNetV2 [136] 53.6 61 1.1 RTX 2080 Ti

LMP* [193] MobileNetV2 [136] 55.1 30 1.8 RTX 2080 Ti

Ours MobileNetV2 [136] 65.4 39 1.1 RTX 2080 Ti

but it tends to be weak in scenes where the camera moves rapidly.

Comparison on UA-DETRAC

We compared the real-time processing capability of the methods, which does not rely

on external memory, on the UA-DETRAC dataset. Table 5.2 shows the accuracy of

the methods. For the non-real-time methods, please refer to Section 3.3.4. LSTM-

SSD [110], Memory-guided [111], and LMP [193] only exploit temporal information

from the past to the present, and we can confirm that the proposed method, which utilizes

future information through prediction, is significantly superior in terms of accuracy. In

addition, we can confirm that the accuracy of the proposed method can be improved by

using only 1.1 GiB memory, which is less memory than LMP.

5.4.4 Detailed Analysis

To confirm the effectiveness of the proposed method in detail, we conducted ablation

studies on ImageNet VID and UA-DETRAC and detailed analysis on ImageNet VID.

Table 5.3: Effectiveness of components in the proposed model

Methods
Components ImageNet VID UA-DETRAC

Current information Forecast mAP mAPs mAPm mAPf AP

(a) Complete model ! ! 65.7 73.9 64.4 47.4 65.4

(b) Model w/o forecast ! 64.1 72.5 62.7 44.5 54.2

(c) Model w/o combination ! 62.4 70.8 61.0 43.9 58.6

Baseline 60.6 68.7 58.8 41.6 52.2

Component Analysis

We set p = 1.0 in the scheduler module and generated two ablation models: the model

w/o forecast and the model w/o combination. The model w/o forecast is obtained by

dropping the forecast training, and the model w/o combination is obtained by dropping

the skip connection between Ft and F̂t. We remark that the encoder module of the model
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w/o forecast is used only to stabilize the feature map from the past, resulting in similar

to methods [26, 110]. We also remark that in the model w/o combination, F̂t is directly

fed to the object detector.

Performances of the ablation models and the baseline model are illustrated in Ta-

ble 5.3. Note that we follow a detailed evaluation metric [191] to evaluate the perfor-

mance on the categories of slow, medium, and fast objects, where these three categories

are divided by their average IoU scores between objects across nearby frames. (cf. Sec-

tion 4.4.5).

From Table 5.3, we see that simultaneously training the forecast and the detection

improves the overall accuracy by 1.6 points on ImageNet VID. This gain mainly comes

from the Fast category (2.9 point improvement). We thus reason that the larger the

object’s movement, the more critical it is to forecast the future state. We also see that

only forecasting the future alone is not sufficient. Indeed, we observe that from model

(a) W/o future prediction (b) W/ future prediction

Figure 5.5: Visualized results for an occluded scene on UA-DETRAC test. Each

column shows the detection result of successive frames by the model without forecast

and the proposed method. We can confirm that when an occlusion issue occurs on the

left side of the frames, the proposed method, which predicts the future motion of the

object, robustly detects it. Best viewed digitally and in color.

89



w/o combination, utilizing Ft for the feature maps to be fed to the object detector is also

essential.

In terms of the UA-DETRAC dataset, we can see that, unlike the ImageNet VID,

the model w/o forecast has a significant loss of accuracy. It may suggest that the con-

cept of prediction is essential when the future motion of an object such as a car is easily

predictable. Figure 5.5 shows the difference in detection results on the UA-DETRAC

dataset between the proposed method and the model without forecast, which only prop-

agates past to present information. Under the occlusion scene, the proposed method with

future prediction can detect robustly, which confirms the effectiveness of the forecast.

Figure 5.6: mAP v.s. FPS trade-off comparison under different threshold p in the sched-

uler module.

Effectiveness of Scheduler Module

Figure 5.6 illustrates mAP and fps under different threshold p in the scheduler module

on ImageNet VID. Note that “fixed” indicates the model using a fixed scheduling rule

where the model reads the image at every odd frame and utilizes forecast feature maps

at every even frame. We confirm that lowering p accelerates the processing speed while

dropping the accuracy. This is because the model tends not to compute forecast feature

maps from the image. We also confirm that the adaptive scheduling is superior to the

fixed rule. We thus conclude that the scheduler module can flexibly control the accuracy

and speed.
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Figure 5.7: Forecast operation usage rate when varying the threshold p. The usage rate

of the future prediction operation depends on the movement of the objects, Motion IoU.

Figure 5.8: Visualization of the feature activation error between the predicted feature

map and the actual feature map at the next time-step. Frames that use the future forecast

feature map for detection are surrounded by the red rectangle (p = 0.5).

To examine more detail in which scenes the scheduler is utilized, the average usage

rate of the prediction in a video clip when the threshold p is varied in terms of Motion IoU

and shown in Figure 5.7. The average forecast usage rate is defined by the average ratio

of the predicted operation in a 9-frame interval during inference over the entire set of

videos. It can be seen that as the threshold is increased, the usage rate of the prediction

decreases for all metrics, and conversely, as the threshold is decreased, the usage rate

increases. Therefore, we confirm that the change of forecast utilization affects speed

and accuracy, as shown in Figure 5.6. Moreover, the fact that the usage rate differs for

each Motion IoU confirms that the scheduler changes the usage rate adaptively based on
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the object’s motion.

Figure 5.8 shows the errors in terms of the heat map between actual feature maps

and forecast feature maps when using the scheduler module or “fixed”. The heat map

turns more yellow when errors become large. We see that “fixed” results in more errors.

This can be understood because it does not have enough uptake. By contrast, the sched-

uler module takes on the actual images until they are stable, making the errors smaller.

Figure 5.8 also shows that the errors are more likely to occur near target objects having

uncertainty for their future locations.
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5.5 Proposed Method through Next Several Future Predic-

tions

This section proposes a method to enhance the accuracy of real-time video object de-

tection through the successive several future frame prediction. Future feature map pre-

diction approach [62] is more effective than just stabilizing the feature map with past

information [26, 110], since it actively learns how an object moves by predicting a fea-

ture map at the next frame. While the method improves accuracy, it has the following

limitations: (1) Predicting the next frame feature map is too short-term, so the future

information is not effectively utilized in the training phase. (2) The accuracy of predict-

ing the next-frame feature map depends on the feature extractor, and the feature detector

itself is acquired in the training phase, which takes time. Hence, it is insufficient to

leverage future information to train online video object detection with future feature

map prediction [62]. However, if we simply leverage the long-term temporal informa-

tion, it will be difficult to predict with a definitive model as proposed in the previous

work [62] due to the problem of future uncertainty. It is because the deterministic model

learns to output the average of multiple future possibilities [99].

Video pretraining methods are recently studied for video recognition tasks where a

video representation is learned through such as pace prediction [155] or pseudo-label

estimation [69]. Predicting future frames in a video [19, 99] can be regarded as a video

pretraining method. It can provide a video representation that effectively learns temporal

and spatial information, and can be applied to online object detection. However, since

existing studies focus only on generating future frames, proposed model structures are

task-specific, and their applicability to other tasks is not well investigated.

Based on the above observations, we propose a framework that utilizes stochastic

next-frame video prediction [99] into online video object detection. During training

to generate future frames, we can obtain the video representation that can effectively

enhance the feature map at the current frame with temporal information from past to

several future frames. Stochastic forecasting deals with the uncertainty of the future by

sampling one of the future possibilities.

In order to utilize stochastic future prediction for object detection, we propose a

two-stage training method. Figure 5.9 shows the two-stage training flow of the pro-
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(a) Pretraining the model by future prediction

(b) Fine-tuning the model to a downstream task

Figure 5.9: The overview of our proposed framework. To obtain a video representation,

we pretrain the model through the future prediction task. Then, we append a detection

module to the trained model and transfer it to the detection task. In the inference, only

the dotted line area in (b) is used (the future prediction part is not used).

posed framework. First, we pretrain the encoder-decoder structure of the detector using

stochastic next-frame video prediction [99]. In this pretraining step, the video repre-

sentation, namely, the context of the video is learned. This step is conducted by self-

supervised learning with unlabeled videos, and thus our model can exploit large-scale

videos with no annotation. Next, we append the object detection module to the decoder

as the downstream task and then fine-tune the model for a detector. We remark that

although “pretraining” and “fine-tuning” are often used as applying a model trained on

one dataset to another dataset in the same task, they mean in this method transferring the

model to another task.

5.5.1 Stochastic Adversarial Video Prediction

We build our video object detection framework on Stochastic Adversarial Video Predic-

tion (SAVP) [99]. Our model is modified from SAVP so that it is able not only to predict

future frames, but also to detect objects in videos. This section briefly describes SAVP.

SAVP [99] combines GANs and VAEs. VAEs produce diverse images while sam-

94



Figure 5.10: The architecture of the proposed model. The model is pretrained using the

components in the orange-colored area, and then fine-tuned using the whole components.

The inference corresponds to blue-colored area.

pling but tend to produce blurry images, while GANs produce clear images but suffer

from producing diverse images. Combining VAEs and GANs thus benefits from their

complementary strengths.

SAVP consists of a generator G and a discriminator D. G is with an encoder-decoder

structure conditioned with past frames, and from a current frame and its latent codes at

the time, generates the next frame while D optimizes G adversarially. SAVP possesses

two distributions for sampling the latent code: the prior distribution and the posterior

one, approximated by the learned encoder, in which the posterior distribution is param-

eterized by a conditional Gaussian distribution using frames of adjacent time steps. At

test time, a random latent code z is sampled from the prior distribution independently at

each time step. The generator G takes the previous frame and z, and then synthesizes a

next-step future frame. To generate the next frame, the frame generated in the previous

step is fed into G again, and the generation is repeated. During training, G is optimized

to predict videos that match the distribution of actual videos using the discriminator D.

The historical state is accessed via the recurrent neural networks in the generator G.

SAVP also uses separate discriminators D and DVAE, depending on the distribution used

to sample the latent code.
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5.5.2 Pipeline

The overall pipeline architecture of our proposed framework is depicted in Figure 5.10.

The proposed method consists of five major components. They are (1) recurrent encoder

RE for feature extraction from each frame, (4) a synthetic head for generating an image

from the decoded feature map, and (5) a discriminator for discriminating the generated

future frames from the actual future ones.

We have two training steps and one inference step. During “Pretraining”, the model

acquires the feature representation of videos by self-supervised learning through predict-

ing future frames. The training method is essentially the same as SAVP, but reconstruc-

tion of the current frame is also performed for the “fine-tuning” step. Optimization of the

generated future frames is performed using a GAN. “Fine-tuning” transfers the model

to our downstream task, i.e., detection, using the feature representations acquired in the

pretraining step. The difference from pretraining is that the detection head is appended

to the decoder.

During “Inference”, we do not generate future frames but detect objects. Generating

future prediction frames contributes to acquiring video representations during training,

but is not necessary for detection.

5.5.3 Our Prediction and Detection Network

The task of future prediction takes the current frame xt (at time t) as input with the past

d frames {ci}t−1
i=t−d as the context, and predicts the future frame x̂t+1 at time t. However,

video object detection requires a detection result in the current frame xt at the input time

t (the output from the decoder must be at the current time t). Therefore, to combine

video object detection and future prediction, the model must be able to decode feature

maps for the current frame and the next frame separately.

We design an encode-decoder network to decode the encoded features at each time

independently. The network has the recurrent encoder RE and recurrent decoder RD as

shown in Figure 5.10. The RE and RD are based on ResNet [81] and Feature Pyramid

Network (FPN) [105] respectively. Two-layered ConvLSTMs [138] are added to the

outputs of each ResNet block (C3, C4, C5, P3, P4, P5). The roles of ConvLSTMs in

RE and RD are different. ConvLSTMs in RE are used to generate the temporally-

aware feature map [110], whereas those in RD are used to propagate the information
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over time.

Using the feature map obtained from the encoder at time t, the decoder at time t

together with the synthetic head at time t first reconstructs the current frame x̂t. Then,

it samples the latent code zt and decodes the feature map with zt to generate the next

frame x̂t+1. The states of the recurrent neural network in the decoder are propagated

to account for time-stamp information. The decoders at time t and t + 1 share their

weights except the ConvLSTMs states. In order to generate realistic images from the

decoder, we append the shared-weighted synthetic heads on top of the output of P3. The

synthetic head is a simple network consisting of a convolution layer with a 3-size kernel

and 2-stride, instance normalization [150], and ReLu, stacked together twice. The output

of the final convolution layer is set to 3 dimensions for RGB images. To optimize the

generated image, the corresponding ground truth image is resized to the P3 feature map

resolution size.

To enable stochastic sampling for the future frame generation, RD is conditioned

on time-varying latent codes. Those codes are sampled at training. Each latent code zt

is a 16-dimensional vector, and is passed through a fully-connected LSTM to facilitate

correlations in time of the latent variables. The encoded latent codes are then converted

to match the 256 input dimensions of FPN, and added channel-wisely to the all input of

FPN during lateral connections. Thus, the latent codes are added to the input of FPN

when generating the future frame stochastically, but not when generating the current

frame. FPN works as an ordinary object detection module.

5.5.4 Pretraining Loss

The current frame image is first reconstructed to enable the model to transfer it to both

detection in the fine-tuning step and future frame prediction. Then, the decoder times-

tamp is increased to generate future frames. The loss function for the pretraining step is

almost identical to that for the SAVP training [99]. The only difference is that our loss

involves the current frame reconstruction. We use d = 10 frames for initialization to

predict future as proposed in [99].

The loss function of SAVP is defined with four weights λi (i = {1, . . . , 4}) as fol-

lows:

Lsavp = λ1L1 + λ2LKL + λ3LGAN + λ4LVAE
GAN, (5.4)

97



where L1 is the L1 norm between the forecasted frames and the ground truth, LKL is the

KL divergence between the prior and posterior distribution, LGAN is adversarial loss for

discriminator, and LVAE
GAN is analogous to LGAN except which use latent codes sampled

from the posterior distribution. See [99] for details of these terms. In order to optimize

the reconstructed current frame x̂t from the actual frame xt at the time t, we employ L1

norm. The loss function Lvideo for our pretraining is defined as:

Lvideo = Lsavp + λ5||xt − x̂t||1, (5.5)

where λ5 is the weights for reconstruction loss of the current frame.

5.5.5 Fine-tuning Loss

The pretrained model will be optimized to be a model for detection. Through fine-tuning,

we train the whole weights to fit for detection. Fine-tuning is the same as pretraining

except for detection loss and input. The loss for detection defined in FCOS [145] is set

to Ldet. As a result, the loss function for the current frame in fine-tuning is

Lfinetune = αLvideo + βLdet, (5.6)

where α and β is the balance weights for Lvideo and Ldet, respectively.

The difference of input is that in detection, the previous frame may not be obtained

due to the timing of video loading, so we select a random value from [0 10] (we set

d = 10) and use the frame corresponding to the value.

5.5.6 Inference Step

The encoder and decoder inherit the ConvLSTMs state from the previous frame ex-

cept for the initial frame, and the detection is performed sequentially using the encoder-

decoder with input frames. It is important to note that we neither reconstruct the current

frame nor predict future frames at the inference step. This is because the fine-tuned

model already acquires the video representation for detection. Removing reconstruction

and prediction functions also contributes to faster inference.

98



5.6 Experiments through Next Several Future Predictions

5.6.1 Benchmark Datasets and Metrics

We evaluated the performance of our method on three public datasets: ImageNet VID [134],

UA-DETRAC [164] and VisDrone-VID2019 [188] (see Section 4.4.1 for more details

about datasets.) We evaluated the performance using mean average precision (mAP),

AP and AP for ImageNet VID, UA-DETRAC and VisDrone-VID, respectively (cf. Sec-

tion 4.4.1).

5.6.2 Implementation Details

We employ FCOS [145] as the baseline object detector in our proposed model. On Im-

ageNet VID, we use ResNet-50 and ResNet-101 [81] with FPN [105] for the backbone

and insert ConvLSTMs as described in Section 5.5.3. We utilize ResNet-101 as a back-

bone on Visdrone and UA-DETRAC dataset for a fair comparison with other methods.

We follow the hyper-parameters of FCOS [145] and the modifications [2]. The input

images are resized to have their smaller side to be 512 pixels on ImageNet VID and

UA-DETRAC, and 800 pixels on VisDrone-VID2019, respectively.

For pretraining, we follow SAVP [99] with SGD and a batch size of 16 with pre-

trained weights of ImageNet. We set λ1 = 0.25, λ2 = 0.0375, λ3 = 0.3, λ4 = 0.3, and

λ5 = 0.25 empirically and use 16 dimensions of latent codes. We utilize the discrim-

inator D as proposed in [99]. We train our model for ten epochs to predict a 10-frame

forward future in total, with the learning rate of 10−4 and 10−5 in the first six and the

last two epochs, respectively.

For fine-tuning, we set α = 1.0, β = 1.0. We then train the pretrained model for

five epochs, with the learning rate of 10−4 and 10−5 in the first 3.3 and the last epoch,

respectively. Although we trained our model on two RTX 3090 GPUs, we evaluated the

speed performance on two 2080 Ti GPUs for a fair comparison with other methods. In

total, our proposed method with ResNet-50 and ResNet-101 consumes 1.5 and 1.8 GiB

of GPU memory for all components during inference, respectively.
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Table 5.4: Performance comparison with the state-of-the-art online and real-time detec-

tors on ImageNet VID val. (* is tested by ourselves.)

Models Backbone Base Detector mAP FPS Device

LMP [193] MobileNetV2 [136] RetinaNet [106] 64.2 29 GTX 1060

TSSD-OTA [27] VGG-16 [141] SSD [112] 65.4 21 Titan X

ROD-FMF [62] MobileNetV2 [136] SSD [112] 65.7 39 2080 Ti

VOD-MT [86] VGG-16 [141] SSD [112] 71.0 18 −
CrevNet* [182] CrevNet-48-2 [182] SSD [112] 60.1 1.8 2080 Ti

DFF [192] ResNet-101 [81] R-FCN [37] 73.1 20 K40

AdaScale [31] ResNet-101 [81] R-FCN [37] 75.5 21 1080 Ti

Attention-guided [179] ResNet-101 [81] R-FCN [37] 73.7 22 1080 Ti

Heatmap-guided [175] ResNet-101 [81] CenterNet [51] 76.7 37 −
Ours ResNet-50 [81] FCOS [145] 73.1 54 2080 Ti

Ours ResNet-101 [81] FCOS [145] 78.0 39 2080 Ti

5.6.3 Comparison with State-of-the-Art

Comparison on ImageNet VID

We compare our method against several online video object detectors. Table 5.4 shows

their performance comparison. We observe that with the ResNet-101 backbone, our

method surpasses the strong competitive detector, Heatmap-guided [175] with faster

processing speed.

Our method runs at 54 and 39 fps, positioning at the first and second place with

ResNet-50 and ResNet-101, respectively. Despite the high-speed processing, it achieves

an accuracy of 73.1 mAP, which may be sufficient for reasonable detection accuracy. A

comparison between detectors capable of real-time processing confirms that our method

runs at high speed while maintaining high accuracy.

In particular, when compared with VOD-MT [86], which is close in accuracy, we see

that our method runs more than twice faster. VOT-MT aggregates past feature maps to

stabilize detection, and takes time for each frame aggregation. In contrast, our method

learns video representation in advance and transfers it to the detection task, so that no

aggregation is required for detection. This difference brings the high accuracy of our

method with excellent speed. More detailed comparison with VOT-MT is presented in

Section 5.6.4.

In terms of GPU memory consumption, the proposed method consumes 1.5GiB for

ResNet-50 and 1.8GiB for ResNet-101. On the other hand, VOD-MT and CrevNet con-

sume 4.3GiB and 3.9GiB, respectively, indicating that the proposed method can operate

with low memory. Therefore, the proposed method achieves high accuracy and low
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Table 5.5: Performance comparison on UA-DETRAC test. Bold faces are the top per-

formance on each subset. Methods in the first block are for still images. The methods in

the second block are for videos. (* is tested by ourselves; ⋆ is our own implementation.)

Method Overall Easy Medium Hard Cloudy Night Rainy Sunny FPS GPU

GP-FRCNN [140] 76.57 91.79 80.85 66.05 85.16 81.23 68.59 77.20 4 Tesla K40

EB [156] 67.96 89.65 73.12 54.64 72.42 73.93 53.40 83.73 11 Titan X

YOLOv3-SPP [92] 84.96 95.59 89.95 75.34 88.12 88.81 77.46 89.46 6-7 Titan Xp

MSVD SPP [93] 85.29 96.04 89.42 76.55 88.00 88.67 78.90 88.91 9-10 Titan Xp

FG–BR Net [59] 79.96 93.49 83.60 70.78 87.36 78.42 70.50 89.89 10 Tesla M40

SpotNet [124] 86.80 97.58 92.57 76.58 89.38 89.53 80.93 91.42 14 GTX 1080 Ti

RetinaNet [106] 69.14 86.82 73.70 56.74 79.88 66.57 55.21 82.09 − −
3D-DETNET [101] 53.30 66.66 59.26 43.22 63.30 52.90 44.27 71.26 26 −
RN-VID [126] 70.57 87.50 75.53 58.04 80.69 69.56 56.15 83.15 − −
FFAVOD-SpotNet [125] 88.10 97.82 92.84 79.14 91.25 89.55 82.85 91.72 − −
FFAVOD-RetinaNet [125] 70.57 87.50 75.53 58.04 80.69 69.56 56.15 83.60 − −
TSSD* [26] 57.16 81.06 62.07 43.14 57.59 63.87 44.98 67.73 32 RTX 2080 Ti

VOD-MT⋆ [86] 67.22 82.81 74.36 55.29 71.43 66.79 64.16 70.82 14 RTX 2080 Ti

TFEN [61] 82.42 97.40 88.90 72.18 87.54 82.41 72.32 90.78 29 RTX 2080 Ti

Ours 80.91 96.52 86.73 71.02 87.31 81.30 71.19 90.10 38 RTX 2080 Ti

FCOS* [145] 70.01 86.91 74.17 57.27 80.13 67.16 55.92 82.47 41 RTX 2080 Ti

Table 5.6: Performance comparison with the state-of-the-art models on VisDrone-

VID2019 test.

Methods AP AP50 AP75 AR1 AR10 AR100 AR500

Faster R-CNN [131] 14.46 31.80 11.20 8.55 21.31 26.77 26.77

D&T [54] 17.04 35.37 14.11 10.47 25.76 31.86 32.03

FGFA [191] 18.33 39.71 14.39 10.09 26.25 34.49 34.89

FCOS(baseline) [145] 15.12 32.42 11.44 9.01 22.29 26.98 26.98

Ours 21.82 49.01 16.83 12.91 30.22 41.28 41.28

DBAI-Det [188] 29.22 58.00 25.34 14.30 35.58 50.75 53.67

memory by training through future prediction.

Comparison on UA-DETRAC

The results on the UA-DETRAC dataset are reported in Table 5.5. We confirm that the

proposed method ranks the fastest among several detectors except for the baseline, about

four times faster than FG-BR Net [59], which produces close accuracy. As for methods

using temporal information, FFAVOD-SpotNet [125], which fuses the feature maps of

the still image detector SpotNet with past and future feature maps, is superior in terms

of accuracy. Moreover, FFAVOD has a gain of about 1.4 pt when applied to RetinaNet,

similar to our method baseline, FCOS. In contrast, our method has a significant gain

of about 11 pt without using future information, confirming that the effect of future

prediction is substantial.
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(a) Baseline (FCOS)

(b) Ours

Figure 5.11: Visualized results for subtle motion blur scene on VisDrone-VID test.

From top to bottom: predictions of Baseline (FCOS) and ours. Best viewed digitally

and in color.

Comparison on VisDrone-VID

Table 5.6 shows performance comparison. D&T [54] and FGFA [191] are methods to

stabilize the detections of the still image detector [131] with temporal information. We

see that our model significantly improves the accuracy from the baseline and outperforms

the compared methods. Our model runs at 23 fps. As a reference, we show DBAI-

Det [188] since it is ranked in first place at the VisDrone-VID2019 competition. Note

that DBAI-Det [188] combines heavy backbone [172] and several methods [15, 38] for
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Figure 5.12: Visualization results on ImageNet VID val. From left to right: the predic-

tions of the model w/o prediction, the complete model, and LMP [193]. The proposed

method continues to detect the object on degraded scenes with a high degree of confi-

dence.

accuracy, and runs at less than 1 fps.

Figure 5.11 visualize the comparison of the baseline and the proposed method on

VisDrone-VID scene. We see that our method detect target object robustly compared to

the baseline.

5.6.4 Detailed Analysis

To confirm the effectiveness of the proposed method in detail, we conducted ablation

studies on ImageNet VID and UA-DETRAC and detailed analysis on ImageNet VID.

We follow a motion-aware evaluation metric in [191] to evaluate the performance on

Table 5.7: Ablation study of our model on ImageNet VID val and UA-DETRAC test.

Methods
ImageNet VID UA-DETRAC

mAP mAPs mAPm mAPf FPS AP

FCOS (baseline) [145] 68.7 79.3 68.5 43.6 56 70.0

model w/o prediction (+ConvLSTMs only) 70.1 80.0 68.7 44.5 54 71.6

model w/o pretraing 71.6 83.1 69.0 47.1 54 77.2

complete model 73.1 83.3 71.7 52.7 54 80.9

complete model w/o GAN 71.7 81.5 69.6 48.2 54 72.5

complete model w/o VAE 70.7 80.9 69.2 44.9 54 73.1
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Figure 5.13: Visualization results on ImageNet VID val. From left to right: the predic-

tions of the model w/o prediction, the complete model, and LMP [193]. The proposed

method provides stable detection without class error even when the object moves rapidly.

the categories of slow, medium, and fast objects, where these three categories are di-

vided by their average IoU scores between objects across nearby frames. (see details in

Section 4.4.5.)

Component Ablation Analysis on ImageNet VID and UA-DETRAC

We evaluate the impact of key components of our model on the detection accuracy; see

Table 5.7. Model w/o prediction exploits from past to current frames such as [27] (we

append ConvLSTMs only), and model w/o pretraining represents the model is trained

for future prediction and object detection simultaneously without pretraining, and the

number of training iterations is the same as for pretraining. The lower part of Table 5.7

shows the models without using VAEs or GANs in the SAVP [99] part. We see that

model w/o pretraining outperforms model w/o prediction, meaning that the accuracy

is improved by training the recurrent neural network to predict the future, rather than

simply propagating features from the past to the present. It is important to emphasize

that the significant gain in UA-DETRAC is future prediction, which is considered to be

an easily predictable object. We also see that our complete model significantly outper-
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Table 5.8: Performance comparison of VOD modules with VOD-MT [86] on RetinaNet

and ResNeXt-101 on ImageNet VID val.

Methods mAP mAPs mAPm mAPf FPS

RetinaNet [106] 77.9 87.3 74.5 55.7 9.1

VOD-MT [86] 79.2 88.2 76.0 57.5 6.4

Ours 81.5 89.2 80.2 63.4 8.7

forms the model w/o pretraining. This indicates that learning the video representation

through prediction and transferring it to detection is a meaningful procedure to improve

detection accuracy. This is also supported by the fact that the improved accuracy for fast

objects is remarkable because video representations for fast objects are more sensitive

to changes in context, such as motion. When GANs or VAEs are ablated, the accuracy

drops, confirming that they are both critical for using long-term future predictions.

Figure 5.12 and 5.13 show the detection results of the model w/o prediction, ours

and the competitive model, LMP [193]. All models utilize the same backbone and ar-

chitecture for a fair comparison. We see that our method provides more stable detection

than the model w/o prediction. In particular, our method is found to be robust to blurring

and suppresses class switching, achieving a higher score as seen in Table 5.7.

Impact analysis on detection confidence score

We examined how the proposed method differs from the existing approach, which prop-

agates temporal information from the past to the current time regarding the detection

confidence score. Figure 5.14 shows the confidence scores with time for the model w/o

prediction, the complete model, and LMP [193]. The score is given for objects detected

with the correct label and zeroes for false positives or missing detections. We confirm

that the proposed method maintains a higher score with smaller fluctuation than the ex-

isting approach. In addition, it correctly detects objects longer intervals even in scenes

that are difficult to detect, as shown in Figure 5.13. We see that feature map enhancement

through prediction is essential for stable detection.

Fair Comparison with the Same Baseline

To make the comparison more fairly with the closely performing method VOT-MT [86],

we follow the same configuration of the detector and feature extractor as VOD-MT. Ta-

ble 5.8 shows the accuracy and speed comparison of VOD-MT under the same detector,
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Table 5.9: Impact of the number of the future prediction on ImageNet VID val.

predicted frames (T ) 1 3 5 7 10 15 20

mAP 71.9 72.3 72.5 72.8 73.1 72.9 73.2

feature extractor, and input frame size. Both methods have improved accuracy from the

base detector, but our method achieves higher accuracy and faster processing speed. This

is because our method just uses robust feature representations for the inference that are

learned during training, while VOT-MT generates robust feature maps at each inference.

Effect of KL Divergence

We change KL loss weight λ2 to see how the weighting for VAE affects the detection

and generation. Figure 5.15 shows under different λ2, the detection accuracy and Struc-

tural Similarity Index Measure (SSIM) [163]) computed with the ground truth in 10

future frames. When λ2 is large (weighting for VAE is large), KL loss prevents the gen-

eration as the regularizer (producing poor SSIM). As λ2 becomes small, however, the

detection accuracy and the generated image become high until a certain point. Then,

as λ2 becomes even smaller, KL loss does not work well for detection while rendering

becomes better until some point and then gradually degraded. Therefore, there is the

trade-off and λ2 that compromises detection and generation, which should be learned as

a well-balanced point. The frame generation accuracy does not increase when the KL

loss works well because images are generated stochastically, and they are structurally

different from the actual future ones, as seen at the bottom of the row.

Impact of Prediction of Future Frame

We investigate how much the successive future predictions affect the detection accuracy.

Table 5.9 shows the detection accuracy under different number of generated frames dur-

ing training. We see that the accuracy gradually improves with longer future predictions

and becomes saturated with about ten frame predictions. We confirm that ten frames are

effective and sufficient for the prediction.

Comparison of Stochastic and Deterministic Future Predictions

The proposed method learns feature representation by stochastically predicting what is

likely to happen in the future using VAE. We evaluate how stochastic prediction af-
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Table 5.10: Performance comparison under different pretraining datasets on ImageNet

VID val.

Pretraining dataset ImageNet VID YouTube-BB BDD100K

mAP 73.1 (+3.5) 76.6 (+2.1) 75.2

fects the acquisition of video representations with respect to the size of the training set

(Fig. 5.16). As a comparison of deterministic prediction, we also show the result without

using VAE. Here, we change the ratio of training data against the training set of Ima-

geNet VID from 0.5 to 1.0 by 0.25. The number of iterations in training is adjusted not

to be affected by the ratio. Figure 5.16 shows that stochastic prediction tends to be more

accurate as of the training data size increases compared to deterministic prediction. We

also observe that while the final value of the loss function for deterministic prediction

does not change along with the training data size, that for stochastic prediction becomes

increased.

Figure 5.17 shows that the deterministic prediction converges to almost the same

level regardless of the ratio of data really used for training against the training set of

ImageNet VID. In contrast, stochastic prediction converges significantly different lev-

els depending on the ratio. This can be understood as follows: as the data variation

increases, the training loss becomes unlikely to drop, resulting in less overfitting to the

training videos. This suggests that stochastic prediction leads to increasing the model

capacity for detection by avoiding overfitting that arises for deterministic prediction due

to redundant training data [167].

Impact of Pretraining Dataset

Our model does not require an annotated dataset for pretraining. In order to investigate

how the size and variation of datasets used for pretraining affect detection accuracy,

we exploit two video datasets: YouTube-BB [127] and BDD100K [180]. YouTube-

BB is a new large-scale natural scene dataset similar to ImageNet VID and consists of

about 380,000 15-20 second videos extracted from publicly available YouTube videos.

BDD100K is the largest and most diverse open-driving video dataset to date, consisting

of 100,000 videos recorded in different weather conditions such as clear, cloudy, and

rainy, and at different times of the day and night.

Table 5.10 shows the detection accuracy under different datasets for pretraining.
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Table 5.11: Prediction accuracy in SSIM on Caltech Pedestrian dataset. Higher SSIM

means better prediction accuracy.

Model Next-Frame 3rd 6th 9th

CrevNet [182] 0.92 0.83 0.73 0.67

Ours 0.89 0.79 0.69 0.65

Table 5.12: Detection accuracy in mAP on KITTI

Methods
Car Pedestrian Cyclist

mAP
Easy Mod Hard Easy Mod Hard Easy Mod Hard

CrevNet [182] 91.9 91.8 86.0 89.7 83.2 75.8 87.3 80.9 72.2 84.3

Ours 95.3 93.3 91.1 88.8 80.5 75.9 89.1 81.2 73.1 85.4

Without any effort, pretraining with the YouTube-BB dataset improves the accuracy by

3.5 points. This is a significant gain without increasing any cost of inference. Pre-

training with BDD100K also shows the improvement in accuracy by 2.1 points. This

interestingly indicates that even pretraining on a completely different-looking dataset

improves accuracy. These observations mean that there is excellent potential for ac-

curacy improvement by using an immense amount of training data for learning video

representations through future prediction.

5.6.5 Discussion

CrevNet [182] is proposed recently as a deterministic model to generate future images. It

focuses on predicting future frames as accurately as possible by minimizing information

loss during feature extraction, but its application to detection is also suggested. Here, we

evaluate the accuracy of future image generation and detection to see whether determin-

istically predicting accurate future images is really required for accurate detection. We

follow the evaluation in CrevNet [182]. To be more specific, we pretrained our model

for video prediction on KITTI [67]. The accuracy of future image generation by the pre-

trained model is then evaluated on the Caltech Pedestrian dataset [48] using SSIM [163].

Next, we fine-tuned the model using the detection data on the KITTI. Since the training

set of the KITTI dataset provides unlabeled frames of the previous three frames for each

annotated detection frame and no future frames, the fine-tuning step of our method is

purely for the detection part.

Tables 5.11 and 5.12 show accuracy of generating future images on Caltech, and

the detection accuracy on KITTI. We see that while our method is less accurate than
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Table 5.13: Performance comparison with the state-of-the-art models on YouTube-

VIS2019 val. All of the methods use ResNet-50 as backbone.

Methods Online? FPS AP AP50 AP75 AR1 AR10

OSMN [177] ! 27.5 45.1 29.1 28.6 33.1

DeepSORT [165] ! 26.1 42.9 26.1 27.8 31.3

FEELVOS [153] 26.9 42.0 29.7 29.9 33.4

MaskTrack R-CNN [176] ! 10 30.3 51.1 32.6 31.0 35.5

MaskProp [8] 40.0 − 42.9 − −

SipMask [16] ! 34 32.5 53.0 33.3 33.5 38.9

STEm-Seg [4] 4 30.6 50.7 33.5 31.6 37.1

CompFeat [58] ! 35.3 56.0 38.6 33.1 40.3

VisTR [161] 30 36.2 59.8 36.9 37.2 42.4

CrossVIS [178] ! 40 34.8 54.6 37.9 34.0 39.0

VisSTG [159] ! 22 36.5 58.6 39.0 35.5 40.8

SG-Net [109] ! 23 34.8 56.1 36.8 35.8 40.8

TF-Blender [36]+SG-Net [109] 21 35.7 57.1 37.6 36.6 42.0

Ours+SG-Net [109] ! 21 36.3 54.7 40.1 36.7 43.6

CrevNet in terms of generating future images in both the short and long-term, it is better

in terms of detection; our method significantly outperforms CrevNet. We reason that

the video representation learned for generating accurate future images does not match

the representation for object detection. Therefore, some uncertainty in video representa-

tion brought by stochastic prediction is needed to increase the model capacity for other

tasks. Fine-tuning to object detection makes use of this capacity to adjust the video

representation to detection.

5.6.6 Video Instance Segmentation Results

Since our method is applicable to methods that are annotated only on keyframes, we

evaluated it on the YouTube-VIS dataset [176] (See Section 4.4.6 for more details.) To

support instance segmentation and tracking, we used the SG-Net [109] method based

on the one-stage detector. Table 5.13 shows the results of the YouTube-VIS validation

set. Our method improves the accuracy by 1.5 points over SG-Net. While most of

the methods are proposed for tracking and mask propagation, recently, TF-Blender has

been proposed to improve the accuracy by improving the feature map in the surrounding

frames. This is an improvement of 0.9 points over the base model, which confirms the

effectiveness of our feature map enhancement.

Figure 5.18 shows the detection results of SG-Net and the proposed method. We can

see that the proposed method improves the accuracy of mask generation and classifica-

tion.
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5.7 Conclusion

For stable object detection in a live-stream video that can be processed in real-time under

memory limitations, we proposed to improve accuracy by feature map enhancement

through prediction. We proposed two frameworks that utilize the next and the following

several frames predictions for online video object detection to enhance feature maps.

In the next frame future prediction approach, we present a video object detection

model that jointly learns to detect objects in the current frame and predict the next

frame’s feature map. We also improved the processing speed using the predicted fea-

ture map for the next-frame detection and introduced an adaptive scheduler to stabilize

the detection. Our experiments show that detection accuracy is improved through next-

frame feature map prediction and that the processing speed is improved while only a

slight loss of the detection accuracy using the scheduler.

Next, we proposed feature enhancement learning in terms of the next several frames

prediction. To employ the prediction, we introduced a probabilistic future generation

framework. To utilize the future forecast more effectively, we proposed a method that

first learns the video representation by predicting future frames and fine-tunes the model

for object detection by optimizing the detector module added as a downstream task.

Our experiments have shown that the proposed detection model can be robust against

the apparent change with time, leading to higher accuracy. We also showed that the

detection performance improves with the size of the pretraining data.

Currently, we employed a fixed probability distribution for videos and the exact sam-

pling at each network layer to design a stochastic future prediction model. However,

videos in the real world are much more diverse and represented differently at each layer.

Exploring further expressive probability distribution with sampling by the hierarchy is

left for future work.

110



(a) Detection confidence score with time with the model w/o prediction, the complete model, and

LMP [193]. It corresponds to the video in Figure 5.12.

(b) Detection confidence score with time with the model w/o prediction, the complete model,

and LMP [193]. It corresponds to the video in Figure 5.13.

Figure 5.14: Example of changes in detection confidence score over time.
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Figure 5.15: Effect of varying the KL loss weights on the detection and generation

accuracy, showing the synthesized 10th frames corresponding to the weights and the

corresponding ground truth.

Figure 5.16: Accuracy impact of different methods of generating future forecasts
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Figure 5.17: Visualization of training losses on several settings. The numbers indicate

the ratio of data used for training against the training set of ImageNet VID, and “prob”

and “det” indicate stochastic prediction and deterministic one.
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Figure 5.18: Visualized results comparison the baseline (SG-Net [109]) and ours on

YouTube-VIS val. Results are plotted if their confidence score is larger than 0.45. Best

viewed digitally and in color.
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Chapter 6

Conclusion

6.1 Summary

Detecting objects in a video is a fundamental technique for obtaining information from

video and is essential for real-world applications such as surveillance cameras and robotics.

However, in video object detection, appearance changes with time cause detection confi-

dence fluctuation and false-negative and false-positive detection problems. They make it

difficult to perform stable detection using still image detectors. To tackle them, the pre-

vious studies tried to stabilize detection by incorporating temporal information into the

detection result or the detection stage. However, they do not work well unless bounding

boxes are detected in most frames. Since the appearance changes deteriorate the feature

map for detection, it is challenging to detect objects accurately. Therefore, it is crucial

to enhance the feature map for detection with temporal information before the detection

stage, and this approach has been studied as a major trend in recent years.

Considering real-world applications such as robotics and surveillance cameras, video

object detection is expected to detect objects in a live stream video within the real-time

processing speed as well as high accuracy. However, the video object detection research

mainly focuses on the offline setting, which utilizes past, present, and future temporal

information. There are few studies for the online setting which does not leverage future

information. The existing works, which run in real-time on the online setting, enhance

feature maps using only the last or a nearby keyframe; however, the accuracy tends

to be low due to the limited temporal information. Therefore, there is a need to study

video object detection for real-world applications, which can sufficiently utilize temporal
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information for stable detection.

This dissertation addresses the challenging issue of utilizing spatiotemporal infor-

mation to obtain suitable features for detecting objects in a video within real-time pro-

cessing in the online condition. The previous works proposed to propagate information

using the last frame or keyframe. In contrast, we proposed online feature aggregation

approaches with external memory, which directly exploits multiple past feature maps.

We enhanced the feature maps and improved the detection accuracy by learning how

to aggregate the feature maps. Detailed experiments show that the proposed methods

dramatically reduce the video object detection problems, such as confidence fluctuation,

false-negative, and false-positive detection. Next, we proposed novel prediction-based

feature refinement approaches for strict memory conditions. Since the feature aggre-

gation methods use external memory, it may be difficult to introduce them in the envi-

ronments such as robotics due to GPU memory limitations. In contrast, the prediction-

based approach exploits the recurrent neural network without any external memory. This

approach enhances the feature map by learning the knowledge of the object through

future predictions during training. Thus, we have contributed to two aspects of fea-

ture map enhancement learning for video object detection: feature map aggregation and

prediction-based feature map enhancement. Figure 6.1 and 6.2 show our contributions

to ImageNet VID dataset and UA-DETRAC dataset, respectively. We confirm that the

proposed methods are generally superior to the existing methods regarding the trade-off

between accuracy and speed on different datasets.

Feature Map Aggregation. To take into account the temporal information of the video

as much as possible under the limitation of online processing in real-time, we proposed

feature map aggregation methods and obtained information directly from the multiple

past frames in the external memory. Feature map aggregation has been mainly studied

in offline video object detection, and it is effective in terms of accuracy. However, it

requires a lot of processing time since it calculates the similarity for each frame in the

past and weighs them accordingly. To address these issues, we proposed two methods:

frame-level feature map aggregation and element-level feature map aggregation. We

proposed a fast aggregation method in frame-level aggregation, which weighs multiple

past frames in a one-shot manner. This method enables us to enhance the feature map

effectively within real-time processing time without computing frame-by-frame weights.
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In detailed validation, we confirmed that the fluctuation of detection confidence score is

smaller than that of the existing approach, and the detection can be performed with

higher scores.

Next, we extended the frame-level feature map aggregation approach to dense fea-

ture map enhancement at the element-level. Focusing on the element-level makes it

possible to aggregate for object misalignment flexibly. However, element-level aggre-

gation is generally time-consuming. Thus, we proposed a video sparse transformer that

considers video characteristics and collects information sparsely to solve this problem.

Our experiment shows that sparse element-level aggregation effectively improves detec-

tion accuracy while reducing computation time and memory. Moreover, experiments

show that compared with state-of-the-art methods, the proposed method significantly re-

duces the problems of false-negative and false-positive detection, which are challenges

of video object detection.

Prediction-based Feature Map Enhancement. There are memory limitations in sit-

uations where real-time processing and online detectors are required, such as robotics.

Therefore, applying feature map aggregation methods with external memory in such an

environment is sometimes impractical. For this reason, we proposed prediction-based

approaches that utilize future information during training to enhance the feature map.

The prediction-based feature map enhancement method is based on an existing recurrent

neural network detector and learns features such as the motion of objects through future

prediction. We have proposed two different perspectives for prediction: the next and the

next several frames. In the next frame prediction, we proposed to let the model predict

the feature map of the next frame at the same time as detection. We also pointed out that

this method retains the generated next-frame feature map, so it is possible to skip extract-

ing features from the following frame and increase the processing speed by performing

detection from it. We proposed an adaptive scheduler to increase the processing speed

without sacrificing accuracy and showed its effectiveness. For the next several frames

prediction, we proposed to learn to predict successive ten future frames in advance and

then transfer the model to the detection task. Because of the diversity of videos, it is not

easy to make reliable successive future frame predictions. Thus we introduced stochas-

tic future forecasts and showed their effectiveness in video object detection. We showed

that prediction could improve the detection performance without increasing the model
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size.

Figure 6.1: Accuracy-speed trade-off across various online detectors on ImageNet

VID val (our methods are plotted in red). Multiple points for our same-named method

show the results when using different backbones. The size of the marker indicates the

model size (GiB). Measured competitive methods are shown in green, and methods with

unknown model sizes are shown in gray. Also, the processing time of LSTM-SSD [110]

and Memory-guided [111] was reported on a smartphone in the papers. LTLS uses

high-end GPUs for speedup; we re-measured them on a GTX 2080 Ti using their imple-

mentation. The red area shows the general real-time processing performance.

6.2 Future Work

We plan to extend our work to the following for more robust to apparent changes with

time:
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Figure 6.2: Accuracy-speed trade-off across various online detectors on UA-

DETRAC test (our methods are plotted in red). Multiple points for our same-named

method show the results when using different backbones. The size of the marker in-

dicates the model size (GiB). Measured competitive methods are shown in green, and

methods with unknown model sizes are shown in gray. The performance of TSSD [26]

and VOD-MT [86] is measured by ourselves. The red area shows the general real-time

processing performance.

• Instantaneous class switching: One issue that arises due to the apparent changes

with time is the class false-positive detection, where the detected object’s class

is switched instantaneously. The element-level feature aggregation shows that it

significantly reduces the number of false-negative and background false-positive

detections. However, class false-positive detections still remain, caused by an in-

stantaneous change to another class. The feature map enhancement method cannot

guarantee the temporal consistency of the detection results. Therefore, it is neces-
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sary to incorporate tracking methods [25, 120] to keep the same class as the same

object.

• Discontinuous scene changes with time: For object detection in more diverse

videos, it is necessary to improve the robustness against discontinuous temporal

changes in appearance. The current datasets for video object detection [127, 134,

176, 188] mainly consist of one continuous scene for each video clip. In other

words, the content does not change within a video clip. Therefore, most video

object detection methods have been proposed based on the assumption that the

past and current frames are the same scenes. However, since videos in the real

world are diverse and often switch to different scenes such as TV and movies, it is

necessary to consider the discontinuity of scenes.

It is challenging to cope with discontinuous scene changes by simply relying on

past information. Figure 6.3 shows the accuracy change of scene switching when

300 consecutive frames are connected randomly as one video clip on the ImageNet

VID dataset. When the accuracy of the previous scene is used as a reference,

the accuracy of the TSSD, which propagates temporal information by a recurrent

Figure 6.3: Accuracy change with scene switching on ImageNet VID val. The hor-

izontal axis shows the time, with the -1 frame indicating the previous scene and the 0

to the fifth frame indicating the frames in the new scene. The vertical axis shows the

accuracy ratio of each frame when the accuracy of the last scene is set to 1. We can see

that the accuracy of TSSD, which does not take into account the decision to use past

information, drops significantly when the scene switches to a new one.
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neural network, is significantly decreased as a new scene starts. On the other

hand, TFEN, which decides which frame to focus on sequentially for multiple past

frames, is less affected. Thus, it is difficult to cope with discontinuous changes in

a video by simply using past information.

To deal with discontinuous scene changes more flexibly, it is necessary to recog-

nize the relationship between past and current frames. By recognizing the current

and past scenes, we can decide whether to use the past temporal information or

not. To consider the relation, it is advantageous to incorporate a video scene de-

tection task [133], which divides a video into semantic scene clips. We believe

that we can deal with discontinuous scene changes by recognizing the scene and

switching the information used for detection.
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Héritier. Spotnet: Self-attention multi-task network for object detection. In Proceedings

of Conference on Computer and Robot Vision, pages 230–237, 2020.

[125] Hughes Perreault, Guillaume-Alexandre Bilodeau, Nicolas Saunier, and Maguelonne
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