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It has been a while since Internet of things (IoT) devices that measure various
types of events such as temperature, voltage and pressure are used in many systems,
and the amount of data collected by such devices is increasing year by year. Accordingly,
a variety of services using those collected data have been produced in a lot of fields and
utilization of the data has become much more important than ever. Considering an
office building as one of the examples, collected data by sensors installed on walls or
ceilings, which measure temperature, humidity, or carbon dioxide concentration, can
be used in an air conditioning control system or a lighting system. In the case of sensing
at multiple locations in a building, the sensors located in the same local area are
expected to record similar values. In this situation, if a sensor is broken, different
patterns of values from others might be recorded, which indicates that the sensor
should be replaced with new one immediately. However, finding such broken sensors is
difficult because anomalous behavior of broken sensors may emerge combinatorially
together with other healthy sensors, and the combinatorial relationship between
sensors must be taken into account. Since those data collected by multiple sensors are
in the form of multivariate time series, it is essential to extract features encoding
association between multiple time series, and there are heavy demands particularly
for industrial fields.

Once data taken by sensors are collected, features extracted from the data that
properly takes relationships between multivariate time series into account can be used
in various data science applications such as outlier detection and clustering. Since
finding useful feature vector representation from time series is one of crucial tasks in
those fields, a lot of methods to extract association between time stamps have been
developed so far such as Discrete Fourier Transform (DFT), Discrete Wavelet
Transform (DWT), and Discrete Cosine Transformation (DCT). These methods are
widely used in signal processing fields and the methods are commonly targeted to
univariate time series data, that is, they cannot be directly applied to multivariate
time series even though they are widely seen in the real-world. Therefore, extraction
of features with considering association between multivariate time series remains a
challenging task because both time-wise and variable-wise associations should be
taken into account. Although some algorithms using machine learning technology like
deep learning are becoming popular among outlier detection tasks nowadays, which

can implicitly take such time-wise and variable-wise associations into account, they



commonly need ground truth inlier (normal) time series that do not include any outliers
(anomalous patterns) to train a model. As one of the examples, there is an autoencoder
method that can detect outliers by calculating reconstruction errors. A model made by
the autoencoder is expected to correctly decode inliers and wrongly decode outliers if
only inliers are used in its training, and the difference of reconstruction errors makes
it possible to discriminate outliers from inliers. However, if outliers exist in a training
dataset, a model trained by the autoencoder may overlook outliers because they can be
also correctly decoded, resulting in the suboptimal performance. To date, only few
unsupervised algorithms have been proposed that do not require any labeled time
series data, although such unsupervised algorithms are of high importance in practice.
To address this issue, we focus on unsupervised feature extraction that can be used for
various downstream tasks including outlier detection and clustering.

In this dissertation, we present unsupervised feature extraction algorithms for
multivariate time series, called UFEKS (Unsupervised Feature Extraction using
Kernel and Stacking) and UFEKT (Unsupervised Feature Extraction using Kernel
Method and Tucker Decomposition). UFEKS (1) constructs a kernel matrix for the set
of subsequences from each time series and (2) concatenates all matrices horizontally.
Feature representation is obtained as row vectors in the concatenated matrix in a fully
unsupervised manner, which can be used in subsequent machine learning problems.
Likewise, UFEKT (1) constructs a kernel matrix from subsequences of each time series
to account for time-wise association and (2) constructs a single tensor by stacking the
kernel matrices and performs Tucker decomposition to account for variable-wise
association. Tucker decomposition is one of the well-known tensor decomposition
techniques and it decomposes the constructed tensor of a kernel into one core tensor
and three factor matrices. Feature representation is obtained as a row vector in one of
the decomposed factor matrices. In the decomposition process, ranks of a tensor must
be given as one of the hyper-parameters. Although finding the best values of hyper-
parameters in an unsupervised learning is known as a difficult task, we present an
algorithm to find appropriate values of the ranks heuristically. The whole process of
UFEKT is also fully unsupervised and can be used for subsequent machine learning
tasks.

After we describe our new algorithms in detail, we empirically evaluate our
algorithms and show experimental results in two tasks of outlier detection and
clustering. Nine synthetic and six real-world datasets are used for outlier detection
and 102 real-world datasets are used for clustering. Our methods are compared with
two well-established existing feature extraction methods, the subsequence-based
method (SS) and the page rank kernel-based method (PRK). Furthermore, we discuss
reasons why our algorithms are superior to the existing methods using the principal
component analysis (PCA). Finally, we summarize main findings of this dissertation

and discuss future work.
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