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The popularity of online learning has increased in recent years, with increasingly
many intelligent tutoring systems (ITSs) becoming available to learners. In general,
these platforms enable learners to acquire knowledge in the process of a series of
individualized learning activities (e.g., exercising solving) that accommodate learners
with different needs and knowledge proficiencies. A key technique underlying these
adaptive tutoring services is learner knowledge assessment, which aims to model learner
performance to discover their latent knowledge proficiency in mastering knowledge
concepts in a domain.

This task can greatly facilitate the optimization of human learning because the
assessment information is fundamental for the further adaptive services in many real-
world ITSs. For example, adaptive remedial learning materials that filling the learners’
knowledge gaps can be automatically provided based on learners’ individual needs, and
content that is predicted to be not in conformity with the learners’ current knowledge
states can be skipped or delayed, thereby effectively improving their learning efficiency
and avoiding any decrement in their engagement. Meanwhile, given the popularity of a
growing number of online educational platforms, a large number of learning logs can
be collected, which provides the potential to build advanced models for accurate learner
knowledge assessment. This has been a popular interdisciplinary research topic across
education, psychology, computer science, and cognitive science.

Nevertheless, discovering learners’ latent knowledge states from the long-term
learning logs in an ITS is a rather challenging task, as human knowledge construction
is a dynamic procedure and their knowledge is constantly evolving since learners
dynamically learn and forget over time. Moreover, the knowledge attainment during
learning is an extremely complex procedure and can be affected by many factors from
both the learners and also the learning domains. The existing studies have explored this
task and proposed various effective approaches mainly in two directions: cognitive
diagnostic assessment (CDA) and knowledge tracing (KT). However, there are still
numerous methodological issues, which restrict their practical applications. In this work,
we address three important ones, namely, insufficient learning factor modeling, data
sparseness and information loss, and fine-grained assessment and interpretability.

To tackle these issues, we proposed a general framework for dynamic learner

knowledge assessment by integrating both learner and domain modeling. Based on this



framework, we proposed three approaches, each addressing one specific issue in the
existing studies. Specifically, on the first issue of insufficient learning factor modeling,
we investigated the learner factors (learning and forgetting) and domain factor (item
difficulty) by utilizing rich information during learners’ learning interactions and
proposed a novel model named KTM-DLF that traces the evolution of learners’
knowledge acquisition over time by explicitly modeling their learning and forgetting
behaviors as well as the item difficulty. Extensive experiments confirmed the
effectiveness of this model as it takes more and precise information into the modeling
procedure. For the second issue of data sparseness and information loss, we explored to
incorporate the knowledge structure (KS) into the learner knowledge assessment
procedure to potentially resolve both the sparseness and information loss. We explored
methods to infer the domain KS from the learner response data and integrated it with
the original question—skill relation graph to enrich the data and alleviate the data
sparseness. Then we proposed a novel KS-enhanced graph representation learning
model (KSGKT) to learn the dense question and skill embeddings, and fused these
embeddings with other distinctive features to obtain the comprehensive question
representations, thus alleviating the information loss in the existing skill-level KT
models. The distinctive representations are then utilized for KT with an attention
mechanism. Extensive experiments demonstrated the superiority of the KSGKT model
and the results proved it to be a good trial to alleviate the data sparseness and the
information loss in conducting learner knowledge assessment. To cope with the third
issue, we proposed a dynamic CDA model called KIEDCDA that incorporates not only
the ability to trace the evolution of learners’ knowledge proficiencies over time for
large-scale assessments, but also the interpretability to explain learner performance in
terms of their current knowledge proficiency and item characteristics. Experiments on
several real-world datasets demonstrated the superiority and interpretability of the
KIEDCDA model for learner performance modeling, suggesting that it is worthy of a
good trial to track and explain learners’ fine-grained and evolving knowledge states
simultaneously.

This thesis presents our trials on dynamic learner knowledge assessment that
enhanced the existing techniques. To further stimulate new ideas in the field of

intelligent education, some remaining issues and future work are also described.
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