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Recent advancements in machine learning and deep learning have brought to the
world an unprecedented level of artificial intelligence (AIl) boom. At the same time,
there are also tasks that are seemingly simple for humans but are exceedingly difficult
for even state of the art Al techniques. A purely symbolic method, however, while being
interpretable and thus possible to understand where a model might fail, suffer from the
issue of robustness and are less applicable to real world usage. An emerging field,
dubbed the Neural-Symbolic AI (NSAI) proposed a technique for combining symbolic
Al method and neural networks in order to get the best of both worlds. This thesis
proposes a method to advance the field of NSAI. While solving the entire
interpretability issue is a scope beyond this thesis, this thesis attempts to tackle the
problem in a much narrower sense, in hopes that the technique proposed here can lead
to some breakthrough in the larger field.

Learning from Interpretation Transition (LFIT) is an unsupervised learning
algorithm which learns the dynamics just by observing state transitions. Given a series
of state transitions from the observed dynamic system, the LFIT algorithm outputs a
normal logic program (NLP) which realizes the given state transitions. LFIT algorithms
have mainly been implemented in the symbolic method, but they are not robust to noisy
or missing data. To solve this, neural network methods have been introduced into the
LFIT framework. Previous attempt utilizes an extraction technique. The issue with such
a technique is that it is prone to overfitting, particularly when data is scarce. This
technique is also unable to take advantage of advancements made in the neural network
field. There are also many advancements in the symbolic LFIT side, such as delayed
systems, general semantics and multi-valued systems that have not yet been
implemented with the neural network method.

The first contribution in this thesis, in the form of OLFIT, is described in chapter
3. OLFIT departs from the usual NSAI techniques that produces symbolic knowledge.
While most techniques utilize the extraction method, OLFIT learns the general space of
the problem and uses classification to output symbolic knowledge. To ensure that neural
networks have the capability to classify logic programs, this thesis presents a second
contribution that confirms neural networks’ ability to classify logic programs.
Compared to the previous attempt which must train a new neural network from scratch
for different logic programs, OLFIT only needs to train one neural network that can

learn multiple different logic programs.



The third contribution in this thesis, is described in chapter 4, addresses various
problems present in OLFIT. In OLFIT, due to the nature of symbolic logic, the neural
network architecture suffers from a combinatorial explosion problem. OLFIT also has a
data inefficiency issue. OLFIT takes a sequence of continuous transition as input,
therefore any state transition that cannot be observed from the initial state, will never
be observable by OLFIT. Another issue is that different permutations of the input, that
has the same meaning are treated as different inputs by OLFIT. To solve these issues,
OLFIT+ introduced various improvements on top of OLFIT. First, to solve the
combinatorial explosion issue, a technique to reuse the output nodes is introduced. In
this technique, instead of the one output node representing one logical rule in OLFIT,
one output node may now represent different logical rules depending on the input. To
solve the data efficiency issue, OLFIT+ takes a set of transitions as input instead of a
continuous sequence. This allows OLFIT+ to observe the full state transition, when it is
available. Lastly, to solve the permutation problem, set transformer is introduced into
the architecture in order to exploit the invariance that is present in the input. By
applying these improvements, OLFIT+ was able to scale up to 7 variables compared to
5 with OLFIT.

The fourth contribution in this thesis extends OLFIT+ to delayed systems and
general semantics. By adding additional atoms for separate timesteps, OLFIT+ is
trivially extended to deal with delayed systems. The probabilistic nature of neural
networks also made extending OLFIT+ to general semantics simple.

Next, the thesis also performs a comprehensive survey and comparison with
various related works currently ongoing in the field. Lastly, the contributions in this
thesis are summarized and multiple possible paths that can be taken up in future research

are discussed.
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