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Abstract

In this thesis, I discuss various ways to overcome the numerical sign problem, which has
been a recurring obstacle that appears in Monte Carlo studies of many interesting phys-
ical systems, such as real-time quantum dynamics, finite-density QCD, and gauge theory
with a θ term. To tackle such problems, several techniques had been introduced with dif-
ferent advantages and disadvantages. Firstly, we discuss the application of the complex
Langevin method to the two-dimensional gauge theory with a θ term. Although the large
drifts and topology freezing problems prevent us from performing the naive calculation,
the simulation with a topological defect on the lattice can be done with results agreeing
with analytical prediction up to θ = π. Next, we consider the application of the gener-
alized thimble method to real-time quantum mechanics. We discuss the new techniques,
including the backpropagating HMC and the preconditioned flow equation, that makes it
possible to perform the simulation. We also discuss some results for time evolution under
quartic and double-well potentials. And finally, we discuss the application of the tensor
renormalization group method for two-dimensional gauge theory. A criterion for restricting
the number of representations in the character expansion construction is introduced. We
also discuss the behavior of singular values at large-N and finite θ. A new interpretation
of volume independence based on the tensor-network viewpoint is also introduced.
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Chapter 1

Introduction

1.1 Nonperturbative approach to physics

From statistical mechanics to quantum theory, path integration is an important concept
that stands at the center of contemporary physics. Although the detailed interpretations
are different, the key object—the partition function—can always be similarly written in the
same form:

Z = ∫ dx exp(−S[x]). (1.1.1)

Here, x is the configuration; the microscopic description of the physical state and the action
S[x] can be either real or complex. In general, it is not possible to perform this integration
directly. A common practice is to consider a system of interest as a small perturbation
of another system where one can evaluate the path integral exactly. This perturbative
approach proves to be very successful as it has been used throughout the development
of the standard model of particle physics. Indeed, the several orders of perturbation for
quantum electrodynamics give one of the most precise predictions in physics [1, 2].

Despite its overwhelming success, there are still many questions that cannot be answered
with perturbative formalism. Importantly, it has been experimentally observed that quan-
tum chromodynamics has a mass gap, which is a result of the confinement of quarks and
gluons [3, 4]. This effect is invisible to perturbative quantum field theory. In superstring
theory, developments during the ‘second superstring revolution’ taught us that some form
of nonperturbative formulation is required for the theory to make sense [5–11]. And apart
from these, the study of nontrivial vacua [12] or topological quantum field theories [13, 14]
cannot be understood without nonperturbative treatments.

To study quantum field theory non-perturbatively, a common approach is to define it
on a lattice [15,16]. Specifically, field configuration ϕ(x), which is originally defined on the
continuous space-time, is ‘discretized’ as ϕ(n) where n is the lattice site on a finite-volume
lattice. In turn, this makes the number of degrees of freedom finite, which makes the path
integral rigorously well-defined. This also allows us to study it on a computer. With the
use of Monte Carlo methods, lattice field theory simulations have been producing many
important nonperturbative results in quantum field theories, condensed matter physics,
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and superstring theories [16–24].

1.2 Monte Carlo simulation

1.2.1 Markov chain Monte Carlo

As previously mentioned, Monte Carlo simulation is an important tool for evaluating the
multidimensional integrals of the form

⟨O(x)⟩ = ∫ dNxO(x)e−S(x)∫ dNxe−S(x) . (1.2.1)

Naively, one can attempt to perform a discrete approximation to evaluate such an integral.
An immediate drawback to this is that the cost of the computation grows exponentially
with the number of degrees of freedom of the system. Let us assume for a moment that
the action S(x) is real. In this case, one can generate a set of configurations {xi} with
probability

P (x) = e−S(x)

∫ dNxe−S(x) . (1.2.2)

The integral (1.2.1) can then be approximated by a summation

⟨O(x)⟩ = lim
Nsamp→∞

1

Nsamp

Nsamp∑
i=1
O(xi). (1.2.3)

This technique is known as Monte Carlo integration. The question now boils down to
how to effectively draw an ensemble of configurations from an arbitrary distribution ρ(x) =
exp(−S(x)).

One of the most popular methods for this task is the Markov chain Monte Carlo
(MCMC). By constructing a Markov chain with some specific equilibrium, one can ob-
tain an ensemble of configurations directly from the states of the chain. With the length of
the chain approaching infinity, the collection of states obtained will start to approach the
desired distribution. Let us first understand what exactly is a Markov chain. A Markov
chain describes an evolution of a state x to another state x′ with some specific transition
probability P (x′∣x). Namely, if the probability that a state is given by x at step n is P (x;n),
then it follows that the probability that it will arrive at x′ in the next step is given by the
Chapman–Kolmogorov equation

P (x′;n + 1) = ∫ dxP (x′∣x)P (x;n). (1.2.4)

The limiting/stationary distribution P (x) can then be defined by

P (x) = lim
n→∞

P (x;n) (1.2.5)

If such a limit exists and is uniquely equal to our target distribution, this Markov chain
can thus be used as the generator for our configuration ensemble. The Markov chain can
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be guaranteed to have a unique stationary distribution if it satisfies the following two
conditions [25]:

1. The detailed balance condition: the probability of being in a state x and transitioning
to x′ is equal to the probability of being in a state x′ and transitioning to x

P (x′∣x)P (x) = P (x∣x′)P (x′). (1.2.6)

2. The stationary distribution is unique. This will be the case if the Markov chain is
irreducible; i.e. any two states in the chain are connected, and all of the states in the
chain are ergodic.

In the following sections, we will discuss some of the important MCMC algorithms.

1.2.2 Real Langevin algorithm

In this algorithm (see, e.g. Ref [26]), the Markov chain is governed by a stochastic equation
of motion known as the Langevin equation

ẋ = −∂S
∂x
+ η(t). (1.2.7)

Here, S(x) = − logP (x), and t is the fictitious Langevin time which can be discretized into
the step n of the chain, and η(t) is a Gaussian random number satisfying

⟨η(t)η(t′)⟩ = 2δ(t − t′). (1.2.8)

It is known that the probability distribution at time t; P (x; t), evolves according to the
Fokker-Planck equation

Ṗ (x; t) = ∂

∂x
(P ∂S

∂x
+ ∂P
∂x
) . (1.2.9)

For the derivation of this equation, see Appendix A. The stationary solution to this equation
can be obtained by setting the left-hand side to zero, which can be quickly verified to be

P (x) = e−S(x). (1.2.10)

This concludes that the resulting distribution drawn from the chain of configurations x(t)
indeed matches with our desired target distribution ρ(x) = exp(−S(x)).
1.2.3 Metropolis-Hastings algorithm

This algorithm [27] is composed of two steps:

1. Starting with the configuration xn = x, propose a new configuration x′ according to
some criteria that must be symmetric. Namely, if x′ is proposed according to an
arbitrary density g(x′∣x), then it is required that g(x′∣x) = g(x∣x′); e.g. the Gaussian
distribution g(x′∣x) ∼ exp(−a(x − x′)2).
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2. Define the acceptance ratio

α = P (x′)
P (x) (1.2.11)

and generate a uniform random number u ∈ [0,1]. If u ≤ α, the candidate configura-
tion x′ is accepted as the next state of the chain; xn+1 = x′. If u > α, the proposed
configuration is rejected, and the previous configuration is used in the next step of
the chain; xn+1 = x.

To show that this specific Markov chain satisfies the two conditions of having a unique
stationary distribution, we rewrite the detailed balance condition as

P (x′∣x)
P (x∣x′) = P (x

′)
P (x) . (1.2.12)

In case of the Metropolis-Hastings algorithm, we can write the transition probability as a
product of the proposal probability g(x′∣x) and the acceptance probability α(x′, x), from
which we can rearrange the detailed balance condition as

α(x′, x)
α(x,x′) = P (x

′)g(x∣x′)
P (x)g(x′∣x) = P (x

′)
P (x) . (1.2.13)

The second equality follows from the fact that g(x′∣x) is symmetric. The acceptance func-
tion according to the algorithm given above can be written as

α(x′, x) =min(1, P (x′)
P (x) ) . (1.2.14)

One can then straightforwardly show that (1.2.13) is always satisfied with this choice of
acceptance function.

1.2.4 Hybrid Monte Carlo algorithm

Instead of using an ad hoc proposal probability g(x′∣x), which is running risk of giving
a bad acceptant rate if choosen poorly, one can instead obtain a proposal configuration
from a fictitious dynamics that keeps the acceptant rate as high as possible. One such
algorithm is the Hybrid/Hamiltonian Monte Carlo (HMC) algorithm which was introduced
for efficient calculations in lattice quantum chromodynamics [28]. To do this, one introduces
an auxiliary momentum to the integral:

∫ dNxe−S(x) Ð→ ∫ dNxdNpe−p
2/2−S(x). (1.2.15)

The pair (x, p) can then be interpreted as a canonical pair of a Hamilton system with the
Hamiltonian

H(x, p) = p2
2
+ S(x). (1.2.16)
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To generate the chain {xn}, one first randomize the momentum p with the distribution
P (p) ∼ e−p2/2. Next, one performs the fictitious time evolution of the pair (x, p) with x = xn
according to Hamilton’s equations. Since Hamilton’s dynamics is reversible (implying that
the corresponding g(x′∣x) is symmetric) and strictly preserves the Hamiltonian, which now
acts as the action of the auxiliary system, the acceptant ratio (1.2.11) is kept at 1. The
final configuration (x′, p′) is then used as the next configuration in the chain; xn+1 = x′ with
p′ discarded and re-randomized in the next step of Markov chain.

The Hamilton’s equations are given by

dx

ds
= p,

dp

ds
= −∂S

∂x
≡ F (x), (1.2.17)

where s is the fictitious Hamiltonian time. The standard discretization of these equations
are the leapfrog integrator:

p(s +∆s/2) = p(s) + ∆s

2
F (x(s)),

x(s +∆s) = x(s) +∆sp(s +∆s/2),
p(s +∆s) = p(s +∆s/2) + ∆s

2
F (x(s +∆s)).

(1.2.18)

Due to the discretization error (which is of order ∆s2 in the case of leapfrog), the
Hamiltonian is not exactly conserved during the process. Therefore, it is naturally expected
that the acceptant ratio is not 1 at finite ∆s. But the important thing is we can always
adjust ∆s so that the acceptant ratio is as high as desired.

1.3 Numerical sign problem

So far, we assume that the weight is real and positive, which can then be interpreted as a
probability density. However, it is often the case that the weight becomes complex. The
most well-known example is when we study QCD with nonzero chemical potential [29]

Z = ∫ DAD[ψ, ψ̄] exp{−Sg[A] − ∫ d4x (ψ̄(D/ −m)ψ − µψ†ψ)} (1.3.1)

= ∫ DAD[ψ, ψ̄]e−Sg[A]−∫ ψ̄M(µ)ψ, (1.3.2)

where Sg[A] is the pure gauge action and D/ is the gauge-covariant Dirac operator. With
the traditional Monte Carlo method, we cannot directly simulate the fermionic degrees
of freedom. Instead, we directly evaluate the fermionic integral with Berezin integration,
giving

ZQCD = ∫ DAdetM(µ)e−Sg[A]. (1.3.3)
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The fermion determinante detM is known to be complex at finite µ. Essentially, we are
considering the complex-valued effective action

S = Sg − log detM (1.3.4)

with the partition function

ZQCD = ∫ DAe−S[A]. (1.3.5)

To perform these kind of simulations, one uses the reweighting method to calculate the ex-
pectation value. Namely, one can separate the real and imaginary parts, and use exp(−ReS)
as the probability distribution instead. In general, if x is the configuration of the system,
the reweighting method is

⟨O(x)⟩S = ∫ dNxO(x)e−iImS(x)e−ReS(x)

∫ dNxe−iImS(x)e−ReS(x) = ⟨O(x)e−iImS(x)⟩ReS⟨e−iImS(x)⟩ReS

. (1.3.6)

The biggest problem with this method happens when the phase exp(−iImS) fluctuates
violently. As a result, the expectation value in the denominator, ⟨exp(−iImS)⟩ReS, sums
up to a value smaller than its statistical error. And consequently, the statistical error for⟨O(x)⟩S itself becomes hopelessly large.

1.3.1 Phase quenching and the Silver Blaze phenomenon

Instead of dealing with the highly fluctuating phase, one might be tempted to simply remove
it by hand. This is known as phase quenching. Such a process can be and is usually done
as a temporary measure for dealing with the sign problem in the simulations of gauge
theories and matrix models with varying success [21,30–35]. However, it is known that the
phase-quenched approximation is not justified in general. A good example is the two-flavor
QCD with finite chemical potential. In contrast to the usual partition function (1.3.3), the
quenched theory is represented by

Z∣QCD∣ = ∫ DA∣detM(µ)∣e−Sg[A]. (1.3.7)

However, this theory can be shown to be equivalent to 2-flavour QCD with isospin chemical
potential, where one assigns chemical potential of the opposite signs for the two quark
flavors. Note that, unlike the original theory, nonzero µ doesn’t generate a baryon number,
but isospin instead. This fact already implies an inconsistent prediction between the two
theories. In the original theory, since the lightest particle with a nonzero baryon number is
the nucleon, we expect nothing to happen with µ < (mN −B)/3, where mN is the nucleon
mass and B is the nuclear binding energy. Such a curious feature of the theory is widely
known as the Silver Blaze phenomenon [36], named after a Sherlock Holmes story where
a ‘curious incident’ of a dog doing nothing during the night can give a clue to something
important. On the other hand, since the lightest particle with nonzero isospin is not the
nucleon, but the pion, we expect that pion already starts to condense at µ = mπ/2 <(mN −B)/3, where mπ is the mass of the pion.
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1.3.2 Complex Langevin method

One of the earlier attempts to solve the sign problem was proposed in Ref. [37] by con-
sidering the complex version of the Langevin algorithm. It makes an assumption that, by
holomorphically complexifying the action and allowing the configurations to move into the
complex plane, there would be a stationary distribution that gives a correct expectation
value

⟨O(x)⟩ = ∫ dxO(x)e−S(x)∫ dxe−S(x) ?= ∫ dxdyO(x + iy)P (x, y)∫ dxdyP (x, y) . (1.3.8)

Ignoring the concern regarding the equivalence above, this method is very easy to be im-
plemented. The only task one has to do is to calculate the drift term for each of the
configurations and update them using the discretized Langevin equation (see (3.1.3) be-
low).

Earlier implementations of the CLM to various exactly solvable systems were successful
in some parameter regions [38–42], although it was not understood at the time what the
exact condition for correct convergence really is. It was only recently that the underlying
problem was understood [26, 43–47]. Additional techniques such as gauge cooling [48] and
deformation technique [49] were also proposed to mitigate this problem. With this new
knowledge, the unreliable aspect of the CLM was removed and many great progresses in
the field of finite-density QCD were made in this direction [50–54].

In Chapter 3, we will discuss the implementation of the CLM method on 2D gauge
theory with a θ term, which suffers from a severe sign problem.

1.3.3 Lefschetz thimble approach

An alternative approach to solving the sign problem is through the use of Picard-Lefschetz
theory [55, 56]. Although its usefulness for evaluating highly oscillating integrals has been
known for a long time, its application to physics was pointed out in the context of Chern-
Simons and Liouville theory [57,58]. The basic idea is to analytically deform the integration
manifold into the complex plane in a specific way so that the oscillation of the weight be-
comes minimized. This specifically deformed manifold is known as the Lefschetz thimbles.
Picard-Lefschetz theory states that the imaginary part of the action on each of these thim-
bles is constant so the fluctuation from the action becomes minimized1. A typical example
of its usefulness is its application to the Airy function, which can be defined via the oscil-
lating integral

Ai(s) = ∫ +∞

−∞

dx

2π
exp(ix3

3
+ isx) . (1.3.9)

The corresponding action for the Airy function is

S(x) = −ix3
3
− isx, (1.3.10)

1In general, there is also a complex phase coming from Jacobian determinant that we should keep our
eyes on. This will be further discussed in Chapter 4.
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Figure 1.1: The Lefschetz thimble of the Airy integral Ai(s) with s > 0. The shaded area
represents the direction which has a nice convergent property ReS →∞.

which is pure imaginary for real x. By deforming the original manifold, which is R, into the
Lefschetz thimble J (see Fig. 1.1), the integral has a nice convergent property ReS →∞.
Due to the compactness of the support, the integrand no longer oscillates infinitely. Thus,
the sign problem is solved.

Recently, this technique has been gaining a lot of attention in various directions such as
in the context of Thirring model, the toy model for finite density QCD [59, 60], quantum
tunneling [61–63], and quantum gravity [64]. Some suitable numerical technique is thus
required in order to explore the case with large degrees of freedom.

Although the thimble method promises to eliminate the sign problem on the thimble, it is
also known that performing a Monte Carlo simulation with thimbles is not straightforward.
This is mainly because an infinitely high potential barrier between any two thimbles prevent
the configuration from crossing. This essentially breaks ergodicity of the simulation. Also,
the traditional implementation of the HMC algorithm for thimble calculation is also known
to be significantly slower than the same calculation via the complex Langevin method due
to the need to calculate the Jacobian matrix. We will discuss these issues and how to
overcome them in Chapter 4.

1.3.4 Tensor renormalization group approach

Another approach known as the tensor renormalization group [65] and its variants is another
promising direction to solving the sign problem. In this approach, we avoid the Monte Carlo
algorithm entirely. And because of its non-stochastic nature, there is no sign problem by
construction. This technique was introduced to calculate the partition function of many-
body systems in lower dimensions. If one can represent the partition function as a tensor
network, one can perform coarse-graining and remove irrelevant degrees of freedom through

11



volume scaling. In this sense, the TRG approach is also attractive because it can access
large volumes very easily. Another advantage of the TRG approach is that, unlike the
Monte Carlo methods, the fermionic degrees of freedom can be handled directly without
having to be integrated out first [66–76]. This means that we don’t have to deal with the
fermion determinant, which is usually costly and time consuming.

On the other hand, the drawback of the TRG method is that the cost of performing
coarse-graining is usually growing exponentially with the space-time dimensions [77–79].
And only local observables can be calculated, unlike Monte Carlo simulations where one
can calculate practically any observables. It is also noticed that the TRG method might not
be suitable to study the system near the critical point, where interactions are long-range
and non-local. Nevertheless, the TRG method is still a powerful tool that helps us learn
about physics from a new perspective as will be demonstrated in Chapter 5.

1.4 Outline of the thesis

In Chapter 2, I describe the physical importance of two of the topics that will be mainly
discussed in this thesis. The first of which is the two-dimensional gauge theory with a θ
term, which has an interesting vacuum structure in the T -θ plane. In the second topic,
real-time quantum mechanics, I outline the path integral formulation. Then I describe the
tunneling problem from various points of view and explain ongoing works.

In Chapter 3, I describe the complex Langevin method in more detail, its justification,
and its application to the 2D U(1) gauge theory. I explain the difficulties in the naive
implementation of the method and how to overcome them by modifying the lattice topology.

Chapter 4 describes the Lefschetz thimble method and various technical developments
for numerical simulations. In particular, I explain the backpropagating HMC algorithm
that helps perform the simulation on the original contour at a fast speed. I also describe a
newly developed preconditioning formalism that helps regulate the flow equation at large
flow time. And finally, I present the numerical result for the real-time evolution of a wave
function under the quartic and double-well potential.

In Chapter 5, the tensor renormalization group approach is explained. Various imple-
mentations for 2D gauge theories are also described. I present a way to cut off the number
of irreducible representations when the tensor is constructed via character expansion. I
then give the analysis of the singular values at large N and finite θ. A new interpretation
of volume independence from the viewpoint of TRG is also given.
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Chapter 2

Selected systems with the sign
problem

2.1 Two-dimensional gauge theories with a θ term

One of the main goals of the lattice community is to explore quantum chromodynamics in
all parameter regions. However, many of these interesting regions are still inaccessible due
to various technical difficulties, including the sign problem. Thus, it is insightful to study
some semi-realistic models with similar sign problems and develop useful tools to handle
them. Two-dimensional pure gauge theory is one of the most suitable theories for this. It is
exactly solvable1 for any gauge group, on any manifold, and with any finite volume [80–82].
And one particular theory that has been gaining a lot of attention in the past few years is
the theory with a θ term.

The physics of θ vacua was first noticed in the context of the strong CP problem. In
physics, it was widely believed that ‘everything allowed by the laws of nature must actually
exist’ [83]. And one such thing is the θ term in the QCD action

Sθ = −iθQ; (2.1.1)

Q = 1

32π2
ϵµνρσ ∫ d4xtrF µνF ρσ. (2.1.2)

The quantity Q is known as the topological charge and takes integer values on a compact
space. This θ term is renormalizable by power counting and is thus perfectly sensible to
be included in the QCD action. It, however, breaks parity and time-reversal symmetries,
and hence the CP symmetry. The existence of the θ term implies a non-vanishing electric
dipole moment of a neutron, which is not observed in experiments—the upper bound on
the θ angle obtained so far is ∣θ∣ ≲ 10−10 [84]. Such unreasonably small value without a good
reason is the stem of the strong CP problem. A popular solution to this is the Peccei-Quinn
mechanism [85–88]. It introduces a pseudo-Nambu-Goldstone boson of a hypothetical global

1One variation of the derivation can be done by representing the partition function as a tensor network
using character expansion, which is explored in the case of a two-dimensional torus in Section 5.2.3.
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U(1)PQ symmetry, known as the axions. In this mechanism, the potential for the axions
induced by QCD automatically chooses a vacuum to be CP invariant, namely with θ = 0.
2.1.1 θ vacua

The θ term itself is interesting from the theoretical point of view. To illustrate this, let
us discuss the ‘hidden’ vacua of gauge theory. Consider the topological charge in two
dimensions;

Q = 1

4π ∫ d2xϵµνtrF
µν , (2.1.3)

which can be descritized on a lattice as

Q = 1

2πi
∑
n∈Λ

log detPn (2.1.4)

The logarithm here is defined on the principal branch; −π ≤ Im logx < π, and the plaquette
Pn is a parallel transport along a closed loop at site n:

Pn = U1,nU2,n+1̂U
†
1,n+2̂U

†
n,2; (2.1.5)

Uµ,n = exp(iϵAµ(n⃗ϵ)). (2.1.6)

In the continuum limit, the plaquette is therefore nothing but the curvature Fµν , which
leads us back to the continuum definition (2.1.3).

One can show that (2.1.4) actually only takes integer values. First, let φn denotes the
U(1) part of the plaquette Pn, then

Q = 1

2πi
∑
n∈Λ

logeiNφn = 1

2πi
(2πiq + log∏

n∈Λ
eiNφn) = q. (2.1.7)

The additional term 2πiq comes from possible branch crossing after combining two prin-
cipal logarithms2. Also, the second term in the parenthesis vanishes since it topologically
connected to the trivial configuration. Next, its derivative also vanishes which can be seen
by first separating the U(1) phase of the link variable from the SU(N) part, then

δQ = 1

2πi
∑
n∈Λ

iN(δφ1,n + δφ2,n+1̂ − δφ1,n+1̂ − δφ2,n). (2.1.8)

Because of the summation over the lattice site, all four terms exactly cancel. As a result,
the topological charge can take any integer value.

Formally, the topological charge can be considered as a winding number in the context
of the homotopy group of the gauge transformation Ω. For example, in the 4D SU(2) gauge
theory, the gauge transformation is a map from a spatial manifold R3∪{∞} ≅ S3 to a group
manifold SU(2) ≅ S3. The associating homotopy group is π3(SU(2)) = Z. As such, for each

2For example, 1.8iπ = log(exp(0.9iπ)) + log(exp(0.9iπ)) = 2iπ + log(exp(1.8iπ)) = 2iπ + (−0.2iπ).

14



Ω, we can count the number of times, n, the ‘spatial’ S3 is mapped onto the ‘group’ S3.
Gauge transformations Ωn with n = 0 are known as the small gauge transformations, while
those with n ≠ 0 are known as the large gauge transformation. Since we can classify the
gauge field configurations into different sectors, identified by the winding number q, the
gauge theory then has many vacuum states ∣q⟩, referred to as topological vacua.

For a state to be the vacuum state of the gauge theory, it has to be an eigenstate of
both the small and large gauge transformations. The topological vacua ∣q⟩ are, however,
not the vacua of the gauge theory since it transforms under the large gauge transformation
Ωn as Ωn∣q⟩ = ∣q + n⟩. However, we can define the θ-vacua

∣θ⟩ =∑
q

eiqθ∣q⟩, (2.1.9)

which transforms under Ωn as Ωn∣θ⟩ = e−inθ∣θ⟩. θ-vacua, parametrized by the angle θ, are
thus the vacua of the gauge theory.

One can solve the equation of motion for the gauge theory and obtain classical solutions
with finite action known as instantons. These instantons, each can be associated with
winding number ν, are what responsible for a tunneling from one topological vacuum to
another [89], i.e. ∣n⟩ → ∣n + ν⟩. θ-vacua would be degenerate without these tunnelings.
Because of the instantons, the ground state energy depends explicitly on θ, making various
θ-vacua physically different from each other.

2.1.2 Phase diagram

Gauge theory with non-zero topological angle θ is given by the partition function

Zθ = ∫ dAe−Sg[A]+iθQ[A]. (2.1.10)

Since Q takes integer values, the partition function and all of its derivatives with respect
to θ must be periodic in θ with the period of 2π. In two dimensions, the partition function
can be evaluated exactly and is thoroughly understood [82, 90]. In particular, (2.1.10) in
the continuum limit can be shown to take the form

Zθ =∑
q∈Z

exp{−V χ
2
(θ − 2πq)2} , (2.1.11)

where V is the physical volume of the system and χ is the topological susceptibility which
will be defined in later sections. It can easily be shown that this function develops kinks
in the large volume limit at θ equals to odd-multiples of π, as shown in Fig. 2.1. These
special points have physical significants—they are the points where parity symmetry is
spontaneously broken. There are many pieces of evidence that similar kinks are also de-
veloped in 4 dimensions [91, 92] for SU(2). In fact, it is shown to be the case at large N
in Ref. [93–95]. In these cases, the kinks correspond to the points where CP symmetry is
spontaneously broken.
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Figure 2.1: Partition function with nonzero θ and V χ = 10.
Note that the story so far concerns the quantum field at zero temperature. At high

temperature, which corresponds to the case where the length of the compactified imaginary
time becomes small, it is a different story. When the temperature is sufficiently high,
two important things happen: the gauge field becomes deconfined, and the ‘instanton gas’
becomes diluted [96]. It is known that in such a region, the kinks that we discuss so far do
not appear at any θ.

The study from large-N analysis, holography, and ’t Hooft anomaly matching condition
helps us shed some light on the T -θ phase diagram [97–104]. At large N , the diagram is
already understood. Namely, the region are separated horizontally by the deconfinement
transition at Tdec(θ) which can depend on the topological angle θ. And in the confined
region, there is another line which indicates the first-order phase transition at θ = π going
from T = 0 to T = Tdec(π). In other words, we have Tdec(π) = TCP. The diagram is
shown in Fig. 2.2 (Left). However, there are still some confusion left at finite N . In
particular for SU(2), most of the diagram looks the same as the large-N case’s, except at
the CP restoration point. A study based on supersymmetric Yang-Mills theory suggests
that Tdec(π) < TCP [97]. It is thus important to investigate gauge theory close to θ = π from
first principles.

As a first step toward this interesting problem in four dimensions, in one of our works
[105], we consider the application of the CLM to the two-dimensional U(1) lattice gauge
theory with a θ term, which still suffers from the sign problem despite its simplicity. The
naive reweighting method, for instance, can reach up to θ ∼ 2.2 on a 16 × 16 lattice [106].
The region near θ = π is thus still a seemingly difficult task for this method, especially at
larger lattice sizes. And our other work [90], we investigate a more general 2D Yang-Mills
theory using the tensor renormalization group method. Both of our works can reproduce
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Figure 2.2: T -θ phase diagrams of 4D Yang-Mills theory. (Left) The diagram obtained at
large N . (Right) There is still an unknown region near the CP restoration point at θ = π
that requires numerical investigation.

satisfying results up to θ = π.
2.1.3 Definition on a two-dimensional lattice

Let us go into details of the definition of the theory. In two dimensions, gauge theory with
a θ term is given by a partition function

Z = ∫ DUe−Sg[P ]+iθQ[P ]; (2.1.12)

Sg[P ] = −N
λ
∑
n∈Λ

tr(Pn + P †
n), (2.1.13)

P (n) = Un,1Un+1̂,2U †
n+2̂,1U

†
n,2. (2.1.14)

where N is the rank of the gauge group U(N) or SU(N) and λ = 2Ng2ϵ2 is the ’t Hooft
coupling constant. Out of the large-N context, it is more convenient to use the inverse
temperature β instead of the ’t Hooft coupling, which are related via

β = N2

λ
. (2.1.15)

As for the topological charge, there are multiple possible definitions, for which we will
consider two of them: the ‘log’ definition and the ‘sine’ definition [105].

Qlog = 1

2πi
∑
n∈Λ

logPn ∼ 1

2π
∑
n∈Λ

ϵ2F12(n⃗ϵ), (2.1.16)

Qsin = 1

2πi
∑
n∈Λ
(Pn − P −1n ) ∼ 1

2π
∑
n∈Λ

sin (ϵ2F12(n⃗ϵ)) . (2.1.17)
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We have already discussed the first definition above. The second definition, however, does
not take integer values at finite lattice spacing ϵ. The two definitions will only coincide in
the continuum limit. But the sine definition is actually important in the sense that it is
analogous to the clover-leaf definition of the topological charge, which is one of the most
popular definitions in four dimensions based on Wilson loops [107].

2.2 Real-time quantum mechanics

Perhaps the most basic system with the sign problem is nothing but simple real-time quan-
tum mechanics in one dimension. The first course of quantum mechanics taught us that
a wavefunction ψ in a system defined by a Hamiltonian H is evolved according to the
Schrödinger equation

∂

∂t
ψ = −iHψ. (2.2.1)

If the Hamiltonian is not explicitly time-dependent, the solution to this equation is

ψ(T ) = exp(−iHT )ψ(0). (2.2.2)

Practically, one can perform the matrix exponentiation via matrix diagonalization

e−iHT = U ⋅ diag(e−iλ1T , .., e−iλNT ) ⋅U−1; (2.2.3)

H = U ⋅ diag(λ1, .., λN) ⋅U−1, (2.2.4)

where N is the size of the Hilbert space. The cost of this process is usually of order O(N3)
in complexity, but it is a reliable numerical methods for solving the Schrödinger equation.

2.2.1 Path integral quantization

An alternative approach to solving the Schrödinger equation is to use path integral [108],
which can be advantageous over direct diagonalization if the size of the Hilbert space is
very large. Note that the time evolution operator can be written as a transition amplitude

⟨y∣e−iHT ∣x⟩ ≡K(x, y;T ) = ∫ x(T )=y

x(0)=x
Dx exp (iSQM[x;T ]) . (2.2.5)

Here, the function SQM[x;T ] is the time-integral of the Lagrangian;

SQM[x;T ] = ∫ T

0
dt{1

2
ẋ2 − V (x)} (2.2.6)

which is known as the action, in the original sense. Here, the measure Dx indicates the
sum over all possible function x(t) with a fixed boundary condition x(0) = x and x(T ) = y.

This transition amplitude is nothing but a partition function, whose associated ‘action’
is a pure imaginary number S[x] = −iSQM[x;T ]:

Z(T ) = ∫ Dxe−S[x]. (2.2.7)
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Figure 2.3: An example of a system with an unstable vacuum near x = 1 and a stable
vacuum near x = −1.
This causes a maximum sign problem since ReS[x] = 0, which makes the phase of the
weight fluctuate almost uniformly. This system is therefore an attractive target for testing
new algorithms aiming to solve the sign problem.

2.2.2 Tunneling problem

One interesting topic in quantum mechanics is the study of quantum tunneling in real-time
formalism, which plays an important role in quantum cosmology [109–116]. Assuming that
the potential of interest has two local minima (e.g., Fig. 2.3), if an initial state is localized
near one with higher energy, the state will decay into the true vacuum given a sufficiently
long time. The tunneling rate can be estimated by several methods, which will be given
below.

Approximation from energy gap

The most straightforward method is to approximate the initial wave function as a linear
combination between the ground state and the first excited state:

ψ(0) ≈ 1√
2
(ψ0 + ψ1) . (2.2.8)

With the time evolution, we have

ψ(t) ≈ 1√
2
e−iE0t (ψ0 + e−i∆Etψ1) , (2.2.9)
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where ∆E = E1 −E0 is the gap between the first excited state and the ground state. The
tunneling is deemed complete when the relative phase between the two states flips the sign,
namely with

tT = π

∆E
. (2.2.10)

This is nothing but the inverse of the tunneling rate3 Therefore, we have

Γ ∼ ∆E

π
. (2.2.11)

WKB approximation

A more precise value can be obtained via the WKB approximation. Consider a slowly-
varying potential barrier V (x) and a particle of energy E, an approximate solution to the
time-independent Schrödinger equation

d2

dx2
ψ(x) = −2(E − V (x))ψ(x) (2.2.12)

is

ψ(x) ∼ exp{±i∫ dx
√
2(E − V (x)} . (2.2.13)

In the region where the tunneling happens; i.e., E ≤ V (x) for x1 ≤ x ≤ x2, the wave function
decays exponentially. We can then estimate the tunneling rate via

Γ = ∣ψ(x2)
ψ(x1)∣

2 ∼ exp{−2∫ x2

x1
dx
√
2(V (x) −E)} . (2.2.14)

2.2.3 Coleman’s instanton

Coleman [89] introduced an alternative way to compute the transition amplitude through
the use of instantons. In this context, we will consider the tunneling that happens during
an infinitely long time interval: [−T /2, T /2] with T → ∞. Or more precisely, we consider
the imaginary time evolution

⟨y∣e−HT ∣x⟩ = ∫ Dxe−SQM[x;−iT ]. (2.2.15)

On the left-hand side, one can see that only the ground state contributes at large T ;

⟨y∣e−HT ∣x⟩ ≈ e−E0T ⟨y∣E0⟩⟨E0∣x⟩. (2.2.16)

3This can be seen by first writing the particle number density N(t) = exp(−t/tT ). Then the tunneling
rate becomes

Γ = −
1

N

dN

dt
=

1

tT
.
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As for the right-hand side, since

S[x] = SQM[x;−iT ] = ∫ T /2

−T /2
dt{1

2
ẋ2 + V (x)} (2.2.17)

is real, the dominating part of the path integral is given by the semi-classical path that
solves the Euclidean equation of motion

δS

δx
= −ẍ + V ′(x) = 0. (2.2.18)

Note that this equation is different from the Lorentzian equation of motion in that the sign
of the potential energy is flipped V (x) → −V (x). In this sense, we transform the problem
of the double well into the problem of the double hill. Indeed, the constant of motion is

E = 1

2
ẋ2 − V (x), (2.2.19)

with the potential flipped.
In any case, let x̄(t) be a semi-classical solution to (2.2.18). And let us define an operator

Λf = − ∂2
∂t2

f + V ′′(x̄)f (2.2.20)

for any function f(t) satisfying the boundary condition f(±T /2) = 0. We also define xn to
be eigenvectors of Λ with eigenvalues λn, also satisfying xn(±T /2) = 0. Then we can write
any path in the path integral as

x(t) = x̄(n) +∑
n

cnxn(t). (2.2.21)

The path integral measure is then formally given by

Dx = N∏
n

dcn√
2π

(2.2.22)

for some normalization constant N . We now estimate the path integral in the semi-classical
limit as a product of many Gaussian integrals centered at x̄, giving

∫ Dxe−S = N e−S[x̄]∏
n

λ
−1/2
n = N e−S[x̄]√

detΛ
. (2.2.23)

To summarise, the imaginary-time transition amplitude is given by

W (x, y;−iT ) ≈ e−E0T ⟨y∣E0⟩⟨E0∣x⟩ ≈ N e−S[x̄]√
detΛ

. (2.2.24)

When x and y are on the opposite side of the barrier, the transition amplitude is related
to the tunneling rate via

Γ(x→ y)∝ ∣W (x, y;−iT )∣2. (2.2.25)
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Figure 2.4: (Left) The instanton solution in the imaginary time (Euclidean) formalism
associated to the potential V (x) = 1 + 1

2x
4 − x2. The dashed lines show the locations of the

two vacua. (Right) The parametric plot on the complex plane of the analytic continuation
of the instanton solution; x(t) = xE(t × exp(1.4i)). The singular behaviour can be seen for
t→ ±∞ as the particle wildly spiralling into the two vacua x = ±1.
Instanton solution

Consider a symmetric double well potential V (x) with the two vacua located at x = ±a.
We will also level the potential so that V (±a) = 0. As stated above, in the imaginary-time
formalism, the potential is flipped and we are considering a double hill instead. There
are four particular transitions that are notably interesting: a → a, −a → −a, a → −a, and−a → a. In all of these cases, we will consider the solutions that are asymptotically static;
i.e., with E = 0, or

dx

dt
=√2V (x). (2.2.26)

One example of such solutions with the boundary condition −1→ 1 for V (x) = 1 + 1
2x

4 − x2
and T = ∞ is x = tanh(t) as shown in Fig. 2.4 (Left). This type of solution is called
an instanton as the point of interest only happens at an instant in time (as opposed to a
soliton). One can also define an anti-instanton as an instanton with the opposite boundary
conditions; 1→ −1. And in general, one can combine several instantons and anti-instantons
together and get the approximate classical trajectories, as long as the turning points are
not too close together and the boundary conditions are unchanged.

What is so special about these (anti-)instanton solutions is that they sit at the local
minima of the action, which can be evaluated analytically as

S[x̄] = ∫ T /2

−T /2
dt{1

2
˙̄x2 + V (x̄)} = ∫ T /2

−T /2
dt ˙̄x2 = ∫ a

−a
dx
√
2V (x). (2.2.27)

The last equality comes from the reparametrization t → x(t), as well as using the identity
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(2.2.26). Note that if we substitute this into the rightmost expression of (2.2.24), we
get the exponent similar to that of the WKB approximation’s (2.2.14). This is by no
means accidental. The careful proof that the instanton approach is equivalent to the WKB
approximation is shown in Ref. [89].

2.2.4 Unsolved conundrum: Instantons vs. Sphalerons

According to Coleman’s analysis, tunneling occurs via instantons. This is, however, tech-
nically in the imaginary time formalism. The question still remains: what is the most
contributing trajectory in the real-time path integral? This question cannot be confidently
answered without the simulation from the first principle. However, there are several at-
tempts to answer this question.

Koike-Tanizaki’s explanation

In Ref. [61], the authors attempted to evaluate the real-time path integral using Lefschetz
thimbles. This involves identifying all saddle points on the complex planes. However,
to analytically compute the path integral, one must be able to calculate the intersection
number nσ (see (4.1.4) below), which is a highly nontrivial task. The authors then explore
some of the lowest-lying modes at finite time evolution for both real and imaginary time.
Not surprisingly, the imaginary time solutions highly resemble the instanton solutions even
with finite time intervals. On the other hand, the real-time solutions are those we call the
sphaleron, which are the solutions where the particle has the energy barely enough to climb
the barrier, rest on the top of the barrier, and then fall down on the other side at the end
(see Fig. 2.5). The authors argue that such solutions are real and will not give reasonable
suppressions in the real-time path integral. They conjectured that the trajectories that
truly contribute to the real-time path integral are those with very large oscillations, which
is analogous to the solutions obtained from analytically continuing instantons to real-time.
Fig 2.4 (Right) shows an example of the instanton after a partial Wick rotation.

Instanton complexification

The possibility that this type of solutions is important in real-time path integral was already
hinted in an earlier work [117]. The authors considered the real-time path integral as the
limit of the Wick rotation of imaginary-time path integral. They show that despite the fact
that the instanton wildly fluctuates on its way between the two vacua, the action remains
constant throughout the complexification. However, it should be noted that although the
saddle points can be straightforwardly complexified via analytic continuation, this is not
the case for the associated thimbles. On this note, Ref. [62] developed a technique to
approximate an analytically continued path integral up to the first quantum corrections.
Remarkably, they were able to reproduce the one-loop tunneling amplitude given by Callan
and Coleman [111].
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Figure 2.5: Sphaleron solution with the dashed lines showing the location of the vacua.

Mou-Saffin-Tranberg’s approach

In Ref. [63], the authors tackle the path integral from a different angle. Namely, they
consider the Keldysh formalism

⟨O(t)⟩ = tr[ρ0O(t)] = ∫ Dxρ0eiSQMO
∫ Dxρ0eiSQM

(2.2.28)

with ρ0 representing the initial density matrix. The path of time in the action starts from
t = 0, runs to some late time, and returns to t = 0. The path integral is then split into two
parts: the initial density matrix part which involves drawing a trajectory from an ensemble
with specific initial conditions, and the dynamic part which is associated with quantum
corrections. They found that since the initial points are real, the corresponding trajectory
which is unique must also be real, contradicting the previous complexified instanton argu-
ment. Furthermore, the calculation of the expected position with this method matches the
one solved from direct diagonalization (2.2.3) very well.

Closing remarks

It is thus an open question whether the real (sphalerons) or complex (instantons) trajectories
really contribute to the real-time path integral. We discuss this issue in section 4. Using the
technique we developed, we were able to compute the path integral using Lefschetz thimbles
for the double-well potential when the barrier is not too high. The dominant trajectories
so far are regular and are consistent with Mou-Saffin-Tranberg’s conclusion. We plan to
further investigate the problem with a higher barrier in the future to make a more concrete
conclusion.
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Chapter 3

Complex Langevin method

3.1 Overview

The idea of the CLM is to generalize the well-studied real Langevin method to the system
of complex variables [37]. Similar to the usual Monte Carlo integral, the assumption is that
it is possible to generate a set of complex configurations zi such that the approximation

∫ dNxO(x)e−S(x)∫ dNxe−S(x) ≈ 1

Nsamp

Nsamp∑
i=1
O(zi) (3.1.1)

holds for sufficiently large Nsamp. Note that since the Boltzmann weight exp(−S(x)) is no
longer treated as a probability weight, we do not encounter the sign problem even if S(x)
is complex.

The configurations zi are generated as a solution to the complex Langevin equation,

ż(t) = −∂S(z(t))
∂z(t) + η(t), (3.1.2)

where S(z) is the analytic continuation of S(x). The derivative ∂S/∂z will be refered to
as the drift term from now on. In practical calculation, the complex Langevin process is
discretized with time interval ϵ, and the configurations are generated via

zi+1 = zi − ϵ ∂S
∂zi
+√ϵη̃i (3.1.3)

with ⟨η̃iη̃j⟩ = 2δij.
3.2 Justification of the method

Although the complex Langevin method is very convenient and fast, it is known not to
converge or to converge at the wrong values in some parameter regions. The reason for this
has been very well studied [26,43–47], with a few proposed criteria of correctness. We will
discuss two of them here.
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3.2.1 Boundary effects

In this analysis (for more careful and complete analysis, see Ref. [43–46]), we define P (x, y; t)
to be the real probability distribution of the Markov chain after the complexification x →
x + iy, and ρ(x; t) to be the original complex distribution before the complexification. The
expectation values of the two cases are given by

⟨O⟩P (t) = ∫ dxdyP (x, y; t)O(x + iy), (3.2.1)

⟨O⟩ρ(t) = ∫ dxρ(x; t)O(x). (3.2.2)

In the first equation, the function O(z) is a holomorphic generalization of O(x) in the
second equation. We also assume that both P (x, y; t) and ρ(x; t) are normalized. The two
distributions can be shown to satisfy the Fokker-Planck equations1

P (x, y; t) = etL⊺P (x, y; 0), (3.2.3)

ρ(x + iy; t) = etL⊺cρ(x + iy; 0), (3.2.4)

where

L⊺ = ∂x(∂x +Re∂S) + ∂yIm∂S, (3.2.5)

L⊺c = ∂x(∂x + ∂xS). (3.2.6)

Notice that we have enabled the random walk in the imaginary direction (y) for L⊺, which
doesn’t affect the simulation but is useful in the following analysis. The initial conditions
for (3.2.3) and (3.2.4) are assumed to match

P (x, y; 0) = ρ(x; 0)δ(y − y0). (3.2.7)

Next, we define

FO(t, τ) = ∫ dxdyP (x, y; t − τ)eτLO(x + iy). (3.2.8)

At τ = 0, we straightforwardly obtain FO(t; 0) = ⟨O⟩P (t). And at τ = t it is equal to ⟨O⟩ρ(t);
FO(t; t) = ∫ dxdyP (x, y; 0)etLO(x + iy)

= ∫ dxdyρ(x; 0)δ(y − y0)etLO(x + iy)
= ∫ dx (etL⊺cρ(x; 0))O(x + iy0)
= ∫ dxρ(x; t)O(x + iy0)
= ⟨O⟩ρ(t). (3.2.9)

1For the derivation of the Fokker-Planck equation in case of the real action, see Appendix A.
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In the derivation above, we perform a partial integration once in the third line, which is
possible because of the assumption that ρ(x; 0) must decay exponentially or faster at infini-
ties. As a result, FO(t, τ) can be seen as an interpolation between the ‘correct’ expectation
value ⟨O⟩ρ(t) and the CLM expectation value ⟨O⟩P (t). If its derivative with respect to τ
always vanishes, we have a proof that the two expectation values are the same, meaning
that the CLM simulation is correct. Note that

∂

∂t
P (x, y; t) = L⊺P (x, y; t), (3.2.10)

then we have

∂

∂τ
FO(t, τ) = ∫ dxdy (−L⊺P (x, y; y − τ) + P (x, y; y − τ)L) eτLO(x + iy) (3.2.11)

Performing a partial integration shows that the integral vanish. However, we implicitly
assume that the boundary terms coming from the y-integral vanish, which might not always
be the case. This could be the main contribution to the breakdown of the CLM. As a result,
one of the criteria of correct convergence is to check if the boundary terms vanish or not.

3.2.2 Distribution of drift terms

In Ref. [26, 47], an alternative but related argument for correct convergence was proposed.
Recall that the expectation value at Langevin time t is given by

⟨O⟩P (t) = ∫ dxdyP (x, y; t)O(x + iy). (3.2.12)

With a time lag τ , we can formally perform an infinite series expansion in τ as

⟨O⟩P (t+τ) = ∞∑
n=0

τn

n! ∫ dxdyP (x, y; t)L̃nO(x + iy) (3.2.13)

with

L̃ = ( ∂
∂z
− ∂S
∂z
) ∂
∂z
. (3.2.14)

This formal expansion will be valid at finite τ under two conditions. Naturally, it is required
that each of the integrals in the sum must converge. Secondly, the convergence radius for
the τ -expansion must be finite. The second concern can be shown to be related to the
distribution of the magnitude of the drift terms, which may be defined as

u(z) = max
1≤i≤N

∣∂S
∂zi
∣ . (3.2.15)

In fact, the most dominant part each integral in (3.2.13) involves

∫ dxdyun(x)P (x, y; t) = ∫ ∞

0
duunp(u; t) (3.2.16)
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Figure 3.1: Qualitative comparison between histograms with power-law tail (dashed, pur-
ple) and exponential tail (solid, green).

where the distribution of the magnitude p(u; t) is given by

p(u; t) ≡ ∫ dxdyδ(u(z) − u)P (x, y; t) (3.2.17)

If p(u; t) falls off like a power law at large u, then (3.2.16) will diverge at large n, invalidating
the τ -expansion (3.2.13). In other words, the simulation is reliable if p(u; t) is exponentially
suppressed or faster with u.

In practice, for each Langevin step, we record u(z), from which we make a histogram.
The simulation is reliable only if the tail decays exponentially or faster. If the tail is power-
law-like, the result has to be discarded. An example of such a histogram is shown in Fig.
3.1.

3.3 Implementation to the 2D U(1) gauge theory

In case of the lattice gauge theory, the complex Langevin simulation amounts to updating
the link variables with

Un,µ → Un,µ exp [i{−ϵDn,µS +√ϵηn,µ}] . (3.3.1)

Notice that we use the symbol U , the complexified link variables, which belong to C ∖ {0},
to distinguish it from the original link variables U , which belong to U(1). The drift term
is defined by

Dn,µS = lim
ϕ→0

S(eiϕUn,µ) − S(Un,µ)
ϕ

(3.3.2)
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The gauge part of the drift term can be straightforwardly derived:

Dn,1Sg = −iβ
2
(Pn − P −1n − Pn−2̂ + P −1n−2̂), (3.3.3)

Dn,2Sg = +iβ
2
(Pn − P −1n − Pn−1̂ + P −1n−1̂). (3.3.4)

As for the θ term, one can already encounter the problem with the log definition. Since
the topological charge is always an integer, its derivative will be zero all the time except
at the instant of topology change, making the drift term singular at that point. Such a
delta-like function is also difficult to be defined as a holomorphic function. It is, therefore,
more informative to use the sine definition instead, whose drift term is well-behaved and
easily obtained:

Dn,1Sθ = −i θ
4π
(Pn + P −1n − Pn−2̂ − P −1n−2̂), (3.3.5)

Dn,2Sθ = +i θ
4π
(Pn + P −1n − Pn−1̂ − P −1n−1̂). (3.3.6)

3.3.1 Gauge cooling

In order to stabilize the simulation, at every Langevin step, we perform a gauge transforma-
tion to minimize non-unitarity of the configuration [48]. This process can be done without
affecting the argument for justifying the CLM. To describe the process, let us first define
the unitarity norm

N = 1

2L2∑
n,µ

{∣Un,µ∣2 + ∣Un,µ∣−2 − 2} (3.3.7)

which identically vanishes when all the link variables are unitary.
Next, the infinitesimal gauge transformation on a link variable is given by

δUn,µ = (ϵn − ϵn+µ̂)Un,µ (3.3.8)

for some real field ϵn. The change of the unitarity norm according to such transformation
is

δN = 1

2L2∑
n,µ

{2(ϵn − ϵn+µ̂)∣Un,µ∣2 − 2(ϵn − ϵn+µ̂)∣Un,µ∣−2}
= 1

2L2∑
n

2ϵnGn, (3.3.9)

where Gn is defined as

Gn =∑
µ

{∣Un,µ∣2 − ∣Un,µ∣−2 − ∣Un−µ̂,µ∣2 + ∣Un−µ̂,µ∣−2} . (3.3.10)

As a result, it is sensible to choose the field ϵn to be positively proportional to −Gn to
maximize the change of the unitarity norm. Specifically, we propose the gauge cooling
procedure Un,µ → gnUn,µg−1n+µ̂; gn = exp(−αGn) (3.3.11)
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Figure 3.2: (Left) histogram of the drift terms with (β,L) = (3,10) and (12,20) with θ = π
and (Right) histogram of ReQ with (β,L) = (12,20) and θ = π. The exact result obtained
with θ = 0 is also shown by the solid line for comparison.

with some positive parameter α.
The optimal value of α can be estimated by first writing the unitarity norm as a function

of α: N (α) = 1

2L2∑
n,µ

{∣Un,µ∣2e−2α(Gn−Gn+µ̂) + ∣Un,µ∣−2e+2α(Gn−Gn+µ̂) − 2} . (3.3.12)

Expanding this function up to the second order in α gives us the estimated minimum of

α = 1

2
(∑
n

G2
n)(∑

n,µ

(Gn −Gn+µ̂)2(∣Un,µ∣2 + ∣Un,µ∣−2))−1 . (3.3.13)

We repeat this process until the unitarity norm converges with δN /N < 10−5.
3.4 Topology freezing and the large-drift problem

Unfortunately, we found that naive CLM simulations will never work due to two different
problems that are unexpectedly connected in some way. To see this, let us look at some
results. We perform simulations at various θ at (β,L) = (3,10) ‘the small β’, and (β,L) =(12,20) ‘the large β’. These two sets of parameters are actually corresponding to the same
physical volume Vphys = L2/β = 102/3. In the result below, we will discuss only θ = π since
it suffers from the sign problem the most. The situation at smaller θ is qualitatively the
same as the case at θ = π.

At small β, we find that the histogram of the drift term falls off with a power-law tail.
This signifies that the simulation is unreliable at this parameter region. This is shown as
the purple-dashed line of Fig. 3.2 (left). And as we approach the continuum limit with
large β, the criterion for correct convergent is satisfied as expected.

However, another problem arises in place of the large-drift problem at large β. If we
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look at the histogram of the real part of the topological charge2, we can see that its value
is critically frozen at zero, contrasting with the small-β case where the charge fluctuates in
the region of ∣ReQ∣ ≲ 2. This is shown in Fig. 3.2 (right).

As already preluded, the large-drift problem and the topology freezing problem are in
fact a trade-off of each other. Namely, one cannot find a parameter region where both
problems simultaneously disappear. To see this, note that a strong correlation between
the topology change (log definition) and the large drift terms can be observed as shown in
Fig. 3.3. When the topological charge jumps, a peak in the drift term appears.

To understand this better, we consider a drift term from one particular link variable, e.g.Un,1. The adjacent plaquette to this link variables are P (n) and P (n − 2̂). For simplicity
of the analysis, we set Pn−2̂ = 1 and consider the drift term v as a function of Pn = exp(iϕ):

v(ϕ) = β sinϕ − i θ
2π
(cosϕ − 1). (3.4.1)

Let β = θ = 1. The flow diagram of ϕ according to the drift term at different complex ϕ
is shown in Fig. 3.4 (left). When Reϕ is close to ±π, namely when the topology change
happens, the phase ϕ tends to flow further away from the real line. But as shown in Fig. 3.4
(right), the magnitude of the drift term increases exponentially with ∣Imϕ∣. In other words,
the drift term tends to diverge if the topological transition happens.

2The real part of the topological charge is not a physically sensible observable, but it is a good indicator
for the topology freezing problem.
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Figure 3.4: (Left) flow diagram of the drift term at different complex values of ϕ and (Right)
the magnitude of the drift term as a function of Imϕ with Reϕ = π.
Introducing a topological defect

Since there are links between lattice topology and drift term’s behavior, we consider in-
troducing a topological defect to the lattice. Specifically, we introduce an open boundary
around a specific plaquette, which we will call a ‘puncture’. Since the configuration is
no longer restricted by the close-manifold topology, the topology freezing is expected to
be solved. To implement this, we remove one of the plaquettes, denoted as PK from the
action. Consequently, the drift term for the log definition can also be made sense in the
punctured model due to the non-compactness of the manifold.

Specifically, to implement the puncture, we only need to modify the drift terms around
the puncture to compensate for the removal of the plaquette PK . In the followings, we will
only discuss the log definition as the sine definition has similar qualitative behavior. The
drift term in the presence of the puncture becomes

Dn,1S =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−iβ2 (Pn − P −1n ) − i θ2π ; n =K + 2̂,+iβ2 (Pn−2̂ − P −1n−2̂) + i θ2π ; n =K,−iβ2 (Pn − P −1n − Pn−2̂ + P −1n−2̂) ; else,

(3.4.2)

Dn,2S =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−iβ2 (Pn − P −1n ) + i θ2π ; n =K + 1̂,+iβ2 (Pn−1̂ − P −1n−1̂) − i θ2π ; n =K,−iβ2 (Pn − P −1n − Pn−1̂ + P −1n−1̂) ; else.

(3.4.3)

Using the same parameters as in the previous simulations but with the introduction of
the puncture, the situation is greatly improved. In the small β region, the CLM is still
prone to break down because the plaquettes throughout the lattice tend to oscillate more
than those in the large β region. Such oscillations make it more likely that a plaquette will
cross the branch cut at ϕ = ±π (see the final part of section 3.4), making the drift terms
large. But in the large β region, the fluctuation is greatly suppressed, and the tail of the
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histogram falls exponentially. This is shown in Fig. 3.5 (left).
As for the topological charge, because of the puncture, they are no longer integers.

Therefore, the charge can fluctuate freely as a real number, even at large β. This is show
in Fig. 3.5 (right), where the charge fluctuates between −3 and +3.
Observables at finite θ

We will consider three observables: average plaquette, topological charge density, and topo-
logical susceptibility, defined by

w = 1

V

∂

∂β
logZ = 1

2V
∑
n≠K
⟨Pn + P −1n ⟩CLM, (3.4.4)

⟨Q⟩
V
= 1

iV

∂

∂θ
logZ = 1

2πiV
∑
n≠K
⟨logPn⟩CLM, (3.4.5)

χ = − 1
V

∂2

∂θ2
logZ = 1

V
(⟨Q2⟩CLM − ⟨Q⟩2CLM) , (3.4.6)

where ⟨ ⋅ ⟩CLM stands for the expectation value obtained from the simulation. The results are
shown in Fig. 3.6. As already discussed, the result slightly deviated from the exact values
at small β because of the branch-crossing problem which is directly related to the large-drift
problem. Interestingly, despite the fact that the average plaquette shows a clear deviation
from the exact result, the topological charge density and the topological susceptibility agree
very well. On the other hand. the large-drift problem totally disappear for large β, where
the numerical results agree with the exact value very well. All of this can be understood
from our analysis on drift terms previously.

33



0.82

0.84

0.86

 0  0.5  1

w

θ / π

(β, L) = (3, 10)

0.957

0.958

0.959

 0  0.5  1

w

θ / π

(β, L) = (12, 20)

0.00

0.01

0.02

0.03

0.04

0.05

 0  0.5  1

Im
 〈

 Q
lo

g
 〉

 /
 V

θ / π

(β, L) = (3, 10)

0.000

0.002

0.004

0.006

0.008

0.010

 0  0.5  1

Im
 〈

 Q
lo

g
 〉

 /
 V

θ / π

(β, L) = (12, 20)

0.000

0.005

0.010

0.015

0.020

 0  0.5  1

χ

θ / π

(β, L) = (3, 10)

0.000

0.001

0.002

0.003

0.004

 0  0.5  1

χ

θ / π

(β, L) = (12, 20)
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34



10
-6

10
-4

10
-2

10
0

10
2

10
4

 0  60  120  180  240  300  360

N

t

θ = 1.0 π

θ = 0.8 π

θ = 0.6 π

θ = 0.4 π

θ = 0.2 π

Figure 3.7: The history of unitarity norm in case of the punctured model with various θ
and (β,L) = (5,16).
3.5 Remarks on unitarity norm

Note that the drift terms associated with the θ term (see (3.4.2) and (3.4.3)) directly modify
the unitarity of the link variables surrounding the puncture. Specifically, at each Langevin
step, two of the links are multiplied by exp(θϵ/2π), and the other two are multiplied by
exp(−θϵ/2π). Furthermore, such a non-unitary factor can also propagate outward into the
interior of the lattice, making the unitarity norm as a whole increase significantly. It is thus
a valid concern that this unitarity issue will grow exponentially with the Langevin time.

On the other hand, our simulations suggest that the growth of the unitarity norm, even
though initially grows exponentially, will eventually saturate at a finite value at some point,
as shown in Fig. 3.7. On that note, it is important to wait for unitarity norm saturation
before we can use the configurations to calculate observables.

In fact, we find that the non-unitarity is distributed not uniformly across the lattice,
but actually is localized near the puncture. To see this, we define the ‘local unitarity norm’
to be the measure of non-unitarity of the link variables surrounding a plaquette at a certain
lattice site n: N (n) = 1

4
∑

(k,µ)∈Pn

{∣Uk,µ∣2 + ∣Uk,µ∣−2 − 2} . (3.5.1)

The global unitarity norm (3.3.7) is actually an average of the local unitarity norm across
the lattice, including the removed one; namely N = 1

L2 ∑nN (n). Fig. 3.8 shows N (n)
across the lattice.

Despite this large unitarity norm, the observables agree with the analytical prediction
very well. In fact, what actually matters for the validity of the CLM is not so much
concerning the unitarity of the link variables, but actually more about the unitarity of the
plaquettes, which are what contribute most of the important observables. If we plot the
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absolute value of the plaquette in a similar fashion to the local unitarity norm, we find that
all of the plaquettes share the non-unitarity, which is surprisingly small compared to N (n),
uniformly. This is shown in Fig. 3.8 (right). Actually, the plaquette at the puncture PK is
the one that is exponentially deviated from unitarity, but it is inconsequential since PK is
included in neither the action nor the observables.

3.6 Brief summary

In this chapter, I discuss the application of the complex Langevin method to the two-
dimensional U(1) gauge theory with a θ term. In section 3.1, I give an overview of how the
CLM is formulated. In section 3.2, I explain the justification condition of the method and
explain the situation where the CLM breaks down. This includes the consideration of the
so-called boundary term, whose existence can be shown to spoil the equivalence between the
complex Langevin’s equilibrium and the original theory’s equilibrium. On the other hand,
one can also determine if the CLM converges correctly or not by looking at the distribution
of the drift term. I then proceed to explain how to implement the CLM for the 2D U(1)
gauge theory with a θ term in section 3.3. In section 3.4, I present the naive implementation
of the CLM and show that the simulation suffers from the topology freezing problem for
large β and also the large-drift problem for small β. We show that the two problems are
actually a trade-off. We then introduce a topological defect on the lattice, which turns out
to solve both of the problems in the continuum limit. And despite the fact that I altered
the topological structure of the lattice, the expectation value of all variables agrees with
the exact result very well in the continuum limit up to θ = π. In section 3.5, I explain a
possible concern about non-unitarity of link variables. This however is not a problem as
I show that the divergent-looking behavior of link variable non-unitarity all cancels out in
gauge-invariant observables.
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Chapter 4

Generalized Lefschetz thimble
method

4.1 Picard-Lefschetz theory

The goal of the Picard-Lefschetz theory is to study the topology of a complex manifoldM
by looking at a set of saddle points of a holomorphic function on M [55, 56]. One of its
applications is that it helps rewrite multidimensional integrals with complex weight in a
way that the Monte Carlo simulation suffers least of the sign problem [57,58].

Specifically, consider the deformation of the integration contour

∫
RN
dNxe−S(x) → ∫

M
dNze−S(z). (4.1.1)

The deformation is defined via the so-called anti-holomorphic gradient flow equation

dz

dτ
= ∂S
∂z

(4.1.2)

with the initial condition z(0) = x. Because of the analyticity of the flow, the two integrals
are equivalent by virtue of Cauchy’s theorem. The Picard-Lefschetz theory states that the
deformed manifold M will be decomposed into many submanifolds J (σ), each associated
with different saddle points z

(σ)
⋆ . These submanifolds are known as the Lefschetz thimbles.

And due to the fact that the flow equation preserves the imaginary part of S(z) along the
flow:

dS

dτ
= ∂S
∂z

dz

dτ
= ∣∂S
∂z
∣2 > 0, (4.1.3)

one can shows that in the infinite flow time limit, configurations on each thimble all produces
the same imaginary part of the action, say ImS(z) = ϕσ for z ∈ J (σ). Consequently, one
can write ∫

M
dNze−S(z) =∑

σ

nσe
−iϕσ ∫

J (σ)
dNze−ReS(z). (4.1.4)

Theoretically, the intersection number nσ ∈ Z can be computed via Morse theory, but the
computation can be nontrivial in practical situations.
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4.2 Technical developments

In this section, we will describe the method in a more practical way, as well as the develop-
ments of numerical techniques used in the thimble simulations. In the followings, the term
generalized Lefschetz thimble (GLT) method will be referred to a class of algorithms where
one makes a deformation of the original contour with finite flow time; i.e. RN →Mτ ⊂ CN ,

∫
RN
dNxe−S(x) → ∫

Mτ

dNze−S(z). (4.2.1)

In the original generalized Lefschetz thimble method, the deformed manifold is parametrized
by the ‘flow time’ τ , denotedMτ , on which the configuration z(τ) is solved from the flow
equation

dza
dσ
= ∂S(z)

∂za
(4.2.2)

from σ = 0 to σ = τ with the initial condition z(0) = x ∈ RN . The corresponding Jacobian
Jab = ∂za/∂xb can be evaluated by taking derivative of the flow equation with respect to xb:

∂Jab
∂σ
=HacJcb (4.2.3)

where Hab ∶= ∂a∂bS is the Hessian, and the initial condition for J is J(0) = 1.
In practice, the flow equations for both z and J need to be discretized as

z(σ + ϵ) = z(σ) + ϵ∂S(σ), (4.2.4)

J(σ + ϵ) = J(σ) + ϵH(σ)J(σ), (4.2.5)

with the same initial condition as in the continuum case. Note that the finiteness of ϵ has
no effect on the physics. However, if ϵ is too large, the sign problem will not be resolved at
large τ .

As already stated, due to (4.1.3), the real part of the action always increases with the
flow, while the imaginary part remains constant. Because of this, the Boltzmann weight
exp(−S(z)) far away from the fixed points z∗ (the points where the derivative of the action
vanishes) will be exponentially suppressed. As a result, the configurations obtained from
the Monte Carlo simulation will be dominantly around the fixed points, where the phase of
the reweighting factor is not violently fluctuating, essentially solving the sign problem.

4.2.1 HMC algorithm on the original manifold

There are two ways to implement the HMC algorithm for thimble simulation. The tradi-
tional method is to implement the Hamilton dynamics on the original integration domain.
Specifically, one first define the HMC expectation value

⟨O(z)⟩HMC = ∫ dNxdNpO(z(x))e−ReS(z(x))−p2/2

∫ dNxdNpe−ReS(z(x))−p2/2 . (4.2.6)
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Using this, the expectation value of interest is given by

⟨O(z)⟩ = ∫ dNzO(z)e−S(z)∫ dNze−S(z) = ⟨O(z)detJe−iImS(z)⟩HMC⟨detJe−iImS(z)⟩HMC

(4.2.7)

where ⟨ ⋅ ⟩HMC is the expectation value obtained from the simulation and Jab = ∂za/∂xb is the
Jacobian of the map z ∶ RN →Mτ . One may notice that this is essentially the reweighting
formula (1.3.6). However, due to the fact that the only dominant configurations are those
around the fixed points, the expectation value ⟨detJe−iImS(z)⟩HMC no longer cancels out to
be a small number, thus avoiding the sign problem.

In this formulation, the canonical pair is (x, p) with the Hamiltonian

H(x, p) = p2
2
+ReS(z(x)). (4.2.8)

The force exerted on the variable xa is then given by

Fa = − ∂

∂xa
ReS(z(x)) = −Re( ∂S

∂zb

∂zb
∂xa
) = −Re(∂bS ⋅ Jab). (4.2.9)

One apparent obstacle to this formulation is that, in order to compute the force, it is
necessary to calculate the Jacobian, which is known to have the computational cost of
order O(N3), or O(N2) if the Hessian is sparse. Compared to the measly cost of O(N)
in the case of the complex Langevin, the traditional Lefschetz simulation was seen as less
favorable when studying large systems.

Apart from the problem of high computational cost, the thimble technique is also known
to suffer from the ergodicity problem, which occurs when the system has many fixed points.
At large flow time, the potential barrier separating the region around two nearby fixed
points becomes exponentially high, making the probability of the configuration crossing
the regions exponentially suppressed. This means that the sampling will be mostly trapped
near one of the fixed points. The earlier solution was to find the intermediate flow time
where both the ergodicity problem and the sign problem are not prominent, but we cannot
guarantee that such a region always exists, especially as we increase the system size.

An alternative solution to the ergodicity problem is to introduce several replicas of
generalized thimbles Mτ , each with a different flow time [118–120]. Each replica will
undergo its own HMC dynamics. And every so often, a swap operation is done between
two replicas if it is accepted by the Metropolis-Hastings algorithm. This operation is known
as parallel tempering, which is a useful method for solving the ergodicity problem in general.
The acceptance rate is however depending on the number of replicas and how close they are
together. As the number of replicas increases, not only does it takes up more computational
time, it also takes up more memory. A better approach is thus highly desired.

4.2.2 HMC algorithm on the deformed manifold

A more sophisticated version of the tempering approach was recently proposed [121] to solve
both the high computation cost and the ergodicity problems simultaneously. The idea is
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to implement the Hamiltonian dynamics on the deformed manifold instead of the original
domain. One can also naturally extend the dynamical space from Mτ to R =Mτ × {τ},
allowing the configuration to travel to different ‘timeslices’. The technique was aptly named
the worldvolume approach to the tempered Lefschetz thimble method (WV-TLTM).

In this formulation, the canonical pair is (z, π) where zI = (Reza, Imza) and πI is the
conjugated momentum to ξI . The Hamiltonian is

H(z, π) = π2

2
+ReS(z). (4.2.10)

The force exerted on zI can then be straightforwardly computed without the involvement
of the Jacobian:

FI = (− ∂ReS
∂Reza

,− ∂ReS
∂Imza

) . (4.2.11)

There is one complication that needs to be addressed: the usual leapfrog integrator
needs to be modified in order for the configuration to be confined onto the manifold R at
all time. And that is to add an appropriate amount of normal forces to the Hamilton’s
equations:

π(s +∆s/2) = π(s) + ∆s

2
F (z(s)) − λN (z(s)),

z(s +∆s) = z(s) +∆sπ(s +∆s/2),
π(s +∆s) = π(s +∆s/2) + ∆s

2
F (z(s +∆s)) − λ̃N (z(s +∆s)).

(4.2.12)

The computation of the normal forces N and the Lagrange multipliers λ, λ̃ are considerably
complicated and will not be fully expressed here, but the point is they can be computed
with the cost of O(N2) or O(N) for sparse Hessian. Another advantage of this approach
is the fact that the so-called overlap problem, which happens when the modulus of the
reweighting factor and the observables may not have significant overlap, can be avoided
entirely since the modulus of the Jacobian is already included in the HMC dynamics.

Because the thimble approach doesn’t have the wrong convergence problem and can be
done with the same complexity as the CLM, this development made the thimble simulation
a very attractive solution to the sign problem. Although it should be noted that the residual
sign problem from the phase of the Jacobian can still cause a problem at large system sizes,
which is not a problem for the CLM.

4.2.3 Backpropagating HMC

In our recent work [122], we noticed that it is possible to overcome the high-cost problem
even if we implement the HMC algorithm on the original manifold. Such algorithm can also
be implemented with the worldvolume technique (see next section). An advantage of this
approach over the implementation on the deformed manifold is its simplicity since there
is no need to perform a complicated procedure of manifold projection during the leapfrog
process.
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To understand the improvement of the computational cost, let us rewrite the force in
the HMC process as

Fa = −∂zb(0)
∂xa

∂

∂zb(0)ReS(z(τ)) − ∂z̄b(0)∂xa

∂

∂z̄b(0)ReS(z(τ))
= − ∂

∂zb(0)ReS(z(τ))Jba(0) + c.c.
= − ∂

∂za(0)ReS(z(τ)) + c.c., (4.2.13)

where we have used the fact that J(0) = 1. It is convenient to define a quantity

fa(σ) = − ∂

∂za(σ)ReS(z(τ)), (4.2.14)

so we have F = f(0) + f̄(0). Using chain rule, we can write a recurrence relation

fa(σ − ϵ) = − ∂zb(σ)
∂za(σ − ϵ) ∂

∂zb(σ)ReS(z(τ)) − ∂z̄b(σ)
∂za(σ − ϵ) ∂

∂z̄b(σ)ReS(z(τ))
= −δab ∂

∂zb(σ)ReS(z(τ)) − ϵHab(σ − ϵ) ∂

∂z̄b(σ)ReS(z(τ))= fa(σ) + ϵHab(σ − ϵ)f̄b(σ). (4.2.15)

In the derivation above, we have used the following identities:

∂za(σ + ϵ)
∂zb(σ) = δab, (4.2.16)

∂z̄a(σ + ϵ)
∂zb(σ) = ϵHab(σ), (4.2.17)

which can be easily derived from the discretized flow equation (4.2.4).
Using (4.2.15), one can compute f(0) iteratively ‘backward’ from f(τ), and thus the

name backpropagation1. The cost of computation in each step of (4.2.15) is of order O(N2),
or O(N) for sparse Hessian. Therefore, this effectively reduces the total cost of the HMC
algorithm from the usual calculation by the order of O(N).

Alternatively, one can understand backpropagation by looking at the flow equation of
the Jacobian (4.2.5), which can be rewritten as

(J(σ + ϵ)
J̄(σ + ϵ)) = ( 1 ϵH̄(σ)

ϵH(σ) 1
)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶≡ U(σ)
(J(σ)
J̄(σ)) . (4.2.18)

1This process is similar to the technique of the same name in the field of machine learning, which is a
heavy inspiration for our technique.
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Using this recurrence relation, one can rewrite the force as

F = −Re(∂S(τ) ⋅ J(τ)) = −1
2
(∂S(τ) ∂S(τ))(J(τ)

J̄(τ))
= −1

2
(∂S(τ) ∂S(τ))U(τ − ϵ)U(τ − 2ϵ)⋯U(2ϵ)U(ϵ)(1

1
) . (4.2.19)

If one were to evaluate this quantity by multiplying the matrices from the right (forward
propagation), which is what is traditionally done, we cannot avoid the repeated operation
of matrix-matrix multiplications, which is of order O(N3) in complexity (or O(N2) for
sparse Hessian). By virtue that (∂S(τ) ∂S(τ)) is a vector, multiplying the matrices from
the left (backward propagation) reduces the cost of operation by an order of O(N).
4.2.4 Integrating over the flow time

To avoid the ergodicity problem, we promote the parameter τ inMτ to be dynamical. By
doing this, the configuration is then able to cross between ‘sectors’ through the small-τ
region. And since such a region suffers from the sign problem, we only include the large-τ
region in the calculation of observables. The general idea was known as the worldvolume
approach [121] to thimble simulation and was first introduced with the HMC simulation on
the deformed manifold. However, it is also possible to apply it to the HMC simulation on
the original manifold, as we will explain in this section.

In terms of the integral, the new formulation amounts to the modification

∫
Mτ

dNze−S(z) → ∫ τmax

τmin

dτ ∫
Mτ

dNze−S(z)−W (τ) (4.2.20)

where W (τ) is an additional ‘potential’ for τ that is introduced for technical benefit and
is physically inconsequential. The role of the potential W (τ) is to make the configuration
uniformly distributed in our region of interest. We will discuss how to choose this function
below.

Because τ is now dynamical, we need to introduce the corresponding force, which is
given by

Fτ = − ∂
∂τ

ReS − d

dτ
W (τ) = −Re(∂S(τ)

∂za

∂za
∂τ
) − d

dτ
W (τ). (4.2.21)

In the continuum flow-time limit, we can simply invoke the flow equation ∂z/∂τ = ∂S/∂z
and get Fτ = ∣∂S∣2 + Ẇ . However, this is incorrect for finite ϵ, where one needs to write the
flow equation for ż = ∂z/∂τ separately.

More specifically, we define

ż(σ) = ϵ
σ

∂z(σ)
∂ϵ

. (4.2.22)

Using this, the flow equation for ż is

ż(σ + ϵ) = ϵ

σ + ϵ∂S(σ) + σ

σ + ϵ(1 + ϵH̄(σ))ż(σ). (4.2.23)
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Choosing the W -potential

To identify the auxiliary function W (τ), we first perform a preliminary simulation with
some initial guess W0(τ) and then make a histogram plot of τ . Suppose that ρ(τ) is the
probability distribution of τ obtained from the histogram, we then update the W -potential
with

W (τ) =W0(τ) + log ρ(τ). (4.2.24)

Keep repeating this process until the histogram is sufficiently flat.

HMC algorithm with variable mass

Unlike the implementation on the deformed manifold, naively implementing the HMC al-
gorithm on the original manifold RN × {τ} has some technical difficulty when the interval
of τ is large. Due to the nature of the flow equation, perturbing the initial condition by δx
gives rise to the perturbation of the final point δz, which grows exponentially with τ . This
in itself is not a problem. However, this will critically slow down the simulation because
the Hamiltonian conservation will become exponentially worse, i.e. the acceptance rate in
the Metropolis-Hastings step will be almost 0%. One solution is to decrease the leapfrog
parameter ∆s until the acceptance rate at τmax is acceptable. But then the acceptance rate
at τmin will become mostly 100%, which is in itself inefficient.

Our solution is to introduce a τ -dependent mass to the HMC Hamiltonian:

H = p2i
2m(τ) + p

2
τ

2
+ReS(z(x; τ)) +W (τ). (4.2.25)

It is important that the mass for pτ is kept to be 1. By making m(τ) large at large τ , we
can finely tune the acceptance rate to be constant at all τ .

Specifically, the mass function can be estimated using

m(τ) ∼ ∣detJ ∣2/N (4.2.26)

with the reasoning that the perturbation δz is proportional to ∣detJ ∣1/N , while the effective
step size of the leapfrog process is proportional to 1/√m(τ). Setting the product of the

two quantities to be of order unity gives ∣detJ ∣1/N/√m(τ) ∼ 1, and thus (4.2.26). And as
will be seen below, using non-constant mass function will have a direct effect on the HMC
dynamics, meaning that it will affect the distribution of τ . Therefore, it is important to
choose the mass function before tuning the W -potential.
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The Hamilton’s equations for this system are

dx

ds
= p

m(τ) ≡ A(τ, p), (4.2.27)

dp

ds
= F (x; τ), (4.2.28)

dτ

ds
= pτ , (4.2.29)

dpτ
ds
= Fτ(x; τ) + m′(τ)

2m(τ)p2 ≡ B(x, τ, p). (4.2.30)

Note that this calls for a modification to the leapfrog process because p is now coupled
with τ . The modified leapfrog process that possesses reversibility and the preservation of
the phase space volume is

pτ(s +∆s/2) = pτ(s) + ∆s

2
B(x(s), τ(s), p(s)), (4.2.31)

x(s +∆s/2) = x(s) + ∆s

2
A(τ(s), p(s)), (4.2.32)

τ(s +∆s/2) = τ(s) + ∆s

2
pτ(s +∆s/2), (4.2.33)

p(s +∆s) = p(s) +∆sF (x(s +∆s/2); τ(s +∆s/2)), (4.2.34)

τ(s +∆s) = τ(s +∆s/2) + ∆s

2
pτ(s +∆s/2), (4.2.35)

x(s +∆s) = x(s +∆s/2) + ∆s

2
A(τ(s +∆s), p(s +∆s)), (4.2.36)

pτ(s +∆s) = pτ(s +∆s/2) + ∆s

2
B(x(s +∆s), τ(s +∆s), p(s +∆s)). (4.2.37)

If the leapfrog process moves the configuration out of the interval [τmin, τmax], then we
need to revert the configuration back to before (4.2.31), flip the sign of pτ , and then redo
the leapfrog process again.

4.3 Preconditioned flow equation

Although the antiholomorphic gradient flow equation

dza
dτ
= ∂S
∂za

(4.3.1)

is known to have worked well in many systems, it has a serious problem that can hinder
practical calculations. To see this, consider the perturbation of the flow equation:

za → za + δza;
dδza
dτ
= ∂2S

∂za∂zb
⋅ δz̄b.
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From this equation, one can see that the growth of the flow is governed solely by the
eigenvalues of the Hessian Hab(z) = ∂a∂bS. The problem arises when the largest and the
smallest eigenvalues are too different that one of the modes already diverges before the
smallest mode flows sufficiently close to the saddle point. In turn, this makes the Jacobian
diverges even before the sign problem can be solved. We will refer to this problem as the
anisotropy problem of the Hessian.

One solution is to try generalizing the flow equation in a way that all the nice properties
are kept intact while the problem of Hessian anisotropy is also solved. The most general
way to do this is to introduce a prefactor matrix A in front of the gradient

dza
dτ
= Aab(z, z̄) ∂S

∂zb
(4.3.2)

At the moment, we will not impose any holomorphicity on A. However, we require A to
be a positive-definite Hermitian matrix because we want the imaginary part of the action
to remain constant during the flow. In other words, the τ -derivative of the action must be
positively real:

dS

dτ
= ∂S
∂za

dza
dτ
= ∂S
∂za

Aab
∂S

∂zb
> 0. (4.3.3)

Next, one can also show that the perturbation of the modified flow equation is

dδza
dτ
= δAab ∂S

∂zb
+AabH̄bcδz̄c. (4.3.4)

At large τ , where the anisotropy problem appears, the configuration will be forced to be
near the saddle point. As a result, only the second term dominates at large τ in practical
simulations, which effectively gives

dδza
dτ
∼ AabH̄bcδz̄c. (4.3.5)

Therefore, the ideal modification is to find a positive matrix A such that the product AH̄
has eigenvalues of the same modulus; e.g. making AH̄ unitary.

On a side note, the ratio between the largest and the smallest singular values of a matrix
M is known in the field of numerical analysis as the condition number. Such a condition
number is a good indication of the stability of a linear system when solving with iterative
methods. The process of minimizing the condition number by means of multiplying M by
another matrix A beforehand is called preconditioning, and A is called a preconditioned
matrix. The task is essentially the same in our case. As such, we will refer to the modified
flow equation as the preconditioned flow equation.

4.3.1 Constant preconditioning

If the Hessian is not fluctuating too much during the simulation, we can approximate
it to be a constant matrix defined at some configuration z0; H0 = H(z0) ∼ H(z). This
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is indeed the case if the system is weakly coupled. The implementation is subsequently
straightforward—we replace all gradient ∂S (in the flow equation, forces, etc.) with the
preconditioned gradient v = A∂S. In a simple quantum mechanical system where H is
tridiagonal, we find that the following choice works the best:

A−1 = trim (U ⋅ diag(∣λ1∣, ∣λ2∣,⋯, ∣λN ∣) ⋅U †) (4.3.6)

where λ’s are complex eigenvalues of H0 and U is the diagonalization matrix; H0 = U ⋅
diag(λi) ⋅ U−1. The operation trim( ⋅ ) removes all the non-tridiagonal entries from the
matrix. Since the matrix A is constant, it can be evaluated beforehand. And finally,
the product v = A∂S can be calculated using some tridiagonal linear solver for the linear
equation

A−1v = ∂S. (4.3.7)

4.3.2 Dynamical preconditioning

In case the Hessian is not approximately constant during the simulation, the constant
preconditioning may be insufficient. This is especially the case with strong couplings. In
this case, we choose the preconditioner matrix to be depending on the configuration:

A = (H̄H⊺)−1/2, (4.3.8)

where H is the Hessian of the current configuration. Since the matrix A keeps changing
during the simulation, the calculation is considerably slower from the previous case, but it
works for arbitrarily large couplings. To see that this choice of preconditioning precisely
minimizes the condition number of the flow, we note that the Hessian can be decomposed
under the singular value decomposition:

H = UΣV (4.3.9)

where U and V are some unitary matrices. Then the preconditioner matrix becomes

A = (H̄H⊺)−1/2 = (ŪΣV̄ V ⊺ΣU⊺)−1/2 = (ŪΣ2U⊺)−1/2 = ŪΣ−1U⊺. (4.3.10)

It then follows directly that
AH̄ = ŪΣ−1U⊺ŪΣV̄ = UV (4.3.11)

is a unitary matrix, and thus has eigenvalues with unit modulus.
Finally, for proof that the preconditioned flow equation doesn’t modify the value of the

integral, see Appendix B.

Rational approximation

In practice, it is more useful to consider A to be a rational function of H̄H⊺ instead. We
will also write H⊺ = H from now on because of its symmetricity. To do this, we consider
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q cq mq

0 0.006451003957458213
1 0.4642523382124909 0.11305025198040564
2 0.6884319202695277 1.5424312774960316
3 0.9119429380769698 6.225923007008075
4 1.196185819926601 17.12763492872428
5 1.6241687265578753 40.03062038540964
6 2.370812308934214 88.4236572105766
7 3.933837875175048 201.19537040130655
8 8.32637138686609 534.9611414154086
9 31.905549463140776 2358.169432739363

Table 4.1: Parameters used in the rational approximation (4.3.12).

the rational approximation, which is a useful technique in lattice calculations involving
fermions [123–126],

X−1/2 = c01 + Q∑
q=1
cq(X +mq1)−1, (4.3.12)

with X = H̄H, which very well approximates A within the range a ≤ λi ≤ b where λi is any
of the eigenvalues of X. One particular set of parameters with Q = 9, a = 0.2, and b = 2×103
is given in Table 4.1. The usefulness of this approximation is twofold. Firstly, since the
matrix A is not sparse, the multiplication Av takes O(N2) operations to compute. And
secondly, the derivative of an inverse square-root matrix is quite complicate compared to
the derivative of just an inverse matrix. In this approximation, the operation Av can be
done with the cost of order O(N) since the vector

xq = (H̄H +mq1)−1v (4.3.13)

can be easily obtained from solving the equation

(H̄H +mq1)xq = v (4.3.14)

using the multi-shift solver algorithm [127].
The real derivative d/dα of A can also be evaluated:

dAij
dα
= Gijk

dzk
dα
+Gjik

dzk
dα

; (4.3.15)

Gijk = − Q∑
q=1
cq [(H̄H +mq1)−1(H̄∂kH)(H̄H +mq1)−1]ij . (4.3.16)
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Forces

The forces can be computed by first taking the derivative of the flow equation with respect
to the real configuration α ∈ {ϵ, xi}:

dz′i
dα
= dzi
dα
+ dϵ
dα
Aij∂jS + ϵdAij

dα
∂jS + ϵAijHjk

dz̄k
dα

= dϵ
dα
(A∂S)i + (δik + ϵGijk∂jS)dzk

dα
+ ϵ(Gjik∂jS +AijHjk)dz̄k

dα
. (4.3.17)

For the temporal force, we replace α = ϵ above and solve for ∂z/∂ϵ at σ = τ . Then the
temporal force is given by

Fτ = ϵ
τ
Re(∂S∂z

∂ϵ
) . (4.3.18)

For other forces, we first derive the flow equation for the Jacobian, which can be done
by replacing α = xi:

J ′ij = (δik + ϵGilk∂lS)Jkj + ϵ(Glik∂lS +AilHlk)Jkj (4.3.19)

or in the 2N × 2N matrix notation,

(J ′ij
Jij
) = ( (δik + ϵGilk∂lS) ϵ(Glik∂lS +AilHlk)

ϵ(Glik∂lS +AilHlk) (δik + ϵGilk∂lS) )(JkjJkj
) . (4.3.20)

The quantity that we wish to calculate is

Fj = Re(∂iSJij) = 1

2
(∂iS ∂iS)(JijJij) (4.3.21)

so we want to calculate the backpropagation of the vector fi with

fk = f ′k + ϵGijkf
′
i∂jS + ϵGijk∂iS, f̄

′
j + ϵ(f̄ ′AH)k, (4.3.22)

where f(τ) = ∂S. Again, the primed quantities are the one associating to the flow time
σ + ϵ while the ones without prime are those with flow time σ. This gives the final force

F = Re(f(0)). (4.3.23)

4.4 Application to real-time quantum mechanics

4.4.1 Quartic potential

The result in this section is reported in Ref. [122]. The system that we chose to test this
algorithm is the one-dimensional quantum mechanics, using the path integral formalism.
The important object here is the transition amplitude

A(xi, xf;T ) = ∫ x(T )=xf

x(0)=xi
DxeiS[x(t)], (4.4.1)
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which can be used to generate the time evolution of the wave function via

Ψ(xf;T ) = ∫ dxA(x,xf;T )Ψ(x; 0). (4.4.2)

The action that generates this time evolution is

S[x(t)] = ∫ T

0
dt{m

2
(dx
dt
)2 − V (x)} , (4.4.3)

where we use m = 1 and the potential we use is the quartic potential V (x) = 1
4!x

4. We will
set the initial wave function to be of Gaussian form. Specifically,

Ψ(x; 0) = exp{− 1

4σ2
(x − 1)2} , (4.4.4)

with σ = 1. Since the potential is beyond quadratic, the path integral cannot be exactly
solved. However, it is possible to solve the Schrödinger equations for comparison.

To perform the simulation, we discretize the time t as tn = (n−1)ϵ and xn = x(tn) where
n = 1, ..,N +1 and ϵ = T /N . We also define xN+1 = xf. Thus, the time-evolved wave function
can be associated with the partition function

Z(xf) = ∫ dNxe−S(x;xf) (4.4.5)

with xi (i = 1, ..,N) as the dynamical variables. The action in this integral is given by

S(x;xf) = N∑
n=1

f(xn, xn+1) + 1

4
(x1 − 1)2; (4.4.6)

f(x, y) = −iϵ{m
2
(x − y

ϵ
)2 − V (x) + V (y)

2
} (4.4.7)

In the following simulation, we take T = 2 with −1 ≤ xf ≤ +1. We also discretize the
time with N = 9. The flow equation is discretized with Nτ = 10 steps. In the HMC time
evolution, the fictitious time is taken to be s = 0.25 and is discretized with Ns = 15 steps.

Before doing the simulation, it is important to determine the mass function first, which
can be obtained from plotting the scatter plot of 2

N log ∣detJ ∣ against the flow time τ
during the testing simulation. We can then fit the data with some function to obtain the
logarithm of the mass function. In Fig,4.1, we fit the data with a linear function and get
m(τ) = exp(11.795τ). This is consistent with the fact that the typical scale of fluctuation
of the configuration grows exponentially with the flow time.

It is also worth noting that the expectation value in the most generalized form is given
by

⟨O(x)⟩ = ⟨O(z)detJe−iImSe−W̃ (τ)⟩HMC⟨detJe−iImSe−W̃ (τ)⟩HMC

, (4.4.8)
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Figure 4.1: Linear fitting for the mass function (4.2.26) that is used in the modified leapfrog
integrator.

where W̃ (τ) (not to be confused with the W -potential) is some function that can be freely
chosen in a way that the reweighting factor at different flow times are of similar orders of
magnitude. In fact, a sensible choice would be

W̃ (τ) = N
2
logm(τ), (4.4.9)

since m(τ) is essentially the fitting of the modulus of the original reweighting factor.
The observable that we choose is the log-derivative of the time-evolved wave function

∂

∂xf
logΨ(xf;T ) = − ⟨ ∂

∂xf
f(xN , xf)⟩ (4.4.10)

The result at N = 9 is shown in Fig. 4.2, which agrees very well with the one obtained from
directly diagonalizing the Hamiltonian, corresponding to the continuous time evolution
(N =∞).

4.4.2 Double-well potential and quantum tunneling

In the next example, we consider the real-time quantum dynamics under the double-well
potential:

A(xi, xf;T ) = ∫ x(T )=xf

x(0)=xi
Dxe−S[x(t)], (4.4.11)

with the action

S[x(t)] = i∫ T

0
dt{−m

2
(dx
dt
)2 + V (x)} . (4.4.12)
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Figure 4.2: The simulated values of the real and the imaginary part of the log-derivative of
the wave function, evolving under the anharmonic potential V (x) = 1

4!x
4 with time T = 2.

The initial wave function is Ψ(x; 0) = exp(−1
4(x− 1)2). The result from directly solving the

Schrödinger equation (solid line for the real part and dashed line for the imaginary part) is
also shown for comparison.
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Figure 4.3: Initial distribution function (Purple, Solid) and the double-well potential
(rescaled for presentation) (Blue, Dashed).

51



We use the initial wave function with initial momentum k;

Ψ(x; 0) = exp{− 1

4σ2
(x − 1)2 + ikx} , (4.4.13)

with σ = 0.3, k = 0 and 2, and the potential is V (x) = 5
2(1+x4 −2x2). The plot of the initial

distribution function ∣Ψ(x; 0)∣2 and the potential is shown in Fig. 4.3.
Using direct diagonalization, we can compute the time evolution of the wave function

and any expectation values exactly, up to the spatial discretization of the Schrödinger
equation. One relevant observable in the context of quantum tunneling is the weakly-
measured trajectory, defined by

⟨x(t)⟩WM = ⟨xf∣e−iĤ(T−t)x̂e−iĤt∣Ψ(x; 0)⟩⟨xf∣e−iĤT ∣Ψ(x; 0)⟩ . (4.4.14)

In terms of the path integral, this amounts to calculating the expectation value of each
component of the configuration xn:

⟨x(tn)⟩WM = ⟨xn⟩. (4.4.15)

It should be noted that we can estimate the probability that the particle has the energy
smaller than the barrier by looking at the projection between the initial state and energy
eigenstates:

P (E ≤ V0) ∶= ∑
En≤V0

∣⟨En∣Ψ(x; 0)⟩∣2. (4.4.16)

The larger the probability, the larger number of complex trajectories we expect to see.
From direct diagonalization with V0 = 2.5, we have

P (E ≤ V0) = { 0.89 ;k = 0,
0.58 ;k = 2. (4.4.17)

The fact that the case with k = 2 has lower probability is expected since adding the initial
momentum increases the average kinetic energy of the particle.

In the following simulations, we adopt dynamical preconditioning to the flow equation.
We discretize the time with N = 20. The flow equation is discretized with Nτ = 10 steps
with 0.2 ≤ τ ≤ 4.0. In the HMC time evolution, the fictitious time is taken to be s = 1.0 and
is discretized with Ns = 10 steps. To check the result, we calculate the weakly-measured
trajectory with xf = −1 and compare it with the one solved from direct diagonalization.

As shown in Fig. 4.4, the weakly-measured trajectory for k = 0 is indeed complex since
P (E ≤ V0) is as large as 0.89. But as we increase the momentum to k = 2, the trajectory
becomes closer to the real axis, shown in Fig. 4.5.

To further explore this, we look at some of the trajectories from the simulation with
the largest Boltzmann weight w = exp(−ReS). Indeed, for k = 0, the trajectories go into
the complex plane, compared to those obtained from k = 2. This is shown in Fig. 4.6 and
4.7, respectively. The classical solutions are obtained and classified according to Ref. [61].
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Figure 4.4: (Left) Weakly-measured trajectory for the case k = 0. The dashed lines are ob-
tained from the direct diagonalization. (Right) The same trajectory shown on the complex
plane.
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Figure 4.5: (Left) Weakly-measured trajectory for the case k = 2. The dashed lines are ob-
tained from the direct diagonalization. (Right) The same trajectory shown on the complex
plane.
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Figure 4.6: Typical trajectories from the simulation with k = 0, shown with the associated
classical trajectories (dashed lines).
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This result signifies the fact that complex saddle points (i.e., classical solutions) play an
important role in the thimble approach to quantum tunneling.

It should be stressed that the use of the initial wave function is very crucial for us to
obtain complex trajectories. First of all, by having the initial Gaussian wave function with
finite width, we impose the cut-off to the initial momentum to those with low values. This
lowers the contribution of sphaleron-type saddle points, which are real, to the path integral,
and therefore increases the contribution of complex saddle points. And secondly, because
the initial point of the trajectory, xi, is dynamical, whose distribution is given by the initial
wave function, it is allowed to be complex in the thimble simulation. This complex initial
point, in turn, makes the resulting classical trajectory complex.

Propagator limit

Quantum tunneling problem in previous literature [61,62,117] was discussed in the context
of propagator path integral with infinite time; i.e., the two end-points are fixed to some
real values with T →∞. The question is whether complex saddle points such as the infinite
spiral trajectory (see Fig. 2.4 (Right)) play an important role in the Lefschetz thimble path
integral or not. To consider this setup from our simulation, we have to reduce the width of
the initial wave function σ to zero, which we refer to as the ‘propagator limit.’ Calculations
in this limit suffer from various difficulties both in solving the Schrödinger equation and
performing the thimble simulation. When we consider the initial wave function with zero
width; Ψ(x; 0) = δ(x−xi), the distribution of the momentum becomes uniform and spans a
wide range of values. High-momentum states, in particular, make solving the Schrödinger
equation difficult since spatial discretization error becomes prominent. On the other hand,
the thimble simulation in the propagator limit suffers from the ergodicity problem which
occurs when important saddle points are too separated that the transition probability
becomes exponentially suppressed as we decrease σ. This kind of ergodicity problem stems
from a physical origin (similar to the topology freezing problem in lattice gauge theory)
and cannot be resolved by adopting the worldvolume approach.

In any case, we can investigate what will happen by looking at some results from solv-
ing the Schrödinger equation in the parameter regions where the discretization error is
sufficiently small. Considering the fact that the weakly-measured trajectory is a weighted
average value of dominant trajectories, we can look at such observable as we approach the
propagator limit. In Fig. 4.8, we compare weakly-measured trajectories in the case with
σ = 0.2 and 0.12. One can see that, as we reduce σ, the trajectory becomes less smooth,
indicating that higher frequency (larger momentum) modes start to contribute to the path
integral, which is as we discussed above. And in Fig. 4.9, we fix the width to σ = 0.15 and
increase the time interval to T = 4. One can see that trajectories at large T tend to have
more winding than those with smaller T . This is understandable because it is natural that
the particle tends to oscillate with a larger number of periods as we increase T . From this
result, it is clear that, in the propagator limit with T →∞, dominant trajectories tend to
have a higher frequency and naturally exhibit the spiral behavior. This could be a sign
that dominant trajectories indeed become singular, similar to the complexified instanton,
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Figure 4.8: (Left) Weakly-measured trajectory with the initial width σ = 0.2 (Purple) and
0.12 (Green). Higher frequency contributions become more noticeable in smaller σ. (Right)
The same trajectories on the complex plane.

in this limit. It should be noted that this singular behavior completely disappears in a
more realistic setup where the initial wave function is of finite width, and with finite time
evolution.

4.5 Brief summary

In this chapter, I explain the generalized Lefschetz thimble methods and their application
to real-time quantum mechanics. I first introduce the Picard-Lefschetz theory in section
4.1. In section 4.2, I describe several implementations of the HMC algorithm to the thim-
ble simulations, including the traditional simulation, the parallel tempering method, the
worldvolume approach, and the newly-developed backpropagating HMC algorithm. In sec-
tion 4.3, we explain a new flow equation that has a better behavior at large flow time.
Specifically, we apply the preconditioner matrix to the gradient to minimize the condition
number of the Hessian. And in section 4.4, we show the results of applying thimble sim-
ulations to real time evolution in quantum mechanics. The results for both quartic and
double-well potentials agree with the result from direct diagonalization of the Hamiltonian
very well. We also show some of the classical trajectories drawn from the simulations. It is
clear from this result that the initial wave function is necessary for the existence of complex
trajectories. It should be stressed that such kind of study is very difficult without the use
of the generalized Lefschetz thimble technique.
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Chapter 5

Tensor renormalization group

5.1 Overview

In the field of quantum many-body systems, several techniques involving tensor networks
had been developed with varying success. However, the first technique that is considered a
true real-space renormalization was proposed in Ref. [65], the tensor renormalization group
(TRG), as a useful tool to study two-dimensional systems. The technique is rather simple
and allows for many generalizations to various systems and dimensions. One of the key
advantages of the TRG approach is its easy accessibility to large volume lattices. This is
due to the cross-graining procedure which is the key essence of the method. In this section,
we will explain how it works in two dimensions.

Assuming that we have already rewritten the partition function as a tensor network,
whose detailed process can be different depending on the system, the remaining task is
performing coarse-graining. This consists of two main steps. The first is the decomposition
of the fundamental tensor T using the singular-value decomposition (SVD). For higher-rank
tensors, the decomposition is not unique, but we will consider two types:

Tpqrs =∑
c

S
(1)
ps;cG

(1)
c S

(2)
rq;c

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
type I

=∑
c

S
(3)
pq;cG

(2)
c S

(4)
rs;c

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
type II

, (5.1.1)

where G(1) and G(2) are the two singular-value vectors. In practice, it is necessary to
truncate the summation to include only a certain number of largest singular values, which
we will denote it by Dcut. The two decompositions are depicted diagramatically in Fig. 5.1.
Since singular values are positive semi-definite, we can absorb them into the S(i) tensors:

S̃
(1)
pq;c = S(1)pq;c√G(1)c , (5.1.2)

S̃
(2)
pq;c = S(2)pq;c√G(1)c , (5.1.3)

S̃
(3)
pq;c = S(3)pq;c√G(2)c , (5.1.4)

S̃
(4)
pq;c = S(4)pq;c√G(2)c . (5.1.5)
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Figure 5.2: The summary of coarse-graining procedure.

In our tensor network, we apply the two decompositions on the even and odd sites alter-
nately. This is depicted as the first step of Fig. 5.2.

In the second step, we recombine the decomposed tensor into a new rank-4 tensor

T ′abcd = ∑
pqrs

S̃
(1)
qr;aS̃

(3)
rs;dS̃

(2)
sp;cS̃

(4)
pq;b (5.1.6)

which represents the coarse-grained version of the original tensor Tpqrs. This is diagramat-
ically depicted as the second step of Fig. 5.2.

The resulting tensor network is identical to the original tensor network, but is tilted by
45○. However, the new tensor T contains the information of two of the original T tensor,
effectively reduce the size of the network from L ×L into (L/2) × (L/2). In other words, if
we start with a 2n×2n lattice, we can perform this process 2n times to arrive at a ‘one-site’
model, whose partition function is

Z =∑
p,q

Tpqpq (5.1.7)

where T is the tensor obtained from the coarse-graining.
The TRG is actually applicable in more general lattices, such as honycomb or triangular

types [65]. Its simplicity also allows many efficient generalizations which is applicable to
higher dimensions [77–79]. One of the generalization known as the Grassmann TRG even
allows us to coarse-grain fermionic fields directly without the needs to perform any high-cost
‘bosonization’ [66–76].

59



5.2 Tensor network constructions of 2D gauge theory

In this section, we will discuss different ways to construct the tensor network of the 2D
gauge theory at θ = 0. The construction with nonzero θ follows straightforwardly and will
be discussed in greater detail in the case of character expansion construction in Section 5.5.
Let us first look at the partition function of the discretized theory:

Z = ∫ DUe−Sg[P ]; (5.2.1)

Sg[P ] = −N
λ
∑
n∈Λ

tr(Pn + P †
n), (5.2.2)

P (n) = Un,1Un+1̂,2U †
n+2̂,1U

†
n,2. (5.2.3)

There are two choices about how we can rewrite this into a network; working on the real
space and working on the reciprocal space. In the real space, this can be done with a
quadrature or a statistical sampling, while in the reciprocal space, this can be done via the
character expansion.

5.2.1 Gauss-Legendre quadrature

This method is particularly useful when the gauge group of interest is of low rank. In
particular, for U(1) gauge theory [128], the group integral simply become an integral of a
periodic function. Thus we can replace the Haar measure by a Lebesgue measure, whose
integral in turn can be approximated by a Gauss-Legendre quadrature

∫
U(1)

dUg(U) = ∫ +π

−π

dφ

2π
g(exp(iφ)) ≈ K∑

i=1
wig(exp(iφi)). (5.2.4)

Or in general, we have

∫
U(1)

dUg(U,Un,µ, Un′,µ′ ,⋯) ≈ K∑
i=1
wig(exp(iφi), Un,µ, Un′,µ′ ,⋯). (5.2.5)

This approximation can be performed for all the link variables, leaving the partition function
as

Z = tr⊗
n∈Λ

T (n), (5.2.6)

Tijkl = √wiwjwkwl
4π2

exp{1
λ
cos(φi + φj − φk − φl)} . (5.2.7)

In the equations above, the symbol ⊗n indicates that the tensor T which has 4 legs is
tiled periodically as depicted in Fig. 5.4, and the trace simply means that all indices are
contracted with periodic boundary condition. The square root in the prefactor comes from
the fact that each link variable is shared by two plaquettes. And since the tensor T is
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associated with a plaquette, each of the factor wi must be symmetrically separated into
two, thus the square root. In three dimensions, for example, where a link variable is shared
by 4 plaquettes, the factor should instead be of power 1/4.

It should be noted that this method is less practical in groups with higher ranks because
the group manifold now becomes multi-dimensional and with nontrivial topology. There-
fore, in the author’s opinion, this method is most suitable only for U(1) gauge theory and
other topologically similar groups.

5.2.2 Statistical sampling

In this method, the important point is the realization that we can approximate a group
integral by a Monte Carlo integral [129,130]

∫ dUg(U,Un,µ, Un′,µ′ ,⋯)e−Sv(U) ≈ Zv
K

K∑
i=1
g(Ui, Un,µ, Un′,µ′ ,⋯); (5.2.8)

Zv = ∫ dUe−Sv(U), (5.2.9)

where Ui are drawn from the distribution exp(−Sv(U)) with Sv(U) being some trial action.
In general, the final result should be independent of Sv(U) as long as K is sufficiently large.
In other words, if Sv(U) is chosen poorly, the final result will still be sensitive to K. With
this in mind, we rewrite the partition function as

Z = ∫ DU exp(−Sg[P ] +∑
µ,n

Sv[Un,µ]) exp(−∑
µ,n

Sv[Un,µ]) (5.2.10)

and approximate it by a Monte Carlo integral, giving

Z = Z2V
v tr⊗

n∈Λ
T (n), (5.2.11)

Tijkl = exp{2N
λ

Retr(UiUjU †
kU

†
l ) + 1

2
(Sv(Ui) + Sv(Uj) + Sv(Uk) + Sv(Ul))} . (5.2.12)

This construction is similar to the case of Gauss-Legendre quadrature. The difference is
essentially the way we approximate the group integral by a finite sum. The factor 1/2 in the
second term comes from the fact that each link variable are shared by two plaquettes. And
since the tensor T is associated to a plaquette, the action Sv[U] must be symmetrically
devided into two. In three dimensions, for example, where a link variable is shared by 4
plaquettes, the factor should instead be 1/4.

This technique is very versatile and doesn’t have many drawbacks in going to higher
dimensions or to more complicated gauge groups. However, it is still a non-trivial task to
find the best trial action Sv[U] which is not sensitive to the size of the ensemble K.

5.2.3 Character expansion

A different way to construct a tensor is to rewrite the theory in the reciprocal/dual space.
Namely, instead of writing the partition function as an integral of group elements, we rewrite
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it as the sum of irreducible representations of the plaquette. This process is known as the
character expansion [131–133]. The simplest analogy of this manipulation is the fact that
the integral of a periodic function can be replaced by the summation of its Fourier modes.
This connection is hopefully made clear as we move along the derivation below.

As the first step, we separate the Boltzmann weight into a product of a function of a
plaquette

e−Sg[P ] =∏
n

f(Pn), (5.2.13)

f(P ) = exp{N
λ
tr(P + P †)} . (5.2.14)

The function f(P ) has a special property that it is invariant under the conjugation map
on the gauge group G = U(N) or SU(N)

f(P ) = f(g−1Pg), ∀g ∈ G. (5.2.15)

This type of functions is known as the class function, which can always be expanded in
terms of characters of the argument

f(P ) =∑
r

β̃rtrr(P ) (5.2.16)

where the sum is taken over all irreducible representations of G. For G = U(1), the class
function is also known as the periodic function, and the corresponding character expansion
is known as the Fourier series, thus the analogy given above. From now on, we will refer to
irreducible representations as ‘representations’ for simplicity. The expansion coefficient β̃r
can be evaluated via

β̃r = ∫ dUf(U)trr(U †). (5.2.17)

In our particular case, the coefficients can be evaluated as

β̃r = ⎧⎪⎪⎨⎪⎪⎩
detMr,0 ;G = U(N),∑
q∈Z

detMr,q ;G = SU(N). (5.2.18)

The matrixMr,q is given by

(Mr,q)ij = ∫ +π

−π

dϕ

2π
cos{(li + i − j + q)ϕ} exp(2N

λ
cosϕ) = Ilj+i−j+q (2Nλ ) (5.2.19)

for i, j = 1,2, ..,N where In(x) is the modified Bessel function of the first kind. The
representation r is labeled by N integers {l1, .., lN} in the descending order

l1 ≥ l2 ≥ ⋯ ≥ lN (5.2.20)

with an extra constraint lN = 0 in the SU(N) case, where the label {li} also represents the
Young tableau whose ith row has li boxes. For both U(N) and SU(N), the dimensionality
of a representation r = {li} is given by

dr = ∏
1≤i<j≤N

(1 + li − lj
j − i ) . (5.2.21)
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Note that a U(N) representation r(U) = {l′i} can be obtained uniquely from an SU(N)
representation r(SU) = {li} via the relation

l′i = li + q (5.2.22)

with some integer q.
The representation matrix Dr(U)(g) of some g ∈ U(N) is related to Dr(SU)(g̃) of some

g̃ ∈ SU(N) via
Dr(U)(g) = eipθDr(SU)(g̃) (5.2.23)

p ≡ N∑
i=1
l′i = N−1∑

i=1
li +Nq. (5.2.24)

where g = eiθg̃. This transformation rule implies that the right-hand side of (5.2.23) is
invariant under the transformation g̃ → e2πik/N g̃ ∈ SU(N) and θ → θ − 2πk/N for some
integer k ∈ Z.

In the followings, we will use the following notation:

trv(U) = {0,0, ..,0,0},− trv(SU) = {0,0, ..,0,0},
fnd(U) = {1,0, ..,0,0},− fnd(SU) = {1,0, ..,0,0},
fnd

(U) = {0,0, ..,0,−1}, fnd
(SU) = {1,1, ..,1,0},

adj(U) = {1,0, ..,0,−1}, adj(SU) = {2,1, ..,1,0},
(5.2.25)

where “trv”, “fnd”, and “adj” stand for trivial, fundamental, and adjoint representations
respectively, and the representations with a bar mean the complex conjugate representation.

Using the character expansion, we can rewrite the partition function as

Z = ∫ DU∏
n

f(Pn) = ∑
{r(n)}

∫ DU∏
n

β̃r(n)trr(n)Pn, (5.2.26)

where r(n) is the representation that appears in the expansion of f(Pn). Next, we decom-
pose trr(n) in terms of link variables as

trr(n)Pn =Dr(n)
αβ (Un,1)Dr(n)

βγ (Un+1̂,2)Dr(n)
γδ (U †

n+2̂,1)Dr(n)
δα (U †

n,2). (5.2.27)

The matrix indices a, b, c, d in this equation are summed over implicitly. In two dimensions,
each link variable only appears twice in the partition function, one as U and the other as
U †. Thus, we can factorize the partition function as

Z = tr⊗
n,µ
z(n,µ), (5.2.28)

(z(n,µ))rs,αβγδ = β̃1/4
r β̃

1/4
s ∫ dUn,µD

r
αβ(Un,µ)Dr

γδ(U †
n,µ) = β̃1/2

r

dr
δrsδαδδβγ, (5.2.29)
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Figure 5.3: Two types of the tensors appearing from character expansion.

where we have used the orthogonality relation

∫ dUDr
ab(U)Ds

cd(U †) = 1

dr
δrsδαδδβγ (5.2.30)

with dr being the dimensionality of the representation r given by (5.2.21).
The tensor (5.2.29) can be considered as a tensor associated to a link variable as depicted

as a diagram in Fig. 5.3 (left). Note that these tensors must be contracted in the partition
function according to (5.2.27), therefore, we need to also include a tensor

δr1r2r3r4δα1β1δα2β2δα3β3δα4β4 (5.2.31)

associated to each plaquette as depicted as a diagram Fig. 5.3 (right), where we have defined
a 4-way Kronecker delta δabcd = δabδbcδcd.

After patching up all these tensors together, one can notice that there is a loop of matrix
indices on each lattice site. Contracting this loop gives us a factor of dr on each site. After
appropriately reassigning all the factors in to the tensor associating to the plaquette, we
have a reduced tensor

Tpqrs = β̃p
dp
δpqrs (5.2.32)

and the partition function is simply given by the tensor network

Z = tr⊗
n∈Λ

T (n), (5.2.33)

which can be depicted as a diagram as in Fig. 5.4. Since the tensor is already ‘diagonalized’,
the contraction can be done straightforwardly, giving

Z =∑
r

( β̃r
dr
)L1×L2

(5.2.34)

where we assume that the lattice is a periodic L1 ×L2 regtangular Euclidean lattice.
There are a few comments regarding the construction via character expansion in relation

to the previous two constructions. Firstly, the fundamental tensor (5.2.32) is in some sense
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Figure 5.4: The tensor network representation of the partition function (5.2.1).

the ‘reduced’ version of the tensors from the other construction. This is because we have
summed the loop of the matrix indices. In this sense, the singular value profile of this
tensor will be different since the ‘redundancy’ of the singular values arising from the loop
is already absorbed into the tensor. This redundancy issue is discussed in Ref. [129].
Secondly, by using character expansion, the tensor becomes very simplified as it is already
diagonalized. Although its simplicity may seem discouraging since it undoubtedly trivializes
the computation, another way to look at it is we can now easily study large-N gauge theory
because the analysis now becomes straightforward, unlike the other two constructions.

Singular-value spectrum

As already mentioned, the fundamental tensor in this construction is already ‘diagonalized,’
making the singular-value decomposition trivial. Specifically, the singular-value vector of
the fundamental tensor is

G
(i)
r = σr = ∣ β̃r

dr
∣ . (5.2.35)

After performing a single coarse-graining procedure, the tensor becomes

T ′pqrs = (σp)2δpqrs. (5.2.36)

After performing this n times, it is easily convinced that the singular value becomes

σr → σ2n

r . (5.2.37)

It is a special property of the 2D gauge theory that the singular value has a certain scaling
property like this, instead of mixing among each other during the process.

And finally, using (5.1.7), one can show that the partition function after performing
coarse-graining n times, becomes

Z =∑
r

( β̃r
dr
)V (5.2.38)

where V = 2n, agreeing with the known result in (5.2.34).
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5.3 Restricting the number of representations

As described above, the number of representations of U(N) and SU(N) groups are infinite.
This also implies that the size of the fundamental tensor (5.2.32) is also infinite. This is
not practical, so we need to somehow restrict to only the representations with the largest
contributions.

For U(1) and SU(2), this process is rather simple, since the representations are labeled
by a singer integer, which is the charge and the angular momentum respectively. But in
groups with higher rank, the weight diagram forms a more complicated lattice. In this
work, we propose an efficient way to choose only the representations that contribute the
most, even at large N .

Let us first consider the SU(N) case. Recall that any representation can be labelled by
N − 1 non-negative integers {li} where (lN = 0)

l1 ≥ l2 ≥ ⋯ ≥ lN−1 ≥ 0. (5.3.1)

A natural cutoff would be Λ where l1 ≤ Λ. This cutoff already include the conjugate
representation of any included representation since the conjugate representation of r = {li}
is given by r̄ = {l̄i} where l̄i = l1 − lN+1−i ≤ Λ. It can be easily proven that the number of
representations within this cutoff is Λ+N−1CΛ, which grows as ΛN−1 with Λ for fixed N .

Alternatively, one can put another cutoff on dimensionality: dr ≤∆Λ, where

∆Λ = ∞∏
j=2
(1 + Λ

j −N ) = Λ+N−1CΛ. (5.3.2)

This can be shown to be the smallest dimensionality of all the representations with l1 = Λ.
After making an appropriate cutoff condition, we then calculate the singular value

σi = ∣ β̃r
dr
∣ (5.3.3)

of all the representations and then keep only a specified number of representation to be
used in the construction of the fundamental tensor.

As for the U(N) case, we can make use of te relation (5.2.22). We first obtain the
set of representation as if the group was SU(N). Then we attach the ‘charge’ q to these
representation. The interval of q is restricted by another cutoff Λq, where

∣q + l1
2
∣ + l1

2
≤ Λq. (5.3.4)

This choice of cutoff guarantees that both a representation and its conjugate are included
in this cutoff. Also, note that a simple cutoff of ∣q∣ ≤ Λq for U(1) is a special case for this
since l1 = 0 in this case.
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5.4 Large-N insights via TRG analysis

One question one may ask is whether the theory has any undesirable behavior in the large-N
limit. To answer that, we investigate singular values of both the U(N) and SU(N) theories
at large N . We will separate the discussions between the strong coupling λ > 2 and the
weak coupling region λ < 2 discussions since they are separated by the Gross-Witten-Wadia
third-order phase transition [134,135].

Let us first define what it means as a large-N limit of a certain representation. We
will only focus on U(N) since SU(N) representations can be directly obtained from U(N)
representations by subtracting all the l′i with l′N . Simple representations in (5.2.25) can
easily be defined in large-N by adding zeros in the middle of the sequence {l′i}. We can
generalize this to any representation, namely by adding zeros in the middle. Although this
generalization obviously introduces some ambiguity, such as when a single representation
can possibly belong to multiple sequences, this is not a problem at large N . Therefore, in
the discussion below, it should be understood that the symbol r(U) will refer to a large-
N sequence of a representation obtained from adding zeros in the middle of {li}. These
obviously do not exhaust all U(N) representations. Specifically, we will refer to these
representations as having zero ‘U(1) charge,’ q = 0. We can also defined another related
sequence to r(U) but with nonzero charges by the symbol (r(U), q).

The conclusion of our observation is that the singular value profile for these theory have
well-defined limit at large N :

logσr =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
C(0)N2 +C(1)r +C(2)r N−2 +O(N−3) ; SU(N) any λ,
C(0)N2 +C(1)r +O(N−1) ; U(N) λ < 2,
C(0)N2 +C(1)r + arN + brχN +O(N−1) ; U(N) λ > 2. (5.4.1)

where χN , which grows like O(logN), is defined in (5.5.11). The reason for this specific
asymptotic form of the U(N) cases will be explained in later section. It should also be
noted that the coefficient of the leading term C(0) for a given λ are all common for every
representation. This will have an important implication as will be discussed after this. An
example at λ = 3 and λ = 1.5 are shown in Fig. 5.5.

Another important point for U(N) is the fact that, for λ > 2, the coefficient ar actually
only depends on the U(1) part of the representation r, which we will simply refer to as the
‘U(1) charge’. We can directly look at the quantity (logσr −C(0)N2)/N , which is shown in
Fig. 5.6. The significance of this is that, since ar are all negative except for q = 0 as shown
in the figure, the singular values with nonzero charges all exponentially suppressed at large
N . And since we have the relation (derived from (5.2.18))

σr(SU) = +∞∑
q=−∞

σ(r(U),q) (5.4.2)

we arrive at the fact that the only term on the right-hand side that dominates at large N
and λ > 2 is σ(r(U),0). In other words, we have a large-N equivalence between singular values
of U(N) and SU(N) theories at large coupling.
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Figure 5.5: Singular values of different theories in the large-N limit. (Top) SU(N) theory
with λ = 3, (Middle) U(N) theory with λ = 1.5, and (Bottom) U(N) theory with λ = 3. All
of them are fitted with (5.4.1). The notation (r(U), q) refers to the representation {l′i + q}
when r(U) = {l′i}.

68



0 0.1 0.2 0.3 0.4 0.5 0.6
−3

−2.5

−2

−1.5

−1

−0.5

0

0.5

1/N

(l
og
σ
r
−
C

(0
) N

2
)/
N

•trv(U)

•(trv(U),±1)

•(trv(U),±2)

•fnd(U)

• 1
2

{
(fnd(U), 1) + (fnd(U),−1)

}

• 1
2

{
(fnd(U), 2) + (fnd(U),−2)

}

•adj(U)

•(adj(U),±1)

•(adj(U),±2)

Figure 5.6: The quantity (logσr −C(0)N2)/N for U(N) theory with λ = 3. The y-intercept
corresponds to the coefficient ar in (5.4.1). Note that representations with the same charges
(or the absolute values) have the same coefficient ar.

One important consequence of this equivalence is a new understanding of the volume
independence of 2D gauge theories, known as the Eguchi-Kawai reduction [136]. To see
this, let us write the free energy explicitly with the large-N expansion (5.4.1)

F ≡ 1

N2V
logZ = C(0) + 1

V N2
log(∑

r

eV C
(1)
r ) +⋯ (5.4.3)

This quantity is independent of volume in the large-N limit. And sice most other important
quantities such as Wilson loops are derivatives of the free energy, they are also volume
independent.

In Fig. 5.7, we plot the free energy of different theories as a function of 1/N2. All of
these are obtained with λ = 3 and Dcut = 64. We have clearly demonstrated that the free
energy at large N is independent of volumes.

It can be understood from this model that the Eguchi-Kawai reduction is a result of a
simple volume scaling of the singular values, namely

σr(V ) = σr(1)V . (5.4.4)

This property is not expected to be true in general. However, it is possible that such a
nice scaling behavior only appears if the volume is sufficiently large, which is expected to
be what happens in gauge theories in higher dimensions.

5.5 θ term

In this section, we discuss how the TRG works when we have a θ term. The partition
function with nonzero can also be exactly solved with nonzero θ. And the derivation for
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the fundamental tensor also follows in the same way. In the continuum limit, the θ term
reads

Sθ = −iθQ; (5.5.1)

Q = 1

4π ∫ d2xϵµνtrFµν . (5.5.2)

Although it is possible to use any definition of the topological charge, we will use the ‘log
definition’ of the topological charge when we discretize it on a lattice:

Q = 1

2πi
∑
n

log detPn. (5.5.3)

Adding this to the action, one obtains the partition function

Z(θ) =∑
r

( γ̃r(θ)
dr
)L1L2

; (5.5.4)

γ̃r(θ) = detMr(θ), (5.5.5)

(Mr(θ))ij = ∫ +π

−π

dϕ

2π
cos{(lj + i − j + θ

2π)ϕ} exp(2Nλ cosϕ). (5.5.6)

The corresponding singular values are

σr(θ) = ∣ γ̃r(θ)
dr
∣ . (5.5.7)

From this expression, one can easily show the properties

σ(r(U),q)(θ + 2π) = σ(r(U),q+1)(θ), (5.5.8)

σr(U)(−θ) = σr̄(U)(θ). (5.5.9)
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Figure 5.8: The imaginary part of the topological charge for U(3) gauge theory with λ = 1.5
(Left) and λ = 3 (Right). The gap is developed at θ = ±π as we increase the system
dimension L.

Namely, the singular values are not guaranteed to be neither periodic in θ and invariant
under θ → −θ.

One physically interesting point about gauge theory with a θ term is the existence of
the first-order phase transition at θ = π. An important observable is the topological charge
density:

1

V
Im⟨Q⟩ = − 1

V

∂

∂θ
logZ(θ) (5.5.10)

which develops a gap at θ ∼ ±π as the volume V increases.
The next question is, what will happen to this gap in the large N limit? To answer this,

note that the topological susceptibility at θ = 0 can be exactly evaluated at large N :

χN =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
− 1

4π2
log (1 − λ

2
) ;λ < 2,

1

2π2
{logN + log (1 − 2

λ
) + γE + 1} ;λ > 2, (5.5.11)

where γE ≈ 0.5772 is the Euler constant. This is nothing but the slope at θ = 0 in Fig. 5.8 in
the large-N limit. But as one can see that χN grows like O(logN) in the strong coupling
region, it is instructive to consider the quantity Im⟨Q⟩/(V χN) instead. The result is shown
in Fig. 5.9. Interestingly, the behavior with λ < 2 and λ > 2 are totally different. For λ < 2,
the shape of the plot already approaches the large-N limit. And the gaps at θ = ±π do not
develop. However, for λ > 2, the large-N limit even at L = 2, is also approaching the infinite
volume limit. Namely, the gaps are developed at θ = ±π. This is a new kind of large-N
volume independence that is only particular to the strong coupling region.

To understand this behaviour, it is intructive to look at the singular values at different
θ individually. Let us first list what we know so far about the effect of the θ term on some
of the singular values. Since it is known that the trivial representation dominates all other
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Figure 5.9: The imaginary part of the topological charge for different gauge theories at
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representation in the partition function at θ = 0 and large N (see Fig. 5.6), we can estimate
the large-N partition function by σVtrv(θ = 0), thus giving the topological charge at θ = 0

1

V
Im⟨Q⟩∣

θ=0
= − 1

V

∂

∂θ
logZ(θ)∣

θ=0
∼ − ∂

∂θ
logσtrv(θ)∣

θ=0
(5.5.12)

which is known to be zero, and the topological susceptibility

χ = − 1

V

∂2

∂θ2
logZ∣

θ=0
∼ 1

N2

∂2

∂θ2
logσtrv(θ)∣

θ=0
, (5.5.13)

which is known to be χN . With this information, we can write the general large-N asymp-
totic form of the trivial representation as a function of θ as

logσtrv(θ) = logσtrv(0) + χNf(θ) +O(1/N), (5.5.14)

where f(θ) ∼ −1
2θ

2 at small θ. We plot the quantity log{σr(θ)/σr(0)}/χN in Fig. 5.10
(top row) for different representations in both weak and strong coupling regions. Perhaps
surprisingly, the function f(θ) is common for all representation. Although the function for
both coupling regions are totally different. In Fig. 5.10 (bottom row), we show the large-N
limit of the function f(θ) of the trivial representation. In the weak coupling region, the
function converge to −1

2θ
2, while in the strong coupling region, it converges to some function

that goes to negative infinity at θ = 2qπ for q ∈ Z/{0}. This gives us the incentive to propose
the general large-N asymptotic form of the singular value

logσr(U)(θ) = logσr(U)(0) + χNf(θ) +O(1/N). (5.5.15)
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There are several things that can be inferred from this fact. Firstly, if f(θ) is negatively
large, it means that the singular values will vanish at that point. Recall that the singular
value with θ = 2πn is related to the one with θ = 0 via

σ(r(U),0)(2qπ) = σ(r(U),q)(0). (5.5.16)

This relation explains why the asymptotic form for U(N) singular values are given by
(5.4.1). Also, this suggests that U(N) singular values with nonzero charge q will all vanish
in the strong coupling region and θ = 0.

Another important consequence of this is the fact that we have a new volume inde-
pendence in the strong coupling region as observed in Fig. 5.8. To see this, let us rewrite
(5.5.15) as

σr(U)(θ) = σr(U)(0)eχNf(θ)+O(1/N). (5.5.17)

Since f(θ) < 0, f(θ) > f(θ + 2qπ) for q ≠ 0 and ∣θ∣ < π, and χN grows like O(logN) for
λ > 2, we can conclude that only the representations with q = 0 dominate other charges in
the region ∣θ∣ < π. Therefore, we have

1

V
logZ = C(0)N2 + χNf(θ) + 1

V
log(∑

r(U)

e
V C

(1)
r(U)) +⋯. (5.5.18)

It should be stressed once again that the term χNφ(θ) can only be pulled out of the
logarithm only because the representations with q = 0 dominates. Taking the derivative of
this quantity with respect to θ gives the topolgical charge

1

V
Im⟨Q⟩ = −χN d

dθ
f(θ) +⋯, (5.5.19)

which is independent of volume at large N .

5.6 Brief summary

In this chapter, I explain the tensor renormalization group method and its application to
2D gauge theories. I first give an overview of a general TRG method in section 5.1. I then
explain three methods to construct the initial tensor in the case of 2D gauge theories in
section 5.2. In our work, we study the character expansion construction, which requires
an appropriate way to strict the number of representations. This process is described in
5.3. In section 5.4, I discuss the behavior of singular values of the tensor, especially in
the large-N limit. A new way to understand volume independence through nice volume-
scaling of singular values is also given. In section 5.5, I explain how the θ term affects the
singular values and what happens in the large-N limit. Intriguingly, we find after analyzing
the singular values at finite θ that there is a new kind of volume independence at strong
couplings.
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Chapter 6

Summary and Outlook

In Chapter 2, we briefly review two of the systems that suffer from the sign problem. The
first of the two is the gauge theory with a θ term, which is interesting for 4d SU(2) theory
since there are contradicting predictions regarding the point at which CP symmetry is
restored at θ = π. But since the sign problem for 4D and 2D are similar, we are particularly
interested in the 2D gauge theories as the starting point. The second system is the real-
time path integral formulation of quantum mechanics. In particular, the tunneling problem
from the viewpoint of Picard-Lefschetz theory. Starting from the instanton description by
Coleman, we discussed some important works which addressed the dominant path in the
real-time path integral, some of which arrive at different conclusions.

Chapter 3 is devoted to the application of the CLM to the 2D U(1) gauge theory. We
firstly discuss the justification of the method. Then we show that naive implementation
will not work due to the large-drift problem and the topology freezing, which are actually
a trade-off. We then demonstrate that these two problems can be simultaneously solved
by introducing a topological defect on the lattice. Despite the fact that this defect heavily
destroys the unitarity of link variables, we show that it is not of any physical consequence.

In Chapter 4, we discuss how to implement the HMC algorithm for thimble simulation.
Recent developments of the algorithm are reviewed. We also discuss the new flow equation
whose flowing modes are modified to flow at similar rates via a preconditioner matrix. And
finally, some results of the simulation for real-time quantum mechanics are presented. We
show that the time evolution of the wavefunction can be computed without any problem,
even with large degrees of freedom. We also discuss the double-well problem and show that
the dominant trajectories for real time (and also for any other Wick rotation) are actually
regular and not a complex spiral trajectory, at least for a low barrier.

And finally, we discuss the TRG method in Chapter 5. Three of the ways to construct
the fundamental tensor for 2D gauge theories are discussed. Of our particular interest is
the character expansion construction. We present a way to efficiently cut off the number
of representations during the construction of the tensor. Such construction is expected to
be useful in general theories. We then discuss some properties of singular values at large N
and finite θ. One of the remarkable results is that the large-N volume independence can
be understood as a consequence of a nice scaling of singular values.
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In this thesis, I discuss three of the most popular methods to handle the infamous sign
problem, which has been hindering us from studying many interesting problems. To that
end, the developments of different tools are necessary. By applying the methods to simpler
problems, we can understand the advantages and limitations of each of the techniques in
more detail.

Firstly, the complex Langevin method can be used as the first method to try solving
a system with complex action. Its implementation is very simple and requires a minimal
number of fine-tunings. As long as the computational resources allow, one can also approach
the continuum or thermodynamic limits without much worry. Although we cannot hope
for the method to explore all parameter regions due to the wrong convergence problem,
we can use it to gain important insights from these limited parameter regions (See, e.g.,
Ref. [50–54] for QCD and Ref. [137,138] for the type IIB matrix model).

On the other hand, the generalized Lefschetz thimble method can be useful in scenarios
where the CLM breaks down. It should be noted, however, that various modifications to the
algorithm (e.g., the worldvolume approach, time-dependent HMC mass, or preconditioning)
and in some cases a very careful fine-tuning (e.g., W -potential and HMC parameters)
might be necessary in order for the simulation to be possible. Because big progress in
the field only happened relatively recently, there have not been many implementations
of the method toward realistic systems. Our work shows that it is at least possible to
study one-dimensional real-time quantum mechanics. This system suffers from a severe
sign problem due to the pure imaginary action, which even the complex Langevin method
cannot handle. It is still important to note that the method can still suffer from the residue
sign problem if the phase of the Jacobian becomes highly fluctuating. This is expected to
be the case when the number of degrees of freedom becomes large, such as in the continuum
or thermodynamic limits. If one chooses the system carefully, it is possible to investigate
interesting results before such a problem happens.

And finally, the tensor renormalization group method originally proved to be useful in
condensed matter systems, which are usually of lower dimensions. The method is completely
free of the sign problem by construction and can access large volumes very easily. If the
system of interest has a nice singular-value profile, the TRG method is undoubtedly the
best method. For example, we can easily study the first-order phase transition at θ = π
and can observe its critical behavior as we approach infinite-volume limit [128]. This is,
however, impossible with the CLM because we need to modify the topology of the lattice.
Such manipulation spoils θ-periodicity and thus renders the first-order phase transition at
θ = π invisible. Another big advantage of the method is that it can handle the fermionic
degrees of freedom without the need to integrate them out first. This not only simplifies the
process, but also reduces the computational cost. One smaller concern is that the technique
is not as flexible as the other two methods since the construction of the tensor network is
problem-specific and it is not straightforward to compute observables other than the free
energy and its derivatives, albeit possible. However, the biggest concern of the method
is that the cost of performing coarse graining can grow exponentially with the number of
dimensions. Recent studies show that it is possible to study simple gauge theories in higher
dimensions [130, 139]. It is thus still promising to find an optimized version of TRG that
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let us study more realistic systems.
Our studies of the three methods so far show that the sign problem is not an insur-

mountable obstacle that we must give up. With the right tools, it is possible to extract
important information that is otherwise inaccessible in non-perturbative physics. I am
looking forward to applying these tools to more realistic problems in the future.
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Appendix A

Derivation of the Fokker-Planck
equation for the Langevin process

In this section, we will show that the configuration governed by the Langevin equation
has a probability distribution satisfying the Fokker-Planck equation. Let us start with the
discretized Langevin equation

x(n + 1) = x(n) − ϵ∂S
∂x
(n) +√ϵηϵ(n). (A.0.1)

where ϵ is the time interval and n = t/ϵ. Note that the Gaussian noise ηϵ is now normalized
by the correlation ⟨ηϵ(n)ηϵ(m)⟩ = 2δn,m (A.0.2)

which is related to the continuum definition via

ηϵ(n) =√ϵη(t). (A.0.3)

Two important identities that will be used in the derivation are

1

ϵ
⟨x(n + 1) − x(n)⟩ηϵ(n) = −∂S∂x (n), (A.0.4)

1

ϵ
⟨(x(n + 1) − x(n))2⟩

ηϵ(n)
= 2, (A.0.5)

where ⟨ ⋅ ⟩ηϵ(n) stands for an expectation value with respect to the noise ηϵ(n). Higher order
moments are proportional to

√
ϵ or smaller and will not be considered.

Now to the derivation. Consider the following integral

∫ dNxh(x)Ṗ (x;n) (A.0.6)

where h(x) is some arbitrary function, and Ṗ is the time derivative of P . Using the
Chapman-Kolmogorov equation 1.2.4, this quantity can be rewritten as

∫ dNxh(x)Ṗ (x;n) = ∫ dNxh(x)P (x;n + 1) − P (x;n)
ϵ

= 1

ϵ
{∫ dNxh(x)∫ dNyP (x∣y)P (y;n) − ∫ dNxh(x)P (x;n)} . (A.0.7)
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Interchanging the order of the integral of the first term and swap the variable x ↔ y, as
well as using the identity ∫ dNyP (y∣x) = 1 gives

∫ dNxh(x)Ṗ (x;n) = 1

ϵ ∫ dNxP (x;n)∫ dNy {P (y∣x)(h(y) − h(x))} . (A.0.8)

Since P (y∣x) is highly localized near the point y = x, we can perform Taylor expansion1 of
y around x;

∫ dNxh(x)Ṗ (x;n) = 1

ϵ ∫ dNxP (x;n)∫ dNy {P (y∣x) ∞∑
k=1

1

k!
(y − x)kh(k)(x)} . (A.0.9)

Next, we define the jump moments as

µ(k)(x) = 1

k!ϵ ∫ dNyP (y∣x)(y − x)k = 1

k!ϵ
⟨(x(n + 1) − x(n))k⟩ηϵ , (A.0.10)

which we already know the first two:

µ(1)(x) = −∂S
∂x

, (A.0.11)

µ(2)(x) = 1, (A.0.12)

and the rest vanishes with ϵ→ 0. We then have

∫ dNxh(x)Ṗ (x;n) = ∫ dNxP (x;n) ∞∑
k=1

µ(k)(x)h(k)(x). (A.0.13)

Moving everything to the same side and performing partial integration gives

0 = ∫ dNxh(x){Ṗ (x;n) + ∞∑
k=1
(−)k−1∂k(P (x;n)µ(k)(x))} . (A.0.14)

Since h(x) is an arbitrary function, we can set the quantity in the curly bracket to zero;

Ṗ (x;n) = ∞∑
k=1
(−)k∂k(P (x;n)µ(k)(x)) = ∂

∂x
(P ∂S

∂x
+ ∂P
∂x
) . (A.0.15)

—Q.E.D.—

1Remember that since h(x) is a multivariate function, (y − x)kh(k)(x) actually means (y − x)i1⋯(y −
x)ik(∂i1⋯∂ikh(x)).
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Appendix B

Justification of the preconditioned
flow equation

It is important that the modification of the flow equation does not invalidate the equivalence
between the original integral and the integral on the flowed contour. For that, we have to
show that the flow contour will not cross any poles of the Boltzmann weight. Equivalently,
we want to show that the flow vector (H̄H)− 1

2∂S always points away from the pole z⋆:

lim
z→z⋆

Re [(z − z⋆) ⋅ (HH̄)− 1
2 ⋅ ∂S] ≥ 0. (B.0.1)

First, recall that Cauchy’s integral formula for multivariate function is

f(u⃗) = 1(2πi)n ∫M dnzf(z⃗)∏
a

(z − u)−1a . (B.0.2)

whereM is a direct product of counter-clockwise circles around each component of u. This
implies that pole expansion of a multivariate function is of the form

f(z⃗) ∼ f⋆∏
a

(z − z⋆)−1a . (B.0.3)

Thusly, we rewrite the Boltzmann weight around its pole as

exp [−S(z)] ≈ r⋆∏
a

(z − z⋆)−1a (B.0.4)

where r⋆ is the residue of the Boltzmann weight at z⋆. This implies that

S(z) ≈ − log r⋆ +∑
a

log(z − z⋆)a, (B.0.5)

∂aS(z) ≈ (z − z⋆)−1a , (B.0.6)

∂a∂bS(z) ≈ −(z − z⋆)−2a δab, (B.0.7)

(HH̄)− 1
2

ab ≈ ∣(z − z⋆)a∣2δab. (B.0.8)
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Therefore, we have

lim
z→z⋆

Re [(z − z⋆) ⋅ (HH̄)− 1
2 ⋅ ∂S]

= lim
z→z⋆

Re∑
a,b

[(z − z⋆)a ⋅ (∣(z − z⋆)a∣2δab) ⋅ (z − z⋆)−1b ]
= lim
z→z⋆

Re∣z − z⋆∣2 ≥ 0.
—Q.E.D.—

The same conclusion can also be reached even for the case of rational approximation

A = c01 + Q∑
q=1
cq(H̄H +mq1)−1 (B.0.9)

because H is diagonal, making H̄H, and therefore A, a positive-definite diagonal matrix.
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