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Closely related to outlier and novelty detection, anomaly detection refers to the
technique of distinguishing between unexpected and normal data. Practical examples
include fraud detection, medical diagnosis, surveillance, and optical inspection, and a

common feature of these applications is the discovery of undesirable data.

The difficulty with anomaly detection is that, in many cases, anomalous data are rarely
observed and are of a wide variety; hence, the learning of anomaly detection models
suffers from the difficulty of imbalanced or one-class classification. Additionally, as the
preparation of large amounts of anomalous data is difficult, training without anomalous
data is a preferable approach. Therefore, the focus of this thesis is upon anomaly
detection using only normal training data. A wide variety of methods have already been
proposed in this field based on traditional machine learning and statistical techniques,

such as one-class classification, likelihood, nearest neighbors, and clustering.

Recently, deep learning methods such as representation learning have been successfully
applied to anomaly detection without using anomalous data for training. Taking
advantage of the effective representation of deep learning, the features obtained by a
pre-trained model, such as VGG and ResNet, can also be applied to unsupervised
anomaly detection. Since deep generative models are able to learn probability
distributions of normal data, they have been combined for anomaly detection in various

ways.

Generative models approximate the true data distribution of observed samples with
probabilistic models. However, generative modeling of high-dimensional data
distributions such as images is difficult, and hence generative models using deep
learning methods have been studied. Most previous anomaly detection studies using deep
generative models have taken advantage of the model characteristic of generating only
normal samples. By contrast, only a few have focused on generating outlier samples and
adding them to training. In addition to the generative model network, some deep
generative models also use subnetworks such as an encoder and a discriminator for
training. We aim to utilize these subnetworks to improve the efficiency of anomaly

detection.



In this thesis, we propose a method that improves anomaly detection performance by
generating pseudo-anomalous data from only normal training data using Generative
Adversarial Networks (GANs). Unlike the standard usage of GANs, the generator used
in the proposed method provides pseudo-anomalous data and fake-normal data by
introducing anomalous states in the latent variable; this model is known as Anomalous
Latent GAN (ALGAN). Note that the discriminator of a standard GAN is not necessarily
suitable for distinguishing between normal and anomalous data. It is trained to
discriminate between real and fake data such that in successful learning, the two classes
are almost similar. By contrast, when training is successful, the discriminator of ALGAN
distinguishes between the group of real-normal data and the group of fake-normal and

pseudo-anomalous data.

We introduce two types of pseudo-anomalous data for training. The first type of pseudo-
anomalous data is called fake-anomalous data. ALGAN utilizes the anomalous latent
variables with a larger variance to generate fake-anomalous data. The other type of
pseudo-anomalous data is called buffered data, which are defined as generated samples
during the early stage of the training process. These are expected to differ from the

normal training (real-normal) data.

The proposed method follows an adversarial training procedure. It provides a
discrimination boundary not only for the real-normal and fake-normal data but also for
the real-normal and pseudo-anomalous data, the latter of which has a broader support
of the distribution. As the training progresses, the generator produces samples that
resemble real-normal data, and the discriminator cannot distinguish between real-
normal and fake-normal data. The pseudo-anomalous data are clearly different from the
real-normal data; therefore, the discrimination boundary of the discriminator is used to

classify them.

The proposed method for generating pseudo-anomalous data can be applied to both
images and feature vectors. We applied it to three anomaly detection benchmarks and
demonstrated its high accuracy. On MVTec-AD, ALGAN-image achieved more than 10%
higher average accuracy than conventional image-based methods, and ALGAN-feature
exhibited comparable ability to the feature-based methods. On the COIL-100 dataset,
ALGAN performed almost perfectly.

Real-time prediction is significant to apply anomaly detection in the real world, where
the data generation speed has increased. Reducing computational costs will contribute
to the expansion of the application. The proposed ALGAN exhibited remarkably fast
predictions. Compared with conventional methods trained on image data and features,

ALGAN could predict up to tens of times faster while maintaining high performance.
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