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This thesis is devoted to the study of the generalized minimal residual methods
(GMREYS) for least squares problems. GMRES is a robust and efficient Krylov subspace
iterative solver for nonsymmetric systems of linear equations. In this thesis, we apply
GMRES to least squares problems which arise from many applications in science and
engineering, etc. The application of GMRES to least squares problems has been studied,
but there are still many mysteries and interesting phenomenon about it, which motivate
this thesis. I would like to use three ‘s’ to introduce this thesis, stability, speed, and
size. We improved the stability of GMRES, and analyzed the convergence for the
preconditioned system which could speed up iterations, and extended the techniques to
problems which contain many right-hand sides.

Chapter 1 gives the background of this thesis. Chapter 2 introduced basics and
notations. From Chapter 3, we propose and analyze methods to improve GMRES for
least squares problems.

At first, we consider using the right-preconditioned GMRES (AB-GMRES) for
obtaining the minimum-norm solution of inconsistent underdetermined systems of
linear equations. Morikuni (Ph.D. thesis, 2013) showed that for some inconsistent and
ill-conditioned problems, the iterates may diverge. This is mainly because the
Hessenberg matrix in the GMRES method becomes very ill-conditioned so that the
backward substitution of the resulting triangular system becomes numerically unstable.
We propose a stabilized GMRES method based on solving the normal equations
corresponding to the above triangular system wusing the standard Cholesky
decomposition. This has the effect of shifting upwards the tiny singular values of the
Hessenberg matrix which lead to an inaccurate solution. This finding seems to
contradict the common sense that the normal equations are not suitable for solving ill
conditioned problems, since the problem would become more ill conditioned. We
presented a theorem to illustrate why the system can become better conditioned using
normal equations in the presence of rounding errors and also analyzed the importance
of the consistency which is ensured by the normal equations. We analyzed the structure
of the noise due to double precision arithmetic, which helps to understand how the
stabilized method works. We compared our method with many existing methods, such
as TSVD (Truncated Singular Value Decomposition), Tikhnov regularization and

RR(Range Restricted)-GMRES, etc. Numerical experiments show that the proposed



method is robust and efficient, not only for applying AB-GMRES to underdetermined
systems, but also for applying GMRES to severely ill-conditioned range-symmetric
systems of linear equations.

Next, we explain the super-linear convergence of the inner-iteration preconditioned
GMRES method for least squares problems. Inner-iteration preconditioning is a very
fascinating technique which could speed up the convergence by increasing the steps of
inner-iteration. Existing error bounds are usually exponent of the spectral radius, which
under logarithmic function is linear, and cannot illustrate the super-linear convergence
of the method. Increasing the steps of inner-iteration will cluster the eigenvalues of the
preconditioned coefficient matrix. By considering the effect of clustered eigenvalues of
the preconditioned coefficient matrix, we found that eigenvalues which are close to the
center help to quickly diminish the residual to a tiny level. We show that the
theoretically predicted convergence behavior matches numerical experiment results. In
the analysis, we assume that the preconditioned matrix is diagonalizable, but we hope
extend the analysis to cases where the preconditioned coefficient matrix contains Jordan
blocks in future.

Finally, we consider using the block GMRES to solve least squares problems with
multiple right-hand sides. This generates the Krylov subspace and updates the QR
decomposition for the Hessenberg matrix block-wise. The Block GMRES requires a
larger Krylov subspace to converge than the GMRES. However, the total CPU is reduced
due to efficient memory access, and the decrease of the number of iterations per right-
hand side. Further, we propose combining the block GMRES method with block-wise
inner-iteration preconditioning to reduce the number of iterations. Numerical
experiments show that the proposed method is efficient compared to the block GMRES.
We also gave some conjectures in Appendix B for the grade of block GMRES.

In conclusion, this thesis proposes a stabilized method to ensure the stability when
GMRES suffers severe ill-conditioning and analyzes why the method works. Then, it
illustrates the super-linear convergence of the inner-iteration preconditioned GMRES
method for least squares problems, which is not only a new way to analyze the
convergence but also can help to design good preconditioners. Finally, it extended the
method to solve for many right-hand sides simultaneously block wise, which saves even

more CPU time and leads to the research on the theory for the block case in the future.
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