K e

FAL (B 24y BF)

¥R F S

pill

PN GO A AF

FALR G DR

AL Fm 30 H

Le Van An

1 (1 )

b K B & 2360 5

2022 9 H 28 H

Traffic Matrix Prediction and Traffic Engineering Leveraging
Machine Learning Techniques
¥ & AT
[GREEEE RIS €
AR SR
W EER W
et OH
(GRS GRS €53
(O -
IR SR R 603
@ s
W EER MR
John C.S. Lui
BT ORE FHAEEER 207




(Form 3)

Summary of Doctoral Thesis

Name in full Le Van An

Title Traffic Matrix Prediction and Traffic Engineering Leveraging Machine
Learning Techniques

The Cisco Annual Internet Report projects that there will be 5.3 billion total Internet
users by 2023, up from 3.9 billion in 2018. The global fixed broadband speeds will
reach 110.4 Mbps, up from 45.9 Mbps. The great demand for Internet services (e.g.,
video streaming, VoIP, etc.) leads to an exponential growth in the backbone network
traffic and creates a huge challenge for traffic monitoring and traffic engineering. In
this dissertation, we focus on solving the traffic engineering problem (TE) in the
backbone network by leveraging Machine Learning (ML) techniques. We consider a
network system managed by a centralized controller. The controller has the role of
collecting network states (e.g., measuring the traffic volume) and generating the routing
rules. Our main objectives are to optimize the network resources and increase the
Quality of Service (QoS) by minimizing the network monitoring overhead and
avoiding/reducing traffic congestion.

In traffic prediction-based TE approach, we first utilize machine learning models to
have accurately predicted the values of future traffic demands. Then, based on the
prediction results, we calculate the routing rules that can adapt to the dynamic traffic
and avoid congestion. However, directly applying machine learning techniques suffers
from several problems. The first and second problems are related to the low prediction
accuracy caused by the missing data in both model's training and testing phases. The
first problem is the traffic matrix prediction with partial information. To reduce traffic
monitoring cost, the controller may not measure all the network information. It leads to
the low performance in the traffic prediction as well as the TE tasks. The second
problem is the missing values in the network datasets. Although missing values is a
common problem in machine learning, without being properly handled, it can degrade
the performance of the trained deep learning model. Then, we face the problem of
frequent traffic rerouting. To optimize the network routing, most of the proposed TE
solutions only address the optimization problem in a single snapshot by frequently
changing the paths of traffic flows which leads to the degradation in the overall
network's QoS. Finally, when applying ML techniques, many prior studies assume that
network information such as traffic matrix or link utilization is available. However,
with the explosion of traffic and the expansion of the physical network, obtaining all
the network statistics imposes high monitoring overhead. In addition, it is required a

huge amount of data for model training/predicting processes.



In this work, we tackle the aforementioned problems when applying ML for traffic
prediction and traffic engineering: (1) improving the prediction accuracy under partial
traffic monitoring, (2) inferring the missing values in the network datasets, (3)
suppressing the number of traffic rerouting flows, and (4) reducing the network
monitoring overhead.

Firstly, to improve the performance of the traffic prediction model under partial traffic
monitoring, we utilize the Convolutional Long Short-Term Memory (ConvLSTM)
model and introduce the data correction algorithm to correct the outputs of the
prediction model. Then, we propose an algorithm to decide the set of monitored flows
in the partial monitoring flow approach. By using the proposed algorithm, we not only
reduce the monitoring overhead but also achieve higher prediction accuracy. Secondly,
we address the missing values problem in network datasets. Based on Recurrent Neural
Network (RNN) and Graph Convolutional Neural Network (GCN), we propose a novel
deep learning model to efficiently learn the dynamic correlations in partially observed
data and estimate the missing values. Then, we mitigate the traffic rerouting issue in
the third problem by optimizing the routing over a long-time horizon.

Specifically, we introduce a routing scheme called Multi-time-step Segment Routing
(MTSR) by taking the advantage of the DNN models in traffic prediction of multiple
time-steps ahead. Based on the concept of source routing, Segment Routing (SR) allows
the source or ingress node to inject a sequence of segment labels into the packet header
and specify the routing path. Due to the routing flexibility, SR has been widely used to
solve TE problems such as minimizing the maximum link utilization of a network. In
addition, to lower the cost of network monitoring, we propose an approach that
combines traffic prediction with compressive sensing techniques.

Specifically, we first leverage the DNN to predict a partial future traffic matrix using a
small amount of the observed traffic and then utilize the compressive sensing technique
to reconstruct the whole traffic matrix.

To evaluate the performance of the proposed approaches, we conduct experiments using
different backbone network traffic datasets. Through extensive experiments, we show
that our deep learning model and the proposed multi-time-step routing algorithm can
overcome the impact of the missing data problem, achieve near-optimal performance in

network traffic routing, and significantly reduce the number of traffic rerouting.
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