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Synthesizing Tabular Transformations from Examples using
Transformer—based Neural Networks
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Data analysis with a large size of data from various public or enterprise data sources allows us to
discover new knowledge or rules that no one have found so far. Data analysis thus has recognized
as a promising process for decision makings by business persons or policy makings by governments
in these days.

Data preparation task is an essential process as the first step of data analysis. Data from various
sources is often in a non-relational or unstructured form and is not able to be directly imputed into
a downstream information system, like a database or visualization systems. Data analysts
transform such raw data into a desired format that can be easily consumed by other systems. Such
a data preparation task regularly involves reformatting data values, reconstructing layout of tables,
looking up values with keys from other tables, and integrating multiple data sources, often
requiring programming skills. Therefore, it is laborious and time-consuming task for data analysts
who have limited coding skills. It is generally said that data analysts spend more time for preparing
data than analyzing it: up to 80% of data analyst’s time.

Programming by example (PBE) is a technique that makes this troublesome task easier for data
analysts by automatically generating programs for data transformation. PBE is one research field
of program synthesis. In a program synthesis problem, a program synthesizer takes a program
specification from users and then automatically generates a program according to the specification.
Meanwhile, in a PBE problem, a program synthesizer takes an input-output example as a
specification from users and then automatically generates a program consistent with the input-
output example. The system with a PBE program synthesizer should solve the data preparation
problem. It allows a user to synthesize a program through specifying a desired transformation by
providing input-output example. The user only needs to know how to describe the transformed data
without knowing any particular transformation operation or programming code.

In past years, researchers have been studied PBE using techniques based on non-neural algorithms
such like graph search algorithm or version space algebra. Many researchers have begun to study
PBE using techniques based on ML approach in recent years, inspired from many successes of
machine learning (ML) or neural network models. One example of such study, RobustFill, has been
proposed as a neural network model that generates a string transformation program. It employs an
encoder-decoder model that consists of two long-short-term-memory (LSTM) architectures. Once the
model is trained via supervised training, it translates an input-output strings into the
corresponding transformation program.

Although RobustFill shows a feasibility of ML-based PBE system and possibility of its application

to string transformation, it does not support both of syntactic (namely string) and layout



transformations. Data preparation consists of syntactic transformations where each cell content of
a table re-formatted and layout transforms where the layout of a table is re-constructed. We call
these transforms as tabular transformation collectively.

Our goal of this dissertation is to realize an ML-based PBE for tabular transformations. This is the
first ML-based PBE for tabular transformations to the best of our knowledge. Furthermore, our
experiments show that our neural model outperforms the existing non- neural PBE system for
tabular transformations, thus indicating that our neural approach to synthesizing tabular
transformation programs is promising. Our contributions are as follows.

First, we propose a new ML-based PBE system for tabular transformations. The ML- based PBE
system is an encoder-decoder model based on the Transformer neural network which is said as the
state-of-the-art translation neural network. Since tabular transformations have more intricate data
structures and complicated transformations than string transformations, it requires larger
expressive power, namely the larger number of parameters, of the neural network models. The
LSTM network which is used in conventional ML-based PBE systems is difficult to have such large
parameters, because the LSTM network spends much longer time to train its parameters due to its
sequential processing feature of recurrent neural networks. Thus, the LSTM cannot have such an
expressive power that is capable of learning tabular transformations in a practical training time.
To address this shortage, we propose a Transformer-based model as an ML-based PBE system
instead of the LSTM.

Next, we propose an embedding method that embeds two-dimensional tabular data into the
Transformer neural network model. We introduce tabular positional encodings which encodes the
positions of each location of the tabular data to deal with the tabular data in the Transformer model
properly. This method allows us to embed each row index, column index and the local position in a
cell of an input-output example tables to represent two (or more)-dimensional positions in the
Transformer network. Our experiments show that the tabular positional encodings improve the
performance of Transformer-based model through learning and capturing the structure of two-
dimensional tabular data.

Finally, we propose two decoding methods, multistep beam search and Program Vali- dation (PV)-
Beam Search. Our Transformer-based model generates a sequence which corresponds to a program
for an input-output example tables from the Transformer de- coder in the encoder-decoder model.
The Transformer decoder firstly outputs how likely each program component occurs according to
the input-output examples provided, and next it generates the most likely programs from the
likelihoods. Generally, the generations of the most likely programs from the likelihoods are
performed by beam search. However, the beam search is not a technique designed for program
generation, thereby causing an inefficient exploration of the program search space. Our proposed
two variants of beam search are optimized for the program generation task, hence generating correct
programs at higher probability than the original beam search. Our experimental results ensure that
the Transformer-based model with proposed decoding method outperforms the conventional state-

of-the-art PBE system for tabular transformations.
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