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Language models, the term used in this thesis to refer to pre-trained transformer
approaches, use large amounts of data (e.g., text) to train the transformer structure to
recognize patterns in the data and then further tune the structure for a specific task.
After their initial success with text data, language models have been extended to
perceptual data, such as images and audio, as well as to the fusion of heterogeneous
data. With the advent of language models, the integration of linguistic and perceptual
capabilities of artificial intelligence is rapidly advancing.

In this thesis, we argue that this integration should be extended to the modality of
action generation. We expect this to benefit language models' linguistic and behavioral
capabilities. Integrating these capabilities within a single model will enable the model
to understand action statements in natural language texts more deeply. Furthermore,
understanding actions through language makes the model's ability to generate action
more flexible.

Previous studies have applied language models to action generation in simulated
three-dimensional (3D) spaces. These tasks require the models to follow instructions
by taking action (e.g., moving forward, rotating, and grasping objects). However, these
studies have not covered the space of computers with which we interact via graphical
user interfaces (GUI). For simplicity, we consider desktop GUIs. There are several
differences between simulated 3D space and GUI space: (1) system of actions: we
control GUIs by combining actions, such as moving a cursor, clicking, and pressing keys,
(2) visual elements: the screen comprises icons, windows, and buttons, and (3) use of
text: the text is rarely displayed in 3D space whereas it is the main content in the GUI
space. These differences necessitate the exploration of language models for the GUI
space.

To open the field of GUI control with language models, we created a task set with
GUIs and proposed language models that perform tasks by controlling the user
interfaces. To create our model, we added screen image input and a memory mechanism
to BERT, a language model trained on text data, and trained it on action selection.

This thesis consists of seven chapters. In Chapter 1, we describe the motivation and
discuss the task scope of our model. We begin with Nilsson's employment test, which
measures a piece of artificial intelligence by its ability to perform human jobs. Inspired
by this test, we set a long-term goal for the model to perform annotation tasks like

humans using GUI, a task commonly performed in crowdsourcing. We analyzed the GUI



templates for these tasks and identified the requirements.

In Chapter 2, we provide a technical background. We describe the transformer
structure, language models, and their visual and linguistic fusion applications.

In Chapter 3, we investigate how additional visual training for language models
affects their ability to solve text tasks, that is, tasks intended to be solved only with
text. As the text is the primary content in GUIs, we need to understand such an impact.
To estimate the impact, we focused on five vision-and-language BERTs enabled to
accept visual inputs by additional training with image-caption pairs. We evaluated
them on nine text tasks. We observed that all models scored lower than the original
language model, but the difference was slight. This result suggests that additional
training does not significantly break the linguistic ability of the model, although it is
not fully maintained.

In Chapter 4, we develop a task set with a GUI and create our models called BUI-
BERT. First, we created the task set by adding GUIs to existing benchmark tasks in
natural language processing and vision-and-language domains. Second, we created
BUI-BERT by further training the BERT on actions. Finally, we fine-tuned BUI-BERT
to benchmark tasks with a GUI for evaluation. We observed that BUI-BERT learns to
submit responses using the GUI but is less accurate than BERT using the original task
format. These results suggest room for improving the BUI-BERT task performance.
The ablation analysis shows that our additional training and memory mechanisms were
effective.

In Chapter 5, we focus on the visual input. BUI-BERT uses a pre-trained image
recognition model to convert a screen image into a feature map. This model is
independent of the text input. To fuse early-stage visual processing and language input,
we propose a method for creating a text-aware feature map by modulating the
representations inside the model with text. We evaluated our method on two datasets
of referring expression comprehension. The results show that our method performs as
well as or better than existing methods. The ablation analysis confirmed the
effectiveness of this method. Incorporating this method into BUI-BERT is expected to
improve the performance of vision-related tasks.

In Section 6, we describe the prospects of the study. We summarize the remaining
challenges in solving the annotation task using GUIs. We also discuss task unification.
In Section 7, we summarize the contributions and conclusions of this study.

In summary, we proposed a GUI control using language models. This study
complements the study of action generation in a 3D space. We expect the GUI approach
to evolve into a flexible automation technique by overcoming the challenges identified

in this study.
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