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Recent advancements in machine learning (ML) and deep learning have led to
a wide range of artificial intelligence (AI) applications. Meanwhile, knowledge
representation and reasoning (KR) has continued to play a central role in the Al
research by advancing our understanding of explicit representation of knowledge and
inference. The integration of high-level symbolic reasoning with efficient low-level
perception is one of the longstanding challenges in the field of AI. Integration of KR
and ML is a promising avenue for research and may hold the key to solving some
challenges in the respective subfields of artificial intelligence. A true integration of
these two major fields of research is well beyond the scope of this thesis. Nonetheless,
this thesis explores various approaches and techniques for the integration of machine
learning and knowledge representation.

The first contribution of this thesis, presented in Chapter 3, involves the
development and evaluation of a method to explain trained machine learning models.
More specifically, a novel application of Answer Set Programming (ASP) is presented
where the goal is to generate rule sets as explanations for trained tree-ensemble models.
ASP is a declarative programming paradigm for solving difficult search problems. This
problem is of practical relevance in business domains where understanding of the
behavior of high-performing machine learning models and extraction of knowledge in
human-readable form can aid users in the decision-making process. An advantage of
using ASP is its expressiveness and extensibility, especially when representing various
constraints. To our knowledge, ASP has never been used in the context of rule set
generation from tree-ensembles.

To demonstrate the adaptability of our approach, we present implementations
for both global and local explanations of learned tree-ensemble models using our
method. In general, global explanation refers to descriptions of how the overall system
works (also referred to as model explanation), and local explanation refers to specific
descriptions of why a certain decision was made (outcome explanation). The
contributions from this section can be summarized as follows: (1) We present a novel
application of Answer Set Programming (ASP) for explaining trained machine learning
models. We propose a method to generate explainable rule sets from tree-ensemble
models with ASP. More broadly, this work contributes to the growing body of knowledge

on integrating symbolic reasoning with machine learning. (2) We present how the rule



set generation problem can be reformulated as an optimization problem, where we
leverage existing knowledge on declarative pattern mining with ASP. (3) We show how
both global and local explanations can be generated by our approach, while comparative
methods tend to focus on either one exclusively. (4) To demonstrate the practical
applicability of our approach, we provide both qualitative and quantitative results from
evaluations with public datasets, where machine learning methods are used in a
realistic setting.

The second contribution of this thesis, presented in Chapter 4, is the
development of a differentiable method for computing models of logic programs with
non-monotonic semantics in continuous vector spaces. With the recent interest in
neuro-symbolic approaches, performing logical inference with linear algebraic methods
has been studied as an attractive alternative to symbolic methods. Our interest in the
linear algebraic approach to differentiable logic programming is twofold: (1) Modern
deep learning approaches rely on real-valued tensor weights internally, so performing
logical inference with linear algebraic methods could lead to better integration of
symbolic and deep learning methods. (2) Logic programming with continuous values is
an active area of research, and there is much to be explored, especially in the context
of making logic programming differentiable for neuro-symbolic research.

We build upon previous works by presenting an alternative differentiable
method for efficiently computing supported models of normal logic programs in
continuous vector spaces. Our main contributions are: (1) Presenting an alternative
method for embedding logic programs into matrices and designing an almost
everywhere differentiable thresholding function. (2) Introducing a loss function with
regularization terms for computing supported models and integrating various gradient
update strategies. (3) Demonstrating with a help of systematic performance evaluation
on a range of programs, that by selecting appropriate components, it is possible to
achieve much higher performance and stability than the existing method.

Finally, the main contributions of this thesis are summarized in Chapter 5. We
outline possible paths for future research, including how one might integrate the main

results presented in previous chapters, as well as potential challenges.
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