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In recent years, data collection and use have become increasingly popular. Since
data records are often tied to real individuals, it is necessary to consider the privacy
of the data providers when using the data. One promising approach to balance
privacy protection and data utilization is to publish perturbed data or statistics
instead of raw data. Differential privacy [Dwork et al., 2006, Dwork and Roth, 2014]
is a quantitative definition of privacy for such a perturbation strategy. The definition
requires a data curator to perturb the publication such that an adversary cannot
distinguish two neighboring datasets using the perturbed publication. Moreover, the
definition regards a perturbation mechanism as safer if the adversary is less likely to
distinguish two neighborhood databases. There are many differentially private
algorithms, ranging from basic ones [Dwork and Roth, 2014] to complex ones such as
deep learning [Abadi et al., 2016]. Differential privacy has been deployed in the real
world. For example, the U.S. Census Bureau adopts differentially private
perturbation mechanisms when it publishes statistics of the census [Abowd, 2018].

However, differentially private publications of statistics cannot control privacy risk
when a curator publishes a large number of statistics. In the real world, many
researchers access and analyze some popular datasets, and eventually publish their
findings in research papers. Official microdata are an example of such popular data,
which consist of highly sensitive records. As the curator publishes statistics, the
privacy risk accumulates. The accumulation of privacy risk is called privacy
composition and has been studied in [McSherry, 2009, Kairouz et al., 2015, Abadi et
al., 2016]. Even if each publication strictly controls the privacy risk, the accumulated
privacy risk caused by multiple publications can be unboundedly large. This issue
also occurs on federated learning [Kairouz et al., 2021]. which is a distributed
machine learning framework. In the framework, clients who possess a local dataset
repeatedly communicate with a central sever to update a statistical estimation. Even
if clients perturb their submissions to prevent direct disclosure of their local dataset,
privacy risk accumulates communication by communication. Can we avoid the
accumulation of privacy risk by multiple publications while maintaining the utility of
data?

One possible solution to avoid privacy composition is to use local perturbation
methods such that data providers perturb their data before supplying it to a data
curator. Local differential privacy (LDP) [Kasiviswanathan et al., 2011, Duchi et al.,



2013] is a quantitative definition of privacy achieved by such a local perturbation
method. Originally, local perturbation strategies and LDP are studied to ensure that
user privacy is protected even if data curators are adversarial. Notably, Google and
Apple have conducted statistical surveys that guarantee user privacy based on this
definition [Erlingsson et al., 2014, Apple Differential Privacy Team, 2017]. Data
collected while satisfying LDP automatically satisfies DP. The perturbed data can be
further used without privacy composition.

Although a data collection method satisfying LDP promises strict privacy
protection, the requirement by LDP raises issues concerning privacy and data utility.
The LDP definition requires a data provider to perturb her record so as to be
indistinguishable from the other candidate records in the domain. To satisfy the
requirement, perturbation mechanisms often assume a known data domain that is
finite or bounded. However, since the LDP system model allows no participant to
have a complete picture of the raw data, the assumption that the data domain is
known in advance is unrealistic.

When a perturbation mechanism receives an undesirable value, the mechanism can
output an invalid value or nothing. Undesirable values include extremely large
values, non-responses, and unintended error messages. By observing the abnormal
behavior, the curator can infer that the user supplied an abnormal value. The lack of
knowledge of data decreases data utility. For example, the data curator tends to fit
the data to a misspecified model.

To handle the issue, we propose an LDP protocol for Quasi-MLE using truncation.
Truncation is a technique that projects real values into a bounded interval. Quasi-
MLE is an estimator for a model parameter and works even if we misspecified the
model. We analyze the QMLE’s asymptotic behavior. The analysis helps a curator to
understand the data without directly observing the data. The contribution
corresponding this paragraph has been published in a conference proceeding [Ono et
al., 2022].

Although truncation is helpful for handling extremely large values, it cannot cope
with other undesirable values. Since it is necessary to implement a secure exception-
handling mechanism to handle various unexpected inputs, we have proposed a
modified LDP that includes this exception-handling mechanism. We also analyzed the
benefits of including the exception-handling mechanism.

Another possible way to avoid privacy composition is the use of synthetic data that
mimics the statistical properties of the original data. Synthetic data are not
necessarily discussed in relation to DP, but, in recent years, a framework has been
established to quantitatively discuss the degree of protection in relation to DP
[Neunhoeffer et al., 2021].

However, it is not obvious that estimators evaluated using synthetic data are

always useful as those of population statistics. We identify sufficient conditions



under which estimators evaluated using synthetic do not match the population
statistics that we truly wish to estimate. We also show that there may be problems
that satisfy sufficient conditions.

This thesis is organized as follows. In Chapter 2, we introduce some knowledge
that is necessary to read this thesis. In Chapter 3, we study a locally private quasi-
MLE that is feasible in the real world. In Chapter 4, we study the privacy risk in the
presence of unexpected values. In Chapter 5, we study the inconsistency of estimators

caused by the use of synthetic data. In Chapter 6, we offer conclusion of this thesis.
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