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FMSCREHE: A Study Toward Practical Application of Domain Invariance Learning: Domain Invariance
Estimation with Coarse Labels and its Hyperparameter Selection

Training data used in machine learning may contain features that are spuriously correlated to the
labels of data. Machine learning models often learn such spurious correlations embedded in
training data and hence may fail to predict desired labels of test data generated by a different
distribution from one to provide training data. In classification of animal images, models tend to
misclassify cows on sandy beaches since most training pictures are taken in green pastures and
models inherit context information in training. Another example is learning from medical data.
Systems trained with data collected in one hospital do not generalize well to other hospitals;
models unintentionally extract factors specific to a particular hospital in training.

To address the problem of spurious correlations, “out-of-distribution (0.0.d.) generalization" has
been recognized as an important issue for the future of machine learning; here, the term “o.o.d.
generalization" means generalization to data generated by a distribution outside training ones.

Domain Invariance Learning (DIL) is a rapidly developed approach for o.0.d. generalization. We
use the term domain to specify the bias in the distribution. Using training data from multiple
domains, IL estimates a predictor invariant to the change of domains, aiming at keeping good
performance in unseen domains as well as in the training domains.

While the DIL approach has attracted much attention, they have two shortcomings in practice.
Firstly, requiring training data from multiple domains often involves expensive data annotation.
In real-world data, labels may be missing or incomplete; in some cases, data may only specify
classes to which the image does not belong. Such data with insufficient annotation are not
directly applicable to the standard DIL methods; they must be re-annotated accurately, often at
great financial or human expense. The high cost drives a strong need to establish a new DIL
framework without or with lower annotation costs. The second drawback is hyperparameter
selection. Most DIL methods involve hyperparameters to balance the classification accuracy and
the degree of invariance. It is known that most DILs give high predictive performance only when
a hyperparameter is selected by using unseen test data; without them, simple hyperparameter
selection methods fail to find a preferable hyperparameter.

In the Ph.D. thesis, we propose a novel domain invariance learning framework to mitigate the
annotation cost problem of DIL. In the new DIL framework, we consider the situation where the
training data of target classification is given in only one domain, while the task with coarser
labels than those of the target classification, which needs lower annotation cost, has data from
multiple domains. Consider the case where a target classification has 300 labels {birdl,...,bird100,
snakel,..., snakel00, turtlel,..., turtle100} corresponding to 300 species. Then, the binary labels
{bird, reptile} are an example of coarser labels. The decrease in the number of classes reduces
annotation time per image. Moreover, annotating the binary labels does not require expert
knowledge, while annotating the original 300 labels would require expert knowledge about birds,
snakes, and turtles. Hence, the new IL framework significantly reduces the annotation cost in
comparison with previous DIL methods; we need exhausting annotation of 300 classes only for
one domain and just binary labels for other domains.

Moreover, we propose two methods of cross-validation (CV) for hyperparameter selection in our
new DIL framework. Since we assume training data of a single domain for the target task, it is
impossible to estimate the deviation of the risks over the domains. Our CV methods mitigate the
difficulty by using additional coarser labeled data from multiple domains.



The theoretical properties of our framework, including two CV methods, are investigated. We
mathematically prove that our framework can estimate a correct domain invariant predictor with
a hyperparameter fixed correctly, and such a preferable hyperparameter is selected under some
settings. In the result, the difference between the two CV methods is also revealed; the second
CV method can select an optimal hyperparameter with milder conditions than the ones of the
first method.

We numerically demonstrate that the proposed framework extracts a domain invariant predictor
more effectively than other existing methods. MNIST and ImageNet experiments show the
effectiveness of our framework, even when there is a large difference in the class numbers
between the target and coarser classifications. We compare two CV methods with synthetic data,
to numerically highlight the theoretical observations; we can demonstrate that the second
method is more applicable, which accords with the theoretical result.



Form8 - Separate Sheet
(B8 -+ ik 1)

Results of the doctoral thesis defense

HLRIUEEMR

Name in Full

K 4 SH R

T i t 1 e
A SCRE H A Study Toward Practical Application of Domain Invariance Learning:
Domain Invariance Estimation with Coarse Labels and its Hyperparameter Selection

20234 1 H 23 A% 3L LH 2ERICh-V BEREYROM LR/ UEEZES 2B
L7, HEAICLD 1EMOABRRBREICL 2MEDA L ERINE, SHICKH1IEROR
BEREEORICLIDIBELZIToTEER, BEZEDIARWM AN FEMNOFZHITET S &KL
7=

(R 52 D M %]

WErEeEET 2P DFEHEICBWTHEERSTWS, T —% LT8R D044
EREEOT AT — XTI EREEZ ) LS D 720 D5 AL O FF A B L TR
C72b DT, X TEIPNLTBVIATE 101 ELDLRD.

1 BEARLOFETHY, ANNAOMEL, ZTOXMLETH D RAAL  REFH
B LTHmL, KXoEBRPRE DN TND.

2 BIIEMTHY, DAL OBIEN LML EZTR LT, AN RRDIEHDO N AL
MOBWNEINTET =22y PEHAWTHOMIMAEEZER L LD LT RAAL UAREFEIC
L CHERL,BEDO RALS VAEZHROMERELT, 7 /7 —varax hoEL
NANR=NRTA=FZERPIB T DHREMMOREICEHAL THRLETWD.

3EIIARMILDOTETHY, HILOWKAALS VAEZEOEMAL LT, HEFAL LD
MiET — 2 2HETHEIC, =7y P LTWAlBlIMETEEINDGZ 7 AL HH
W TATNNNENNELTRAL UAEFZERZIT) HFEEZREL WD, ZEREOHN
FRNLVENFTHELEY GEROFEEABIE CEBERN L5522k T/
T—YaryaAMRTFTIFonbsZENRmLDELEBIL, “EOFHOT, BELZEMHMH
BN AANNAEZ R T A 2 L ARG R LTS, £, KREKOTL LD D
HNT XV ZHWTRI T, FAALUAEFREIECBITA2NARXR=N"F A =2 RIROD
DRERAES 2EBERREL, ThOOHFERNDHMNIEER/NCT DO +55M0%
HImMICE 2T 5.

AETEHARBLOEM-RELERT H2EHRLZEZ O, B REROEWRRFERIATWNDS.

5 MITMEETFEEZM LU TR, FHLEBEET VO 774y « Fa—=vT, EEFE
BIZEVEONTREEHBRO RA AL VG, ofn/NA R 7R b, few-shot %8 OBEAfF
FERERMILN TN D.

6 EITHMERERZHE B, NLWRT—%, 77 —f% MNIST, ImageNet ®
3HEOT—Fty M T 2ERERICLY, BEFENSAMNLOBEF FIEICHL
THOAMANPALPEREICBE L CHEMNMEZ R > TV D 2 2R L TWD.



TEIWRLDOELDTHD.

(3 3C @ FFAM]

KL, FAACAREZBRICE Dm0 AICE L, RO ARFFST /) T —
G AARENANR=NRNTA—ZBROMBEICK LT, LWL EZRET DI LK
VIR Z X o TRV, BEImMRERICmA, EROICERECHTL2EMEEZ R L T
LENG, MEBFOMEwmLE LTHOREREEZFS2LEEZD.

BB, mXEESORIFRNE LT, 3ENPL 5 EETONRFELE L OB ETE
[E X2 3% Neural Information Processing Systems 2022 (5 — &) IZERRINLTW5S.



