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A Knowledge Graph (KG) is a knowledge model containing facts about real world
entities represented as a graph. It is a collection of interlinked descriptions of entities,
relationships, concepts, and events. We have witnessed rapid growth in knowledge
graph creation and application in last few years. Several efforts have been made to
develop knowledge graphs in

general and specific domains such as DBpedia, YAGO, LinkedGeoData, and Wikidata
and they have been served several fields of real-world applications from semantic
parsing and named entity disambiguation to information extraction and question
answering. These knowledge graphs contain millions of facts about entities.
However, these knowledge graphs are far from complete and mandate continuous
enrichment and enhancement. One possible approach to enhance KG is integrating
knowledge from various knowledge graphs based on their aligned information. In this
thesis, we develop new effective methods to find aligned entities from different KGs
first and later enrich the KGs by enhancing their attributes.

We start this thesis by presenting techniques for entity alignment. The task of entity
alignment is to find entities in two heterogeneous knowledge graphs that represent the
same real-world entity. Many knowledge graphs have been created separately for
certain purposes with overlapping entity coverage. These knowledge graphs are
complementary to each other in terms of completeness. Unfortunately, only a fraction
of the entities stored in different KGs are aligned.

We present an embedding-based entity alignment method that finds entity alignment
by estimating the similarities between entity embeddings. Existing methods mainly
focus on the relational structures and attributes information for the alignment process.
Such methods fail while the entities have limited number of attributes or when the
relational structure couldn't capture the meaningful representation of the entities. To
overcome this problem, we propose EASAE, an Entity Alignment method using
Summary and Attribute Embeddings. We utilize the entity summary information
available in KGs for entities' summary embedding by employing BERT. Our model
learns the representations of entities by using relational triples, attribute triples, and
summary as well. Extensive experiments show that entity summary exhibit useful
semantic information in entity alignment task. Our proposed approach outperforms the
concurrent state-of-the-art alignment models.

To enrich KG by enhancing their attributes, we propose an Attribute Enhancement



Framework (AEF) that integrates multiple KGs based on their aligned information.
Typically, similar entities from different KG contain different set of attributes. AEF
exploits representation learning based ranking model to discover the significant
attributes from reference KG. Later it employs a similarity mapping technique to
integrate new attributes into the target KG. AEF also determines the attribute value
inconsistency between two KGs. With this study, we aim to include all the essential
attributes to the existing KGs towards more robust and complete knowledge graph.
The results of the attribute enhancement work indicate important directions for the
future work.

Knowledge is the core power in the age of data and information and incorporating the
knowledge in a graphical representation is known as Knowledge Graph (KG). It
facilitates the complex process of searching and exploration as a lot of information is
in the form of data, and context about an entity, or object. We intend to enrich and
enhance KG which in turn helps to represent human knowledge into structured models
that plays a vital role in the machine learning domain.

The knowledge graph is a structured representation of real-world knowledge,
consisting of entities, relationships, attributes, and textual descriptions. An entity or
instance is an object in the real world; a relationship describes the interaction and
relation between two entities; an attribute describes the property of an entity; and a
textual description includes the entity abstract, short summary, string information, etc.
Knowledge graph is modeled by a graph structure and facts are mainly represented in
triple format. A triple consists of a subject, a predicate/relation, and an object where
the predicate/relation indicates the relationship between an entity as the subject and
the other entity (or literal) as the object. A relational triple can be denoted as (4, 7, )
where /4 and ¢ are the head entity and the tail entity respectively and r is the relation
between the 4 and ¢. If the object is literal, then we call it attribute triple.

There has been a surge of research and development on KGs for several decades due
to their effective role in storing and representing knowledge and facts. Several well-
known KGs can be found on the web including open-source ones such as DBpedia,
Freebase, YAGO, as well as commercial ones such as those developed by Google and
Microsoft. In the last few years, there has been an explosive growth of interest in KGs
in both the research community and the industry due to their indispensable role in Al
applications such as natural language processing (including dialogue
systems/chatbots, question answering, sentence generation, etc.), search engines,
recommendation systems, and information extraction.

KGs are mostly constructed based on crowd-sourced content and automatic extraction
methods; therefore, they are not always complete and error-free. Also, different KGs
are initially constructed independently to serve various purposes, and they are
heterogeneous by their structure. Integrating multiple KGs can complement each other

toward a more complete and robust knowledge representation which requires KG



alignment process. As a result, KG alignment and knowledge enhancement task
become very prominent research area.

Over the last decade, several knowledge graphs have been created though most of
them have significant overlapping entity coverage. These knowledge graphs e.g.
DBpedia, YAGO, Wikidata are complementary to each other in terms of completeness.
This study aims to integrate facts belong to different knowledge graphs to form more
robust knowledge graphs. Before we can incorporate multiple KGs, it is required to
align them first. Aligning multiple KGs means we have to align the overlapping
entities. Entity alignment task refers to finding the same real-world entities in
multiple KGs. The existing entity alignment models mostly depend on relational and
attribute triples. This is because the neighbors of two equivalent entities in KGs
usually contain equivalent entities and two equivalent entities often share similar
attributes and values in KGs. However, these neighboring assumptions become
inadequate when we have to deal with 1-N or N-N relations. Also, entity pairs from
two KG will not always share equivalent attributes. It is very common for different
KGs entities to contain a different set of attributes.

Recently embedding-based approaches are popular for entity alignment task. Such
models are built on top of a graph embedding model, which learns entity embeddings
that capture the similarity between entities in a knowledge graph based on the
relationship triples in a KG. To adapt the KG embedding for entity alignment between
two KGs, the embedding-based models require both predicate and entity embeddings
of two KGs to fall in the same vector space. Exiting models mostly rely on large
numbers of seed alignments for this. However, the seed alignments between two KGs
are rarely available, and hence are difficult to obtain due to the expensive human
efforts required. We have exploited predicate alignment to ease the situation. We
propose a novel model for embedding-based entity alignment which utilizes entity
summary extracted from the KGs along with the relational and the attribute triples.
Summary, relation, and attribute embeddings are jointly optimized to improve the
alignment performance.

The goal of this research work is to integrate multiple KG towards a more complete
and robust KG. Technically, when the KGs are aligned, they can complement each
other both in terms of relations and attributes. However, traditional KG completion
techniques are quite popular for solving relation completeness problem. Several
probabilistic, embedding and deep learning models are generally used for the
completion of relations. Completion of attributes on the other hand is a more complex
task. It is often challenging to detect the existence of missing attributes. Even if we
can discover the missing attributes, the classification method may be challenging to
apply widely due to the different hierarchical structures of different entities. Exiting
models on attribute completion focuses on extracting attributes from the text

description or source associated with specific entities mostly. This process works well



when missing or incomplete attributes occurs due to inadequate data extraction
method. But the issue still remains if the data source is not complete or the overall
structure of KG lacks many important properties. In such cases, incorporating multiple
KGs for attribute completion can be very useful. So we have proposed an attribute-
enhancing framework that attempts to enrich the attributes of entities by integrating
multiple KGs based on their aligned information. The task is done by first detecting
significant attributes from reference KG and exporting them to corresponding entities
from target KG if target KG is missing that information.

In this dissertation, we aim to incorporate multiple heterogeneous knowledge graphs
which in terms lead us toward more complete KGs. We address the problem of entity
alignment which is a vital process for KG integration and propose some techniques to
tackle that task. We also discuss the knowledge integration processes and how we can
solve them with a simple solution.
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