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ABSTRACT

New Communication Network Protocol for a Data Acquisition System
By

Tomohisa Uchida
Doctor of Philosophy

The graduate university for advanced studies

Professor Junsei Chiba, Chair

Many high energy physics experiments have been searching a new physics beyond the
standard model and it requires more precise detection and analyzing system than the
current system. It requires many channels of the detectors, a large data size of an event,
and a high rate trigger for a detector system. Since the amount of data handled in the
system has increased, the required throughput for a data acquisition (DAQ) system is
increased as well,

In order to satisfy the requirements, many DAQ systems adopt a distributed computer
system and processes two or more events at the same time. A typical system consists of
detector sub-systems, an event builder, event processors, and mass storage devices. The
detector subsystem processes signals from detectors and sends the event fragment data to
the event builder. The event builder collects these event fragment data from many
detector sub-systems and builds completion events from it. The event data are sent to
event processor. Finally the data are recorded on mass storage devices. Since an event
builder communicates between many distributed detector subsystems, its communication
technology is essential. Many recent DAQ systems have adopted network technologies
for it, which are called network-based DAQ system. Various networks have been adopted,
for example, IEEE 802.3 (Ethernet), asynchronous transfer mode (ATM), and so on. In
particular, Ethernet is widely used because it is very cost effective infrastructure. A
network such as Ethernet is used with network protocols because a network does not have
a mechanism for reliable data delivery.

Since the TCP/IP protocol suite is a standard protocol suite of standard operating
systems, for example, Linux, UNIX, and so on, many systems adopt it for reliable data
delivery. When we employ the standard reliable protocols such as the TCP/IP protocol
suite for an event builder, we encounter a serious problem: event fragments are heading
for the same destination at the same time so that data flows are congested and packets are
lost in the network. The packet losses decrease transfer efficiency and induce re-
transmissions for reliable data delivery. Generally the mechanics of packet losses by
congestion is too complex to predict its behavior and performance. Moreover, the re-
transmission mechanism makes more complex situations. In order to solve the problem,
there is a method in general networks. That is called a Quality of Service (QoS). There are
various methods but the main idea is to assign bandwidths of connections and special
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network devices are used for assigning bandwidths. There are two assignment methods:
one assigns a fix bandwidth known as a constant-bit-rate (CBR) method, the other one
dynamically assigns bandwidths known as a variable-bit-rate (VBR) method. If transfer
rates of DAQ systems are constant, the CBR method solves the problem. Therefore, it is
difficult to achieve a high efficiency with the CBR method. On the other hand, the VBR
method requires additional protocols to control network devices for bandwidth
assignments. Since the protocol assigns a bandwidth, it is also difficult to achieve a high
efficiency because the protocol is not able to quickly control the devices.

When we design a highly efficient network, there is another problem which is packet
losses by congestion. The packet losses make difficulties with prediction of transfer
performance, and, then, a quantitatively network design. Since an even builder is designed
for satisfying requirements of an experiment, this is a serious problem. It is rare case in
general networks that many senders transmit to the same receiver at same time. Therefore,
general reliable protocols are not designed for this case and we can not find a suitable
protocol among standard ones. The other problem of using standard protocols is a heavy
workload. If we need a high performance data transfer, we should adopt high performance
hardware, for example, a high speed CPU, and so on.

In order to solve these problems, we have developed a new communication network
protocol. The main idea of the new protocol is an avoiding congestion with a token
passing mechanism. Since senders are controlled by the mechanism and only one sender
that has a token is permitted to transmit data to a receiver, packet losses are avoided. By
this mechanism, we can quantitatively design the system because its difficulty comes
from a complicated mechanism of packet losses by congestion.

We introduced a sliding window mechanism to guarantee for reliable data delivery.
The mechanism has a reliable data delivery as well as a data flow control between a
sender and a receiver. In the mechanism, data transfer is controlled by an
acknowledgement that is used for confirming of data transferred, and a sender transmits
multiple packets before waiting for an acknowledgement, so the data are transferred in
high efficiency.

We implemented the protocol and constructed systems to measure its performance.
Since the protocol has a light workload, we implemented the protocol on a small
hardware device to demonstrate that. We constructed various systems with the
implementation on Ethernet. Since the protocol requires only packet switching function,
we were able to use Ethernet hub and facilely constructed those system.

We employ a polling model in queuing theory for a mathematical model of the
protocol. But since the model is mathematically simplified, we modified the equations of
the model for our systems.

We measured the systems and analyzed these results with the mathematical model. We
found that senders fairly transfer data among senders and the total bandwidth is above
90% from the measured results of transfer data rate variations. Since the calculated
average message lengths were good agreement with measured results, we can predict it
with given an average transfer data rate of senders and an average message waiting-times
can be calculated.

We also measured and analyzed various systems which have different number of
senders and network topologies. From the results, we found that these system
performances can be calculated and we can quantitatively design a large scale network
system. And we found that the protocol was more suitable for DAQ systems than TCP
with comparison them. '



From these results, the protocol is suitable for the DAQ systems and we can conclude

that we can quantitatively design and construct a high performance DAQ system with the
new protocol.
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Chapter 1

Introduction

High energy physics (HEP) is a science and studying the fundamental structure
of matter and the ultimate constituents of matter as well as the nature of the interactions
between them. Its ultimate aim is to find a complete description of the elementary
constituents of matter and of the forces acting between them, and, then, the description
should be as simple as possible.

The standard model (SM) appeared over twenty years ago and has well
explained experimental results but the theory contains many free parameters and has
some problems. Therefore, the theory is not considered for the ultimate theory and
many experiments have been searching a new physics beyond the SM. For example, the
precise tests of the SM are on going still at present. The BELLE [1] and BaBar [2]
experiments are searching the CP-violation at High Energy Accelerator Research
Organization (KEK) in Japan and Stanford Linear Accelerator Center (SLAC) in USA,
respectively. The K2K [3] experiment is searching neutrino oscillations and a long
baseline neutrino oscillation experiment at KEK and Institute for Cosmic Ray Research,
University of Tokyo in Japan. Recently these experiments report that they find the
signals of beyond the SM. In order to confirm evidences, next generation experiments
are planned to construct a very large detector. At the European Organization for Nuclear
Research (CERN) in Switzerland, the Large Hadron Collider (LHC) program [4] is in
progress, where four detectors are been constructed; the ALICE [5], ATLAS [6], CMS
[7], and LHCb [8] experiments. These experiments aim for searching and studying of
quark-gluon-plasma, Higgs bosons, supersymmetry, CP-violation. The SupterB project
[9] at KEK is planed to test SM more precisely.

In HEP experiment, to observe phenomena at sub-atomic and sub-nuclear

levels, high energy particles are collided with a particle accelerator and the phenomena




are observed with a special detector system. The detector system consists of a lot of
various type detectors, a trigger system, a data acquisition (DAQ) system, and a
computing system. The detectors (for example, silicon vertex detectors, particle tracking
detectors, particle identifiers) generate electronic signals by particles. The signals are
sent to the trigger system that decides if the event is interesting. If the event is
interesting then the detector signals are sent to the data acquisition system and a
complete event data is built from these signals. The event data is sent to the computing
system that eliminates those events with physics events, reconstructs results from data,
and records results into storage devices. The BELLE detector system [10], for example,
consists of eight detector types, from inside to out side, the silicon vertex detector, the
central drift chamber, the aero-gel Cerenkov counter, the time-of-flight counter, the
electromagnetic calorimetry, the K; and muon detection system, and the extreme
forward calorimeter. The total number of channels of the BELLE detector system is
150,000 and the required throughput for the DAQ system is 160 Mbit/sec.

Since a HEP experiment becomes more and more precise, it requires many
channels of the detectors, a large data size of an event, and a high rate trigger for a
detector system [5-9]. Therefore the total amount of data handled in the system is
growing as well as the data size for a single event. In other words, the experiment
requires a high throughput for a DAQ system because the main task of the system is to
build an event data from a lot of event fragment data which are produced by many
detectors and the system sends these data to a computing system. In the next
experiments, very high data rates expected and the aggregated bandwidths required for
event building are expected to be of the order 10-100 Gbit/sec [5-9], for example, over
16 Gbit/sec is required for the system at the SuperB experiment [9], over 500 Gbit/sec is
required at the experiments of the LHC program [5-8].

Required throughputs for the DAQ systems have been increasing. It was few
hundreds Kbit/sec in the 1970s, at the present time, it is few hundreds Mbit/sec and the
next experiments are require a few hundreds Gbit/sec. In the 1970s, the DAQ systems
gathered associated a single event to be processed in an online/offline fashion. In the
1980s and after, since the required throughput was increased, many systems adopted
parallel processing for event buildings. In the parallel processing system, two or more

events were built at the same time, and, then, the throughput could be increased. In




order to deal with the parallel processing system, the DAQ system has been organized
under a subsystem of an event builder. The subsystem is a distributed computer system
to acquire/eliminate events. Early subsystems adopted bus-based technologies for
communicating between computers. At present time, in order to deal with increased data,
many systems adopt communication network technologies, which are called network-
based DAQ systems and various networks are adopted, for example, Asynchronous
Transfer Mode (ATM) [11], IEEE802.3 (Ethernet) [12], and so on. The main reasons of
adopting network are a high performance and a high flexibility. In particular, the
Ethernet network is widely adopted [13] [14] [15] because its infrastructure is very cost
effective [14].

A network requires a network protocol for data transfer. There are various
protocols, which have been used. In particular, the TCP/IP protocol suite [16] is adopted
by many systems [13] [15] [17] because it is a de-facto standard of standard OS’s and
has widely used. When we employ the standard reliable protocols such as the TCP/IP
protocol suite for a DAQ system, we encounter a serious problem: event fragments are
heading for same destination at the same time so that data flows are congested and a
packet is lost in the network. The packet losses decrease transfer efficiency and induce
re-transmissions for reliable data delivery. Since the re-transmission behavior of
standard reliable protocols is complex, a transfer performance prediction is to be
difficult. Therefore, we can not quantitatively design a DAQ system. It is the other
problem of TCP that the protocol requires a heavy load for a CPU [17]. Therefore if we
need to transfer in a high rate, we should use a high speed CPU.

In order to solve these problems, we developed a new communication network
protocol. The new protocol is designed to keep the sequence of senders with a simple
mechanism so that a packet loss is avoided and it requires a light load for a processor.

In this thesis, the new communication network protocol for a data acquisition
system is described in detail. The outline of this thesis is as follows. In the chapter 2, we
begin with discussion a network based DAQ system and point out a need of a new
protocol development. In the chapter 3, a concept and mechanisms of the new protocol
are described. In order to evaluate performance of the protocol, we implement the

protocol and construct a test-bed system. In chapter 4, the implementation is described.




In chapter 5, the performance analysis is described and we will evaluate it. In chapter 6,

extensions of the protocol are described. Finally, the summary is given in chapter 7.
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Chapter 2

Network-based DAQ Systems

In this chapter we will point out the need of a new protocol development. In the
first section, we review a typical DAQ system and discuss a reason why many systems
adopt a network technology. In the second section, the network-based DAQ system is
discussed in terms of requirements for the protocol. In the third section, we will point
out problems in the present network-based DAQ systems. In the last section, we show

that the need of a new protocol development.

2.1 The DAQ systems of high energy physics experiment

We will begin our discussion by reviewing a typical DAQ system. First, we
discuss a typical DAQ system and point out that communications between devices play
an important role in the DAQ system. Next we point out that the network technology is

essential for the DAQ systems.

2.1.1 Typical DAQ system

The task of a DAQ system is to select rare events which are interesting and to
build an event from the detectors.

Figure 2.1 shows a typical DAQ system of high energy physics experiments.
The system consists of detector subsystems, an event builder, event processors and mass

storage devices.
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Figure 2.1: Typical DAQ system of a high energy physics experiment.

The detector subsystem consists of front-end devices. The main task of the
front-end device is to digitize signals from detectors, being collected together among
nearby channels. The pulses from the detectors are first amplified, shaped and
discriminated by a front-end circuitry usually mounted directly on the detectors, before
being digitized.

Combinations of these signals are sent to a trigger logic, which decides in a
short time if the event is interesting and if the current readout agrees with predefined
physics requirement.

If the event configuration is to be retained, the detector signals are digitized by
front-end devices in the detector subsystem. The event-fragment data for an event are
collected, and, then, built for a completion event by the event builder. The event data
are sent to event processors which reduce, format, process them and finally record the

data on the mass storage.

2.1.2 Detector subsystem

The detector subsystem consists of front-end devices which are organized

under a common readout system. The subsystem usually adopts a bus technology for the




purpose. There are standards, for example, CAMAC [2], FASTBUS [3], VME [4], PCI
[5], PCI-X [6], and so on.

Recently HEP experiments become more and more complex and sophisticated,
and, then, the required throughput for the DAQ system is still increasing from one
experiment to another. The subsystem can not adopt the bus-technologies because its
maximum data transfer rate is up to few Gbit/s. Although a certain PCI system, i.e. 64-
bit 100-MHz PCI-X, can achieve more than a few Gbit/s transfer rates, the system has
only two extension slots which is too short for a HEP DAQ system. There exist systems
which have higher transfer rates but these have only one extension slot (exist; PCI-X
133, PCI-X 266, PCI-X 533).

Therefore, a system adopts network technologies instead. In last decade,
network technologies are rapidly developed. For example, the maximum speed of the
Ethernet standard remained at 10 Mbit/s until 1995 but the speed is to be up to 10 Gbit/s
in December 2004 and still developing. The speed has been developed a thousand times
faster during ten years. Recent network technologies have high performance and one of
advantages of network technologies can be found in their high flexibility.

It is note that recently a bus technology that adopts network technologies is

appeared, for example a PCI-Express [7].

2.1.3 Event builder

Since the required throughput is increasing, the number of devices which
constitute the system is also increasing and communication connections between them
become complicated. Since in many DAQ systems the number of event processors is
quite smaller than the number of detector subsystems, especially connections in an
event builder are to be complicated. The distance between devices in the system is not
necessarily short.

In the system, the specialized communication methods have been used because
there is not a standard technology whose performance is not enough to process it.
However, recent rapid development of network technologies enables to adopt the
technologies for an event builder. Since the network technologies have a high flexibility

and high performance, the technologies is suitable for an event-builder system and

e



many DAQ systems adopt network technologies for their event builders, which are

called network-based DAQ system.

2.2 The network-based DAQ system

In this section, we discuss a typical network-based DAQ system for a high
energy experiment in terms of requirements for protocols. First we define a simplified
model of a network-based DAQ system, and, then, discuss a data flow characteristic in

the network. Next we discuss requirements for protocols.

2.2.1 Characteristics of the data flows

We discuss a data flow in the DAQ systems. The system has a unique data flow,
which is different from that of a general network.

The main task of the DAQ system is to collect a lot of event fragment data of
an event and to build the event. Therefore, the direction of the major data flows of
communication between detector subsystems and event processors is from the detector

subsystem to the event processors.

“““ >  Main data flow Receiver 0

Sender 0

Sender 1

Figure 2.2: Simplified model of network based DAQ system.

Figure 2.2 shows a simplified model of the network-based DAQ system which
consists of N senders and two receivers. In the system, the sender represents a detector

subsystem and the receiver represents an event processor. Since the receiver collects

10



event fragment data from many senders, the senders could transmit data to the receiver
at the same time.

The characteristic of the data flow is distinguishable different form that in a
general network. In general networks, since stations which communicate with each
other are decided randomly, there is not a particular direction of these data flows. For
example, anyone would get data from a server who we can not know the
communication and the direction of data flow before a start of the action. Moreover data
is transferred between two stations or one sender to more than one receiver known as
multi-cast or broad-cast communication. These communication types are also different
from the type in the DAQ systems.

Next we would point out important features of the network in the DAQ
systems for designing. Since a general network is usually an open network and
connected to Internet in many cases, the number of stations and traffics coming from the
outside are dynamically changing. Therefore, it is difficult to predict the network
condition and traffic engineering is to be complex. On the other hand, since the network
for the DAQ system is usually closed and the communicated partners are decided
already, we can design a special network and know network parameters. We can design

and construct a high performance system with using its characteristics.

2.2.2 Network protocol

We will discuss network protocols to review concepts in this subsection. The
communication between computers over a computer network is governed by a set of
rules called a protocol. Its specification consists of two elements: the syntax and
semantics. The syntax of the protocol specifies all messages exchanged between the
computer, their formats, and the meaning of each field of the message. The semantics of
a protocol specifies the actions taken by each computer when specific events, such as
arrival of message or timeouts, occur.

The protocols have a layered model and it is usually designed for one of them
in the layers. The model is called the Open System Interconnection (OSI) reference
model [8] that was developed by the International Organization for Standardization
(ISO) as a computer protocol architecture and as a framework for developing protocol

standards.

11



Figure 2.3 shows the OSI model that consists of seven layers: physical, data

link, network, transport, session, presentation, and application.

r A

User

A

Application layey

(Layer )
|

E’resentation laer
(Layer 6)

4 |
| Session layer v

(Layer 5)

A

! Transport layer
(Layer 4)

T |

|
v

Network layer

(Layer 3)

{ Data link layer ]
(Layer 2)

] Physical layer ]
(Layer 1)

Figure 2.3: OSI model

e The physical layer (Layer 1): concerned with transmission of
unstructured bit streams over physical medium; deals with the
mechanical, electrical, functional, and procedural characteristics to
access the physical medium.

e The data link layer (Layer 2): provides for the reliable transfer of
information across the physical link; sends blocks (frames) with the
necessary synchronization, error control, and flow control.

e The network layer (Layer 3): provides uppers with independence
from the data transmission and switching technologies used to connect
systems; responsible for establishing, maintaining, and terminating

connections.

12



o The transport layer (Layer 4): provides reliable, transparent transfer
of data between end points; provides end-to-end error recovery and
flow control.

o The session layer (Layer S): provides the control structure for
communication between applications; establishes, manages, and
terminates connections (sessions) between cooperating applications.

o The presentation layer (Layer 6): provides independence to the
application processes from differences in data representation (syntax).

e The application layer (Layer 7): provides access to the OSI
environment for users and also provides distributed information
services.

In this thesis, a word of the network is used for the physical and the data link
layers; a word of the protocol is used for the network and the upper layers of the OSI

model.

2.2.3 Requirements for the protocols

We discussed characteristics of the network in the DAQ system. In this
subsection, we discuss a suitable protocol for the characteristics and point out
requirements for the protocols.

A network such as Ethernet, which is only to deliver information to a
destination station, the upper protocol is responsible for a reliable delivery. Therefore a
network is usually used with a protocol that has a mechanism of reliable data delivery.

We discuss requirements for the protocols in the DAQ systems. The network
technologies are rapidly developing and it is influenced by commercial trends.
Therefore, a protocol should not be affected by the trends. In general, network protocols
are independent of network technologies. The data comprises fragmented data from the
many detectors for an event and data losses are not allowed in many systems then a
reliable data delivery is required. The size of the DAQ system could be large or small
then scalability is required. The system should satisfy requirements of an experiment
then a quantitative design is required. We summarize above requirements in the

following.
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e Independence from the physical and network layers: The network
technologies are rapidly developing and it is influenced by commercial
trends.

e Reliable data delivery: Data losses are not allowed in many systems
because the data comprises fragmented data from the many detectors
for an event.

o Scalability: The size of the system could be large or small.

o Quantitative network design: The system should satisfy requirements

of an experiment.

2.3 Problems in present systems

In this section, we point out problems in present DAQ systems. Many present
systems adopt standard protocols. In the first subsection, we discuss reasons why they

adopt those standards. In the last subsection, we point out problems in the systems.

2.3.1 Present systems

Many of systems have adopted Ethernet for the network, and the TCP/IP
protocol suite for protocols.

Ethernet is one of local area network (LAN) technologies and has high
performance and various interface types. For the reasons mentioned above, Ethernet is
de facto standard interface for PC’s, computers and telephones of the IP telephony, and
it has been widely used at present. As a consequence, these devices become cost-
effective and many DAQ systems have adopted the Ethernet technology.

Next, we discuss protocols in present systems. Recall our earlier discussion
about requirements for the protocols. Those are as follows:
o Independence from the physical and network layers
e Reliable data delivery
o Scalability
e Quantitative network design.
Since the TCP/IP protocol suite is developed based on Internet, the protocol

suite has an independence from the physical and network layers, strong robustness,
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reliability, and scalability. Internet has been grown explosively and the number of hosts
connected to Internet networks exceeds 100 million. Since Internet has widely used, the
TCP/IP protocol suite has been adopted for a standard protocol suite by many operating
system (OS), so we can make up a network program very facilely by using standard
functions of the OS such as socket functions of Linux. This is not a requirement but it is
advantage in developing a system. One requirement have been left, which is a
quantitative network design. The requirement can not be satisfied with the TCP/IP
protocols suite and it is problems in present system. We will discuss the problems in the

next subsection.

2.3.2 Problems

Let us discuss the problems in detail. The problem is that we can not
quantitatively design a network of the DAQ system with a standard reliable protocol
such as TCP.

First, we discuss a quantitative design. The system should satisfy requirements
of an experiment and the specific requirement for a DAQ system is a system throughput.
In a network-based DAQ system, that requirement is decided by network performance.
There are two parameters which are characterized network performance, as follows:

e Transfer latency
¢ Throughput.

If we know above two parameters, we can design stations which are connected
to the network, for example, transfer latency decides a capacity of buffer in stations and
throughput decides a system structure. In order to know these parameters, we should
understand traffic behavior in the network.

However, it is difficult to understand the traffic behavior of the standard
reliable protocol in the DAQ system. The reason of the difficulty is related to the
communication types of the protocols. There are two communication types which are a
uni-cast type and a multi-cast type. The uni-cast type is used for a communication
between two stations. The multi-cast type is used for between a sender and many
receivers. The communication type in the DAQ system is different from either a uni-

cast type or a multi-cast type. Since there is no application same as the system in
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general networks, we can not find the suitable protocol for the system among the
standard reliable protocols.

When we employ a standard reliable protocol, we encounter a problem of
packet losses. We will discuss the problem in detail. Since a standard reliable protocol is
designed based on a communication between a sender and a receiver, the protocol is not
able to control many senders which independently communicate to a receiver. Therefore,
the packet loss is induced by a particular data flow of the DAQ system; the data flow
quietly different from the traffic in a general network. The data flows are same
directions and heading to the same destination, as earlier discussion, and these flows
aggregate at packet switching or routing devices, and, then, many packets are forwarded
from input ports to a destination port in short time, which cause a packet buffer over-
flow, and, then, packets losses occur. A standard reliable protocol detects the packet
loss at the receiving side and tries to recover the lost data with re-transmissions. Since
the protocol efforts to recover errors which are caused of the data transfer under various
network conditions, the protocol needs complicated processes, and, then, the behavior
becomes entangled. Therefore the packet loss and its behavior in packet switching
devices under aggregating many sources are too complicated to predict and moreover its
recovery mechanism makes the behavior prediction to be difficult, which makes a
performance prediction of data transfer to be unreliable.

In order to solve the problem, there is a method in general networks. That is
called a Quality of Service (QoS) [9]. There are various methods but the main idea is to
assign bandwidths of connections. There are two assignment methods; one assigns a fix
bandwidth known as constant-bit-rate (CBR), the other one dynamically assign a
bandwidth known as variable-bit-rate (VBR). If the transfer rate of senders always
constants, the CBR methods solve the problem. But since the data size of event
fragment is usually variable and the transfer rate always varies, the CBR method can not
solve the problem. On the other hand, the VBR method seems to be good for the DAQ
system. The problem is that the VBR method is not able to achieve a high efficiency.
Since a protocol of the VBR method controls devices and assigns a bandwidth, the
protocol should know status of senders and quickly control the devices for achieving a
high efficiency. However, it is difficult to know status and quickly control devices. In

the system, since a packet loss can not be permitted, the QoS protocol needs special
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bandwidth for it. The QoS method is equipped with additional protocols which require
special network devices supporting the protocol. Additionally, the protocol requires
complicated processes and a CPU deal with it. Therefore, the performance depends on a
way of implementing the protocols [10] [11].

As discussed above, we can not quantitatively design a network of the DAQ
system with a standard reliable protocol such as TCP because there is no method for
avoiding packet losses at high efficiency data transfers.

Finally we discuss a workloads of protocols. Since a standard reliable protocol
such as TCP with a QoS protocol requires a heavy workload [11][12], we should adopt
a high performance device, for example, a high speed CPU, a high speed processor, and
so on. Since the process is complicated, the workload is to be a serious problem when a

receiver processes the protocols.

2.4 The goal of this study

The standard reliable protocols such as the TCP/IP protocol suite have
problems in the DAQ system. There are candidate for a network of the DAQ system, for
example Ethernet, but there is no candidate for the protocol. In order to solve the
problems, we propose to develop a new protocol for a DAQ system for HEP
experiments.

The goal of this study is to develop a new protocol for a DAQ system. The
protocol should satisfy requirements which are discussed in section 2.2. And we add
one more requirement to achieve a highly transfer efficiency more facilely, which is
concerned with a light workload that is discussed in the previous section. The
requirements are as follows:

* Independence from the physical and network layers
¢ Reliable data delivery

o Scalability

* Quantitative network design

e Light workload.

By developing the protocol, we aim to construct a high performance DAQ system.
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Chapter 3

Data Collection Protocol

We have developed a new protocol that is suitable for the DAQ system of HEP
experiment, which satisfies requirements which are discussed in previous chapter. We
call the new protocol Data Collection Protocol (DCP).

In this chapter, we discuss DCP in detail. In the first section, we show a design
concept. In the second section, we discuss a model that is assumed in designing DCP.
Next the key mechanisms are discussed. In the last section of this chapter, we give an

overview of our protocol specification.

3.1 The design concept

In the previous chapter, we discussed the problem in the present systems, and
pointed out a need of development of a new protocol. The problems come from a
particular communication type of the DAQ systems which induces packet losses.

In order to solve the problems, we design a protocol with a mechanism that
controls transmitting of senders and avoids packet losses. By avoiding the packet losses,
we can quantitatively design a network. If the losses are completely avoided, a reliable
data delivery is realized. But actually sometimes packet losses occur in a receiver then
we develop a simple mechanism for a reliable data delivery. We design the protocol that
the workload is subdivided as a light workload for each station.

Finally we discuss employment of other protocols. We do not employ other
protocols because DCP does not require other protocols and we exclude uncertainty of
influence from the protocols. We will give an example to show the influence. To take
the case of an IP, the protocol needs control protocols which are known as ICMP

(Internet control message protocol) [1] and ARP (Address resolution protocol) [1].
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Therefore if we employ IP then we should understand these behavior and influences on
DCP.

3.1 Assumed configuration

In this section the assumed configuration in designing DCP is discussed. The
configuration is a base of our design. The configuration includes a network entity, a
network structure and requirements for network devices. DCP is specialized for DAQ
systems and we do not consider that the protocol used in general networks such as

Internet.

3.1.1 Entity

We assumed that the DCP was used for collecting data via a network. We

define network entities and terminologies.

Sender 0
fember 1) |
& ) v Receiver 0
(Collector 0)
Sender 1
(Member 1) |
Sender 2

(Member 2)

RRETT
Receiver 1
Group 1 (Collector 1)

," Sender 4
,/ (Member 4)

Sender 3
Member 3)

Figure 3.1: DCP basic operation model

Figure 3.1 shows a basic configuration of the DCP network system. There are
two groups; one is group 0 that consists of sender 0, sender 2, sender 4 and receiver 0;
the other is group 1 that consists of sender I, sender 3 and receiver 1. In the group 0,
three senders transmit data to the receiver and the data transfer potentially aggregates at

the receiver via the network. In group 1, the data transfer aggregates as similar as the
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group 0. Senders are something like front-end devices and receivers are something like
event processors in the DAQ system. In a DCP network, the sender is the member of the
group and the receiver is the collector of the group. In a similar fashion as TCP/IP
adopts a client-server model, DCP defines a member-collector model.

A member and a collector must belong to a group but it should not belong to
two or more groups. If a station uses groups, it should have two or more members or

collectors.

3.1.2 Network

We design DCP that is independent of a physical and data link layers. Since we
should choose a network technology for an implementation, we adopt Ethernet. The
reasons of adopting Ethernet are as follows:

e High performance
e Simple mechanism
o Cost effective.

In this subsection, we would like to define a configuration and terminology of a
DCP network. Since we have adopted Ethernet for constructing the network, the
network devices fall into a category of Ethernet network devices. Since a multi-group
DCP network system is more complex than a single-group system, we limit the
discussion to the single group system. The multi-group system will be discussed in
chapter 6.

Figure 3.2 shows a basic model of a single-group DCP Network system. In this
figure, the HUB designates an Ethernet switching hub (HUB), where the word of HUB
is used for a device that has only packet switching function. There is an Ethernet
intelligent fast switch that has QoS functions or various algorisms of schedulers of
packet queuing, which can be readily used. But DCP needs only packet switching
function and others are not required. As the figure, the network is very simple and need
not Layer 3 network switches or routers. Finally we note that a network topology of

Ethernet must logically be a spanning tree topology.
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Figure 3.2: Single Group DCP Network system

3.1.3 Switch

We would like to define HUB specifications. HUB is a frame forwarding

device to forward received frames to a destination port according to the MAC address.

Receive

frame Transmit
processor frame buffer
Receive

frame buffer Transmitter

Frame
process unit

Port 0 Port 1 Port N-1

Figure 3.3: Model of a HUB

Figure 3.3 shows a model of a HUB that consists of N frame process units and
an interconnect bus. The HUB is assumed to utilize a store-and-forward mechanism,
where frames are completely buffered at the input port before being sent to the output

port via the interconnect bus. We assume that a capacity of the transmit frame buffer
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and the receive frame buffer are compatible for one frame. The receive frame processor
and the transmitter have a frame buffer where the frame is processed after some waiting
period.

First a frame is received and put into the receive frame buffer. Second if the
receive frame processor is idle, that means there is no frame in the processor, the frame
is transferred into the processor and checked by a frame-check sequence provided in the
frame (Appendix A); when the processor is busy, that means there is a frame in the
processor, the frame waits for turning idle. Third the receive frame processor requests a
send port for forwarding frame. If the transmit frame buffer is empty and there is no
request from other port, the acknowledgement of the request is replied soon and the
processor sends the frame to the transmit frame buffer. But in other case the processor
waits for the acknowledgement. When a competition with other port is occurred, the
priority for a forwarding frame is decided by a round-robin algorithm. Finally the frame
is transmitted to the line by the transmitter.

In this model, frame losses occur when more than one port forward frames to a
single port simultaneously, and, then, the frame is discarded due to buffer overflow. In
the other words, if the port that forwards a frame to another port is unique for a given
time interval, the frames can be normally forwarded.

The next question is concerned with latency of frame forwarding. In this model,
a large variation of forwarding latency is induced by waiting the acknowledgement. As
same as the discussion of frame losses, if the port that forwards a frame to the port is
always unique, the variation is small because the processor can forward to send port

without waiting-time and the variation is decided by only frame length.

3.3 Key mechanisms

In this section, we discuss key mechanisms of DCP. In the first subsection, we
discuss a sender control mechanism that is a main mechanism of DCP. In the next

subsection, a data transfer mechanism is discussed.

3.3.1 Sender access control

We design DCP that avoids packet losses with a token passing mechanism. The

mechanism has been adopted for an access control of senders by some LAN’s, for
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example, a Token-Ring [2], and so on. As a beginning, we will introduce the
mechanism with the historical overview. Next, we discuss the mechanism in DCP.

We review a Token-Ring network for explaining a token passing mechanism.
The Token-Ring has adopted the mechanism for an access control of senders. The
Token-Ring was invented at [BM research labs and was based on a ring topology as

shown Figure 3.4.

NIC NIC

NIC

Figure 3.4: Token-Ring LAN

A sender inserts data into the ring. The packet goes around the ring and is
copied by the Network Interface Card (NIC) specified in the destination address field of
the packet. The packet continues its flow around the ring back to the sender which
removes the packet and compares the received packet with the packet sent for error
control. If two or more NICs attempt to transmit simultaneously, interference would
occur. In a Token-ring LAN, access to the ring is controlled by a token, a special bit
pattern that circulates through the ring. The only NIC that has the token can transmit
data. When the transmitting is done, the NIC passes the token to the next NIC in the
ring. If a NIC does not have any packets to transmit, the NIC just passes the token to the
next station. The Token-Ring is superior to other LAN technologies in terms of an
access control with penalty of a low flexibility.

Next, we discuss the mechanism in the DCP network. DCP establish a token-

ring logically on a network so that it keeps independence from a physical layer and a
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network layer. Figure 3.5 shows that a token is passed between members. Since there is
always only one sender that is transmitting data to a receiver, a packet loss does not
occur in a network. Moreover, since the mechanism makes fair chances to transfer data

from members to a collector, network resources are dynamically assigned.

Collector Member 1 Member 1 Nember 2 Member 3

en (N+6)

Figure 3.5: Token passing mechanism in DCP Network

In the figure, the number in the parentheses displays a token-number that is
used for checking duplicate and wrong token-packets. If a member receives a token
packet that has an unexpected token-number, the member discards the packet. In the
network, a token packet is normally not lost, however if the packet losses occurs, the
packet is recovered by a re-transmission mechanism by the member. The mechanism
works by a timeout mechanism that counts time interval between received token packets.
If a token does not arrive at a member within the time interval, the member requests a
re-transmission of the token for the previous member in the logical token-ring with a
packet that has the expected token-number. The member which invokes the
retransmission procedure is uniquely identified by the token-number.

By the token-passing mechanism there is always only one member that is

transmitting data to a collector, the member tries to use a full network resource up to the

limit of a physical interface. Since a period during the member uses a line for
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transmitting data depends on the data length, if the member has so long data, the period
should be so long. Eventually this long period brings to the system instable. In order to
avoid the instability we introduce a maximum length to transmit data, which is called

limited service.

3.3.1 Data transfer

Our protocol causes no congestion in the principle. Nevertheless, a packet loss
rarely occurs in the network. If the loss occurs, there are two main reasons. One comes
from a bad packet that has a bit error and the other comes from a buffer overflow of a
collector. The bit error occurs by a bad network condition (e.g. electric noise etc.). The
buffer overflow occurs by an over load of the collector. If that is able to receive up to
the rate of the interface at anytime, a packet lose rarely occurs. However, since a
collector usually processes other background tasks, the collector is not able to receive
all packets in same circumstances, and, then, a packet loss occurs. Therefore, a

mechanism of a reliable data delivery is required and implemented.

Recetver Sender

v \ 4

Figure 3.6: Basic data-acknowledgement control method

In order to reliably transfer data, we employ a data-acknowledgement control
method. Figure 3.6 shows a basic data-acknowledgement control method. First, the
sender transmits a data packet to the receiver. Second, when the receiver receives the
packet, it transmits an acknowledgement packet to the sender. In this while, the sender
is waiting for the acknowledgement packet and holds transmitted data. Third, the sender
receives the packet and transmits the next data. If the sender does not receive the

acknowledgement packet within a time interval that is measured by a timeout
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mechanism, sender re-transmits the data. In this way, a reliable data delivery is realized

with penalty of low transfer efficiency due to waiting-times for data- acknowledgement

packets.

Collector Member 1 Member 2 Member 3 Member 4

oken

- oken

{V {V \ 4

Figure 3.7: Sliding window mechanism in a DCP network.

In order to overcome the disadvantage related with the low transfer efficiency,
we adopt a sliding window mechanism. Figure 3.7 shows the mechanism in the DCP
network. In the sliding window mechanism, DCP use a sequence number (SN) and an
acknowledgment (DACK). Artificially, each octet of the DCP data is logically assigned
a SN. Senders transmit data to the receiver with the start SN and the data length. This
mechanism enables a sender to transmit multiple bytes or packets before waiting for an
acknowledgment. The window that is employed for the sliding window mechanism is
the number of data bytes that the sender is allowed to send before waiting for an

acknowledgment. Initial window sizes are indicated at the time of initial setup.
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Figure 3.8: Sliding window mechanismn.

Figure 3.8 illustrates the evolution of the sliding window. Each number
represents a DCP data SN. In the figure, the current window size is assumed to be 2048.
In Figure 3.8 a, the member might have a SN to send (numbered 1 to 1024) to a
collector and then would place a window around the first 2048 bytes and transmits them.
In Figure 3.8 b, the member might have more data to send (numbered 1025 to 3072) to a
collector but an acknowledgment has not been received from the collector. Therefore
the member transmits first 1024 byte (SN 1025 to 2048). It would then wait for an
acknowledgment. In Figure 3.8 c, the receiver would respond with an ACK has
SN=1025, indicating that it has received bytes 1 to 1024 and is expecting byte 1025
next. The member then would move the sliding window 1024 bytes to the right and
transmit bytes 2049 to 3072. The collector would respond with an ACK has SN=3073,
indicating that it is expecting SN 3073 next. We note that actually the data is
fragmented into packets and the size is decided by the data link layer protocol, for
example that of Ethernet where the size is 1484 bytes. This mechanism has a reliable
data delivery as well as a data flow control between a sender and a receiver.

Since we employed the data-acknowledgement control method, DCP has a re-

transmission mechanism. The collector compares the start SN and the expected SN
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every data received. If these values are equal, the collector sends an ACK packet to the
sender. If these values are not equal, the collector sends the sender a re-transmission
request packet (RETRANS) that has expected start SN and the member then re-
transmits data with the requested start SN to the collector. The DCP data are reliably

transferred in a high efficiency by means of the sliding window mechanism.

3.4 Overview of the functional specification

In this section, we give an overview of the DCP functional specification.

3.4.1 Frame structure

At this time, we adopt Ethernet for an implementation and discuss DCP on
Ethernet. The DCP data is fragmented and encapsulated in an Ethernet frames. F igure
3.9 shows the Ethernet frame structure. The MAC header consists of a preamble, a start
frame delimiter, address fields and a length/type field. The payload carries user data, a
DCP packet is encapsulated in this payload, and FCS (frame check sequence) is used for

error detection in an Ethernet frame.

16 30... 1484

// DCP header DCP payload /

22 46... 1500 4 octets

MAC header Payload FCS

Figure 3.9: DCP frame structure

A DCP header length is 16 bytes and consists of a packet type and the DCP
parameters. The meaning of the parameters is depends on the packet type, which detail
will be discussed the header in the next subsection. A DCP payload carries user data, for
example, fragment event data. If the packet carries no data or the DCP payload length is
less than 30 bytes, the payload field is padded with invalid data and the length is to be
30 bytes.
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3.4.2 Header format

A DCP header length is 16 bytes, which format is illustrated in Figure 3.10.

The transmitting order is from bit 0 to 31 and top to bottom.

Bit 0

Reserve (8bit) Type (8bit) Group-number (16bit)

Destination station number (16bit) Source station number (16bit)

Parameter [0] (32bit)

Parameter [1] (32bit)

Fig. 3.10: DCP header format

The DCP header consists of seven fields; a reserve-field: a type-field, a group-

number field, a destination-station number field and a source-station number field.

Reserve: This field is not used and reserved for a version number and
fundamental information.

Type: Indicates a type of the packet, for example, since a token packet
has the assigned value in this field, members can identify the packet.
Group-number: Indicates a group-number that is used for identifying
a belonged DCP group.

Destination-station number: Indicates the destination station-number
of the packet. The station-number is assigned by a collector and the
number is unique and the number of a collector is always zero.
Source-station number: Indicates the source station-number of the
packet.

Parameter: The meaning of the parameter-fields is depends on the type
of packet, for example, a token packet carries a token-number with this

field.

30




3.4.3 Operation

The protocol transfers data with a token passing mechanism that is independent
from a network. Therefore, we should establish a logical token-ring on the network.
When we want to stop to transfer, we close the ring and free members and collectors
from the ring. In this subsection we describe an overview of a sequence of these actions

and do not describe details such as error recoveries.

Member (1)

Member (2)

Collector

Member (3)

Fig. 3.11: The DCP system.

We will show the DCP action with an example. The DCP system under
consideration is shown in Figure 3.11. There are three members and a collector. We
would show an outline of the sequence.

1. Make a member list and a sequence of a token passing.
Set the DCP parameters to members.
Establish a logical token-ring.

Transfer data.

b A

Close a logical token-ring.
We discuss the sequence step by step. In the beginning, we assume that all

members and the collector have no task.
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Fig. 3.12: Member list making.

At the beginning of a token ring establishment, a member list is made by the
collector. The list is a sequence of a token-passing. There are two methods: one is static
method and a list that is prepared by a user: the other one is dynamic method and a list
is made by a collector that is looking for members which want to join to a token-ring.
Since the former have the list aleady, we here describe the latter method, which
behavior is shown in Figure 3.12.

Since all members and the collector have no task, the collector is waiting for a
start request of data transfers by a user and members are waiting for a request packet to
join the logical token-ring from the collector, which is called an advertisement. When a
user requests the collector to start to transfer data, the collector sends advertisement
packets (ADV) with a broad-cast, which request members to join the logical token-ring.
If the packet has the group-number that is assigned for a member, the member requests
to join the ring with the packet (JREQ). The collector makes the list with those requests
and sends confirmed packets (JACK) to the members.
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SACK

SACK
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Fig. 3.13: Setting DCP parameters.

Next the collector sets the DCP parameters to members which are joined in the
ring which behavior is shown in Figure 3.13. The DCP parameters, for examples, a
window-size, data-link layer addresses of the previous and next stations in the token-
ring, and so on. The parameters are set by the collector with the packet (SREQ) that has
a type of a parameter and value. The member receives the packet and finishes to set the
parameter. The member sends an acknowledgement packet (SACK) to the collector for
conformation. The collector sets parameters one by one from one member to another.
By this way, the preparation for the token-ring establishment has been finished. We call

this state a configuration state.
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Figure 3.14: Establishment of a token-ring

Next the token-ring will be established and this behavior is shown in Figure
3.14. A primary member is selected among the list by the collector and the collector
requests to establish the token-ring with an establishment-request packet (EREQ). When
the primary member received the packet, it tries to establish the ring with an
establishment-token packet (ETKN). The token packet has a token-number that is used
for checking a token which is expected; in the figure, the number is displayed in
parenthesis with an ETKN. A member receives the token at first time and registers the
token-number and forwards the ETKN with an incremented foken number to the next
member. Each member calculates the token-number that is expected at next time by
adding the registered number and a token-ring-length. The token-ring-length is the
number of members, which is set in the configuration state. A member receives ETKN
at the second time, it checks the received token-number equal the expectation value or
not. If the token-number is expected, the token packet is forwarded but the number is
not expected, the token packet is discarded.

At the second time when the primary member receives a correct ETKN, the
primary member sends an established-acknowledgement packet (EACK) to the collector
and does not forward the token packet anymore. The preparation for data transfers has

been finished.
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Fig. 3.15: Data transfers

Next the data will be transferred and this behavior is shown in Figure 3.15. The
data transfers are started by the collector with a transfer-start-request packet (TREQ).
The collector sends the packet to the primary member. When primary member receives
the packet, replies to the collector with a transfer-start-acknowledgement packet
(TACK) and sends a token packet (TTKN) to the next member, then the token passing
is started. The token packet is checked same as the ETKN.

The data are transferred with the sliding-window and re-transmission
mechanism which are discussed in earlier section. If a member has data to transmit, the
member sends data packets (DATA) to the collector when the member has the token
packet. When the collector receives the data packets, it sends a data-acknowledge
packet (DACK) to the member. These transfers are continued until to receive a request

to stop transfers.
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Fig. 3.16: Close a token-ring.

When the collector wants to finish transfer, the collector sends a close-request
packet (CREQ) to the members, which is shown in Figure 3.16. When the member
receives the packet, it replies with close-acknowledgement packet (CACK). After the

collector has confirmed all members are closed, the collector leaves this task.

36




References

[1] W. R. Stevens, “TCP/IP Illustrated, Volume 1: The protocols”, Addison Weslay, 1994,

[2] IEEE, “Token Ring Access Method and Physical Layer Specification”, IEEE standard
802.5, 1995,

37




Chapter 4

Implementation

In this chapter, an implementation of DCP is discussed. Since we design the
protocol that has a light workload, we can implement a DCP function on a small
hardware device. In order to evaluate the performance and to show the light workload,

we have implemented members on a Field Programable Gate Array (FPGA).

4.1 System

Since many of general Ethernet controller chips have a PCI-bus interface, we
choose to construct the hardware prototype on PCI-bus of a PC mother board with

commodity products.

PCI-bus
Atbiter

Ethernet
Controller

Ethernet

Controller

SNq-ID0d

Ethernet
Controller

v

Fig. 4.1: Block diagram of the prototype system
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Figure 4.1 shows a block diagram of the prototype system that consists of a
PClI-bus arbiter, an FPGA card and three standard NIC’s.

The PCI bus is 32-bit 33-MHz type. All cards in the system have PCI-master
function and communicate via the PCI-bus each other. These accesses are arbitrated by

an arbiter with a round-robin fashion.

4.2 NIC

Figure 4.2 shows a block diagram of the NIC and Figure 4.3 shows a
photograph of the NIC. We can found an Ethernet controller, a transformer package and
a RJ45 connector. The Ethernet controller is REALTEK RTL8139D [1] which controls
to access to a network. The transformer is used for electrical isolation from the network.
The card has two interfaces which are a PCI-bus and an Ethernet interface (100BAST-

T), which is controlled by the FPGA card to transfer a packet data via the PCI-bus.

NIC
v
@)
é‘ Ethernet
B Controller Transformer 100BASE-T
a RTLR8139D '
-
=g
0
o

Figure 4.2: Block diagram of the NIC.
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Figure 4.3: Photograph of the NIC.
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Figure 4.5: Block diagram of the Ethernet controller RTL8139D.

Figure 4.5 shows a block diagram of the RTL8139D. There are three blocks
which are MAC (Media access control), PHY (Physical signaling) and transceiver
blocks. The controller chip has two main interfaces to a PCI-bus and a medium
attachment unit interface. The PCI-bus interface is used for communications to the
FPGA card that processes a receiving or a transmitting packets. The medium attachment
unit interface is connected to a magnetic component. The MAC block manages to

transmit and receive packets. The PHY block codes a transmitting packet and de-codes
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a receiving packet data. The transceiver block converts parallel data to serial data for
transmitting and serial data to parallel data for receiving.

We explain behavior of the controller in transmitting and receiving packets.
When a packet is transmitted by the FPGA card, the card transfers the packet data to a
memory in the card and requests to transmit for the controller via a control register in
the MAC block. Then the Ethernet controller requests to use the PCI-bus for the PCI-
bus arbiter and waits for the acknowledgement. When the acknowledgement signal is
received, the controller transfer the packet data from the memory to a transmit First-In-
First-Out memory (FIFO) in the MAC block. There are two FIFO for transmitting in the
block and the each capacity is 2 Kbytes. If the packet length is less than 2 Kbytes, the
FIFO is occupied by the packet. Next the MAC block transfers the packet data to the
PHY block. The packet data are coded in the PHY block and transferred to the
transceiver block. Finally the packet data are converted to serial data and then
transmitted to a network by the transceiver. In the prototype system, we do not adopt a
flow-control packet that is defined by the specification IEEE 802.3 [2], and, then, the
Ethernet controller can always transmit a packet.

When a packet is being received, the coded packet data come from a network
into the transceiver. The data are decoded and converted to parallel data by the PHY
block. Next the data are transferred to the MAC block which assembles a packet from
the data and check the FCS. Only when a packet has a corrected FCS, the packet is
transferred to the FIFO for receiving. There are two FIFO’s whose usage are
constrained as same as the transmitter FIFO. In order to transfer the packet data in the
FIFO to the FPGA card, the controller requests to use the bus for the arbiter and waits
for the acknowledgement. When the acknowledgement signal is received, the controller

transfers the packet data from the FIFO to a memory in the card.

4.3 FPGA card

Figure 4.6 shows a photograph of the FPGA card that consists of an FPGA,
ALTERA EP1S10780C7ES [1]. Figure 4.7 shows a block diagram of the FPGA. The
FPGA has one interface to the PCI-bus that is used for communication to three Ethernet

controllers on the NICs.
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Figure 4.6: Photograph of the FPGA card.
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Figure 4.7: Block diagram of the FPGA

42




The FPGA consists of four functional blocks: a PCI target functional block, a PCI
master functional block, three DCP member functional blocks, and a measurement
block. The PCI-target block is used to transfer a transmitting and receiving packet data
between Ethernet controllers. The packet data are transferred by an Ethernet controller,
then the FPGA need to inform the transfer status and the PCI-master block works for
the informing. The DCP member block processes DCP packets and generates test data.
The measurement block gets and processes parameters of a DCP member to analyze the
performance.

We explain behavior of this card. If a packet is received, an Ethernet controller
transfers the packet data from a FIFO in the controller to a DCP member block in the
card. The block analyzes the packet and decides the next process. If the packet is a DCP
packet, the packet is processed, otherwise, the packet is discarded. If the received packet
is a token-packet, the block generates DCP data packets from data which are generated
by the data generator. The packet data are transferred to a memory in this member
function sub-block. Next the block requests an Ethernet controller to transfer the packet
data via the PCI-master block. Finally the controller transfers the data from the memory
to a FIFO in the controller and then the packet is transmitted.

Since the percentage of used logic elements (LE) for a member is 25% of
available LE’s of the FPGA, we can use smaller size FPGA when we implement one
sender. The DCP implementation for a Gigabit Ethernet is considered to be not difficult
because FPGA can run over 100 MHz system clock.
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Chapter 5

Performance analysis

In this chapter we show that DCP actually satisfies design requirements. In the
first section, we discuss a mathematical modeling of the DCP system. In the second
section, we discuss measured results of a DCP system and analyze the results based on
the mathematical model. In the last section, we compare TCP and DCP in terms of

performance.

3.1 Modeling of the DCP system

In this section, we construct a mathematical model of the DCP system with
queuing theory [1]. The system parameters which characterize a DAQ system are an
average data length in a buffer of senders (members), an available input rate of senders
(members), and an average transfer time. By this mathematical model, we show that
these parameters can be derived from a few measurable parameters.

In the first subsection, we introduce queuing theory by constructing a
mathematically simplified model of a sender. In the second subsection, we construct a
model of a DCP system. In the last two subsections, we extend the model to a

generalized DCP system.

5.1.1 Model of a sender

At the beginning of discussions about mathematical modeling of a DCP system,
we introduce queuing theory and its terminology with an example of a general single

sender system. We note that the system is not a DCP system.
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Figure 5.1: A sender system.

Figure 5.1 shows the example system, which consists of an input line, a data
buffer, and an output line. In the figure, C, represents the »-th message to enter this
system, which is used in later discussions. The purpose of the sender is to transfer input
messages to a receiver. The input message stream is generated by an external system
such as a detector subsystem. The stream consists of messages, which are displayed in
the figure. We assume that a length of all messages is one bit. An input message goes
into the data buffer. At that time, if the transmitter processes no message, the message is
taken from the buffer and the sender transmits the message into the output line. If the
message is not the first data in the buffer or the transmitter is processing another
message, the message is forced to wait while the sender is busy to transmit other
messages. In this situation, a waiting line is made in the data buffer by the waiting to
transmit other messages. When the waiting line is made, an order of outgoing messages
from the data buffer is the same order of their arrivals.

We discuss this system in terms of queuing theory. Figure 5.2 shows this
system that consists of an input line, a queue, a server, and an output line. The queue
represents the data buffer of this system, which is a waiting line. The server represents

the transmitter and processes messages in one by one.

Input message stream Sender system Output message stream

A A
Data buffer Transmitter 4 ) Y

Cats Cuts Ca Caa
Ulcsmgc l l Mcss:lgu—| \ I Message | Message l
g -
Input line Output line

Queue Server
(Witing line)

v

Figure 5.2: Queuing system
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We focus attention on the flow of messages as they arrive, pass though, and
eventually leave this system. We begin with the definitions. Recalling the n-th message
is denoted by C,, we define its arrival time to this system as

7, =arrival time for C, . 5.1
And we further define a inter-arrival time between C,.; and C, as
a, =inter - arrival time between C,,andC,. (5.2)
We assume that all inter-arrival times are independent, identically distributed random
variables. Its probability distribution function (PDF) is denoted by A(¢), and we have
Pla, <t]=4(r). (5.3)
Here, P(x) is probability of an event x occurred. In this thesis, we employ Poisson
arrival process. Therefore, this PDF is independent of » and is given by
Al)=1-e*, 1>0. (5.4)
Here, X [bit/s] is the arrival rate. Similarly, we define a service time for C,as
$, =service time for C, . (5.5)
We assume that all service times are independent and identically distributed random
variables. Its PDF is denoted by S(¢) and we have
Pls, <t]=5(). (5.6)
This PDF is independent of #. Then its probability density function is

_ds()
f_,.(f)——dt——. (5.7)

We also assume existence of its limiting random variable that is denoted by s. We
define a waiting time that is a time spent in the queue as

W, = waiting time in queue for C,. (5.8)
We assume existence of its limiting random variable that is denoted by w. We define a
transfer time that is the total time spent in the system by C,, which is the sum of its

waiting time and service time. The transfer time is represented by

T,=w,+s,. (5.9)
We assume existence of its limiting random variable that is denoted by T. We define the
queue length that is the number of messages in the queue as

L, (l) = number of messages in the queue at time . (5.10)
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We define the number of messages in the server as
L, (t) = number of messagesin the server at time 7, (5.11)
In our system, this value is zero or one because our system is a single server system.
The number of messages in this system is the sum of the number of messages in the
queue and that in the server, which we denote by
o)=L, +L,. (5.12)
Finally we define a server utilization factor as
p=As. (5.13)
Here, s is an average of the service times. This factor may be interpreted as the
probability that the server is busy at randomly selected times [1].
With the above notation we introduce a time-diagram for the queue, which

permits a graphical view of the dynamics of our system. The diagram is shown in Figure

5.3.
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Ll gl <l
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Cn~ 1 Cn Cn+1 Cn+2 Cu+3 Cn+4

Time — 0 »

Figure 5.3: Time-diagram notation

We introduce Little’s law for later discussions. It relates the average number of
messages in a queuing system, the average arrival rate to the queuing system, and the

average waiting time to get through the queuing system. The law is represented by
0=AT,

L =Aw. (5.14)
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Here, é is the average number of messages in the system and T is the average of
transfer times.

Next we analyze this system under the following condition:

e  Single server,

*  Poisson arrival process,

* The queue length is infinite,

o  The PDF of service times is a general distribution.
In quening theory, this queuing system is denoted by M/G/1. We can exactly solve this
system with queuing theory [1] but the theory use technical methods to solve it. Then, it
is difficult to intuitive understand the‘ behavior. Therefore, in this subsection, we
intuitively analyze this system and derive an average transfer time and so on.

We will derive the average waiting-time. We consider the system when a
message arrives to the queue. In this situation, we can consider two status of the server,
which are the idle and busy states. If the server is the idle state, the data is immediately
processed then the waiting time is zero. If the server is in busy state, the message is
forced to wait and the waiting time is decomposed into two parts which are a residual
service time and a waiting time without oneself We denote the residual service time
and waiting time are ¢, and £, respectively. On the other hand, the probability of busy

state of the server is represented by the server utilization factor P and the probability of
the idle state is 1 - p. Therefore, the average waiting-time is represented by
v_v=pxlil_(l‘,itw)+(l—p)x0‘ (5.15)
=px (l‘,, + l‘w)
Here, w is the average of w, E(f, +1,) is an average of £+ ty. Since 7, is the average
waiting-time, it is equal to w .
t,=w. (5.16)
Next we analyze E(l,,) that is represented by
t,= [E.|y)f,@hr. (5.17)
Here, y is a selected service time that is met a message arrival to the queue, E(t,,' y) isa

conditional expectation value of /. when the selected service time is y, f, (t) is a

probability density function of a selected service time. We discuss the selected service
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time in more detail. The arrival is Poisson process and messages randomly arrive to the
queue. Therefore, we recognize that the probability that an interval length of a service
time, s, is chosen should be proportional to the length as well as to the relative

occurrence of such intervals. Thus, for the selected service time, we may write
£, ()de = Kef {t)dr . (5.18)
Here, K is a constant for the probability normalization. We integrate the above equation

to obtain K.
[, =K [tf, (ar
1=Ks ’

=>K= (5.19)

@ | —

On the other hand, the residual service time is randomly selected within the selected
service time and arrival times of messages might be uniformly distributed over the
selected time. Therefore, when the length of selected interval is X, we obtain the
average of £, is
X
E(,|X)= = (5.20)

Combining equations (5.18), (5.19) and (5.20), we obtain the following equation:

t, = [Ble, Y )f, ()t
= _[_l-ff*_(—t)dt
2 s

. 5.21
_L [ . 2D
28

I
4 hs¥

Here, s* is the second moment of .
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Substituting equations (5.16) and (5.21) into equation (5.15), we obtain the

v
2s ,

=

final result as

ps®
2(1- p)E
s
2(1-p)

By the definition of the transfer time, the its average is

;4-; =
(5.22)

T=s+x
_ a5 . (5.23)
=+ ————
2(1-p)
Since the average waiting time is derived, we can also derive the average

number of messages in the system with Little’s law as

-2 (5.24)

5.1.2 Simplified model of a DCP system.

In this subsection, we discuss a modeling of a DCP system. We use the
definitions which are defined in the previous subsection. Recall that the DCP system
consists of a collector (receiver) and members (senders). In the system, transmissions of
members are controlled by a token passing mechanism and an only one member that has
a token packet is permitted to transmit the data to the collector. Therefore, the sender to
transmit data is switched by a token. We model the mechanism with a walking server

whose motion represents the token packet.
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Figure 5.4 shows a model of a DCP system, which consists of N/ members and
the walking server. The i (1<i<N) represents the member number. We assume that the
queue capacity of each member is infinite for simplicity. The arrival process at each
member is independent and Poisson process with arrival rate A [bit/s]. In the model, the
server accesses multiple queues in cyclic order. Only those messages which are found at
the server arrival to a member are served. The messages which arrive to the system
during the servicing period are reserved to be serviced in the next time. Therefore, a
length of served data is decided at the server arrival to the member and we call the
length a message length, L [bit]. Strictly speaking, the message length has an upper limit
in the DCP system but we assume that the message length has no limit for simplicity.
We assume that all service times of members have the same PDF whose random
variable is denoted by s [s]. We introduce a new variable that is a busy period, b [s]. The
busy period is defined as a time interval during which the server continues to serve the
data whose length is the message length. The server spends time to walk from a member
to the next member. We call the spent time a switchover time and assume that all
switchover times between members are random variables, independent of any of the
other parameters, and have the same PDF. The random variable is denoted by u [s].

Figure 5.5 shows a relation of service times, a busy period, and a switchover time.
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Figure 5.5: Relation of service, busy and switchover times.

The system model as above discussed has been studied in queuing theory as a
polling model [2] [3]. In our model, all members have the same arrival and service
conditions, which is called a symmetric system in queuing theory. The polling model is
exactly solved in papers [4] [5] (Appendix B). Here, we then intuitionally solve and the
results are identical to the exact solutions. The detail derivations of the exact solutions
are discussed in Appendix B.

Since we would discuss the model under stability operation, we require the
system to satisfy the following condition at each member,

Arrival rate = Service rate,

A= (5.25)

o I 1

Here, L represents an average message length and c represents an average cycle time.
The cycle time is the time interval between the time when a server arrived to a member
and the time when the server arrived again to the member. From definitions, the average
cycle time ¢ is represented by

c=3(a+3)

(5.26)

=N (u + E)
Here, u represents an average switchover time and Zrepresent an average busy period
of a member, which is represented by
b=Ls. (5.27)
Rewriting equation (5.26) with the above equation, thus

¢=Nu+NLs. (5.28)
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Therefore, substituting L of equation (5.25) into equation (5.28) gives the average cycle
time:
- Nu

1-Nis

(5.29)

We defined the server utilization factor in the previous subsection. We define the server

utilization factor of a member in a similar fashion by
p,=As, i=1-"N. (5.30)

Here, i is a member number. In the model, since a factor, N/IE, is often appeared in
equations, we define the factor as a total server utilization factor, p, which is formally

defined as

N
p=§”. (5.31)
= NAs
Rewriting equation (5.29) with the above definition, we obtain the final expression of
the average cycle time, thus
- Nu
c= .
1-p

(5.32)

We can also obtain the average message length in a similar fashion. Substituting ¢ of
equation (5.25) into equation (5.28) gives the average message length.
I=2Nu (5.33)
1-p
We note that the average message length is not an average queue length at any time and
is an average queue length at the server arrival to the member.

Next we discuss an average waiting time. When a message arrivals to a
member, the server is walking between members or servicing data. Therefore, the
average waiting time is represented by

w=P(S, )x, +P(S, ), . (5.34)

Here, P(S,) and P(S,) are probabilities of the server in moving and servicing,

respectively; x, and x, are average waiting times at the server moving and servicing
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when the message arrives to the member, respectively. P(Sm) can be represented with

the average cycle and switchover times, thus

P(s,) =22 (5.35)
c
P(S,) is also represented, thus
P(s, )= =N (5.36)
c

We discuss, x,, , the average waiting time at the server moving when the
message arrives to the member. We can decompose the average into two parts: one is an

average time of a residual switchover time, x,, » and the other is an average cycle time

from the viewpoint of the message, x¢ .

T _r ., e
X, =X +x

m m (5 '37)
In the previous subsection, we derive the average of residual service times. We can
calculate the average of residual switchover times in a similar fashion, thus

le
2u

We discuss the cycle time from the viewpoint of the message. The cycle time is shorter

(5.38)

T
xm -

than ¢ by the selected switchover time u. Moreover, we should add a busy period
because a message is forced to wait until the server is finish to transmit other messages
when the server arrival to the member. On the other hand, since the arrival process is
Poisson process, the arrival times are uniformly distributed over the cycle time.

Therefore, we should multiply 1/2 to average the cycle time. Finally, we can represent

c

x; by

m

n

'T=%k-ﬁ+ﬂ. (5.39)

We discuss, x_y, another average in equation (5.34); the average waiting time at

the server servicing when the message arrives to the member. This situation is
equivalent to the single queue system that is discussed in the previous subsection.

Therefore, the average is represented by
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X, ==+ w. (5.40)

& =l

Combining equations (5.34) through (5.40), we obtain the following equation:

— Nu|lu® 14 - =] c-Nufs® —
W=—a|—=+—lc—u+b)|+ = —+W|. 5.41
c {21{ 2( )} c [2s J ( )

We rewrite the above equation with equations (5.27), (5.32), and (5.33):

_ PRI o I o B
w=(1—,0)[u “ +l Nu (1+/1s)]+p{£—_—+w]

2u  21-p 2s
— . (5.42)
_ 2 _ _ _ 2
Sw=t % ! Nu(1+ﬂs)+p£_—
2w 2(1-p) s
Finally, we obtain the average transfer time as the following equation:
2 )
=~ - O | - - s
T=s+—"—+——-| Null+ As)+ p—=]|. 543
2u 2(1—,0){ ( ) P s} 643)

2 . . .
Here, o, represents the variance of a total switchover time. We can also

obtain the queue length with Little’s law.
2 2

~ |- a2 1 o), S
Q-ﬂ{s%— = +—————2(l_p)|iNu(l+/ls)+p EJ} (5.44)

u
We note that the necessary condition for system stability is given by [6]
p<l. (5.45)

In the next section, we will use the second moment of message lengths then to

experimentally verify the model. The second moment is given by

- S 2937 _ _
I? = (1 )11 = [leuz +](\1/ A §S2+N12u2(]¥1(l+§)—1]J+L- (5.46)
—-p M+ As —-pP -pP

The derivation of the above equation is discussed in Appendix B.

Since we assume that we can design the network of a DCP system, we can
know values of parameters without switchover times. The switchover times depend on
network devices, for example, HUB. Therefore, we should measure the switchover
times to calculate the average and moment values. That is, if we measure only the
switchover times then the average and moment values can be calculated.

We summarize the equations as follows:
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The average message length:

|

AN

L= , (5.47)
I-p
The second moment of message length:
_ __ 2937 _ —
[* = L {Nﬂzuz+MSZ+N/121¢2[M-—1H+L, (5.48)
(1ol +2s (i-p) (1-p)
The average transfer time:
= - o/ 1 A+ 5) s
T=s+—"+———| Null + A5 4+ p—=|. 5.49
2u 2(1——,0){ o s ] 649)
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5.1.3 Single HUB system

In this subsection, we analyze a single HUB system in order to discuss the
model in more detail. The system under consideration is shown in Figure 5.6. There are

N members, a HUB, and a collector.

Member (1) | DCP Network

Member (2)

Collector

Member (N)

Figure 5.6: Basic DCP system,

We should measure the switchover times to calculate the average and moment
values, which is pointed out in the previous subsection. In order to simplify to measure
it, we measure a period of a token spent time to go around a logical token-ring without
transmitting data packets. We call the period a free-token round-trip-time (FTRTT) that
is denoted by F' [s]. An average FTRTT plays an important role in a performance
analysis of a DCP system because we can calculate the average and moment values if

we measure FTRTT’s.

1,(%)
Member 2 = | ,’O’ -c/~ . , Member 3

Token

Token propagation time
of k-th token arrival to a
member

(%) Token transit time of k-th
Member 1 —.—> token arival to a member

(k)

Figure 5.7: Free token round trip time
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A case of three members system is shown in Figure 5.7. The FTRTT is decomposed
into two parts, one is a token-propagation time between members, and the other is a
token-transit time in members. The token-propagation time is the time interval from the
transmitted time of a token packet at member i to the time when the packet is received
at member /+1. The token-transit time is the processing period of the token packet. We
denote #,,(k) [s] and #,(k) [s] by the token-propagation time and the token-transit time of
k-th token arrival to a member, respectively. Recall that our model is a symmetric
system and we analyze it. Theref(l)re, we assume all the token-propagation times have
the same PDF and the token-transit times also have the same PDF. An average FTRTT
is represented with an average token-propagation time and an average token-transit time,

thus

F=n{, +1,). (5.50)

In the case of the single HUB system, the average FTRTT is exactly equal to the
average total switchover time, thus
F=Nu. (5.51)
The average FTRTT is not always equal to the average total switchover time but the
average and moment values can be calculated if we measure only FTRTT’s, which is
discussed in the next subsection.
Next we discuss the service time that is introduced in the previous subsection.
Here, we discuss the times in more detail. In the DCP system, the data are transmitted
by packets. We have defined the busy period as a time interval during the server
continues to serve messages. In DCP systems, the period is a time during the member
transmits data packets to a collector, which can be decomposed into a message
preparing and two transmitting periods which are for the DCP payload data and packet
headers. Since our DCP system is designed that the preparing period is zero, we will
omit the period in the following discussion. Moreover, the transmitting period can be

decomposed into service times.
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Figure 5.8: The busy period at the A-th token arrival to a member.

Figure 5.8 shows the busy period at the 4-th token arrival to a member; b(k) [s], L(k)
[bit], s.ine [S], and tyy [s] represent the busy period, the message length, the transmitting
period of one bit, and the period to process a packet header, respectively. Since we are
discussing a symmetric system, the s;;,. for all members is the same value and is an
inverse value of the line interface speed of the member, for example, when we employ
Fast Ethernet [7] that value is 10 ns. Therefore, the busy period of a single HUB system
is

b=t,, % |mod(Z - LAy J+1]+ Ly 5.5

=50 % Lo [mod(Z -1, £, J+1]+ I}

Here, Py [bit] is a maximum DCP payload length and Z,, [bit] is a header length of a
packet. When we employ Ethernet for a network, P, is 11872 bits and L, is 336 bits.

We discuss the service time again. The service time is defined by a period to service a

unit data, its average is represented with the busy period, thus

S =

_ [L,,L, [mod(z: LP,. )+ 1] . IJ ' (5.53)

| s

— 2 Line
L

The second moment of the service time is represented by

5 _ Sy [L-mod(L-1, P )= 1]} (S e LV [mod(£-1,2,,, )+ 1] 5.5
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We summarize the equations as follows:

The average service time:

s=s,, ( L, [mod(_l':_Lj LP,. )+ 1] . lj ,

The second moment of service time:

5 _ Spu [L-mod(T~1,2,, )-1]+(5,,,,L,, Vmod(Z-1.7

max

)]

§° = Line Line

The total switchover time of a single HUB system:

F=Nu,
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5.1.4 Multiple HUB system

In this subsection, we discuss a multiple HUB system. Packets pass only one
HUB in a single HUB system but packets will pass multiple HUB’s in a multiple HUB
system. In this case, since a token packet and data packets are forwarded to the same
port of a HUB, the token packet is forced to wait until the service completion of data

packets which are transmitted before the time when the token packet is transmitted.

Part A

Collector
Member (1)

Member (M)

Member

(M+1)

Member (N) ,, 0

Part B

Figure 5.9: Multiple HUB system.

We discuss the multiple HUB system by considering an example system that is
shown in Figure 5.9. There are N members, two HUB’s, and a collector. Firstly, we
would discuss a packet switching behavior in the part-A, and next in the part-B. In the
part-A, the situation of this part is the same as a single HUB system. When member M
in part-A transmits packets, packets are switched as illustrated in Figure 5.10. In the
figure, we ignore packet switching times. The member transmits a data packet whose
length is longer than a token packet and, after that time, the token packet is transmitted.
Since we assume that a packet switching method of all HUB’s in a DCP system is a
store and forward method, the data packet is started to transmit to line-AC. Next the

member transmits the token packet to member M+1. The token packet is forwarded in a

62




similar fashion. In this situation, we note that the time when the token packet is started
to transmit to line-AB is earlier than the time when the data packet is finished to
transmit to line-AC. In this case, a forwarding timing of the token packet is not

influenced by data packets.

Data packet Token
Line M >
| i
| 1
' :
Data packet
Line AC . >
i
i
Token
Line AB >
Time
Figure 5.10: Packet switching behavior in part-A.
Data packet Token
Line N ‘ >
I
I 1
! i Forwarding delay
! >
! 1
Data packet Token Time
Line AB >

Figure 5.11: Packet switching behavior in the part B.

We consider behavior of packet switching in part-B. When member N in part-
B transmits a data packet to the collector and the token packet to member 1, the packets
are switched as illustrated in Figure 5.11. This behavior is different from the case of
part-A. The token packet is delayed by the data packets. Clearly, this situation is
different from the condition when FTRTT’s are measured. If a length of data packet is
equal or smaller than a length of a token packet, the delay does not occur. The points
over a token-ring where the delay occurs are called the token-delay points. We note that

the number of token delay points depends on a sequence of a token ring.
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As discussed above, we find that a switchover time depends on a length of data
packets. When the total number of data packets in a busy period is one, the switchover
time is decided by the length of the data packet. When DCP sends data packets, all
length of data packets without the last data packet are the same length which is the
maximum payload length. Therefore, if the total number is two or more, the switchover

time is decided by the maximum payload length. The total switchover time is

represented by
u=F J(OSLLP . );
=Ft5,,D(-Ph) (P <D <Bp): (5.58)
= F 4510 D(Pras =P} (P S D).

Here, D, P, and Py, are the number of token-delay points, the minimum and
maximum DCP payload lengths, respectively. When a system has only one HUB, the

number of token delay points is always zero.
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5.2 Experimental verification

We construct the model in the previous section. We verify the model by
experiments. In this section, we discuss measured results of DCP systems and analyze

these results.

5.2.1 Setup

In order to measure the parameters of DCP systems, we have implemented a

DCP member on an FPGA and a DCP collector on Linux OS. We measure the
following parameters:

o FTRTT,

o Message length, and

o  Transfer rate variation.
The hardware implementation is discussed in chapter 4. The software implementation of
the collector is running in a user space and it is implemented by using standard

functions of the OS, socket functions and so on.

Member 1

&
Data gencrator

Member N

Data gencrator

Collector

Figure 5.12: Setup for the measurements.

Figure 5.12 shows a setup for the measurements. There are N senders, a
collector, and a DCP network. We measured parameters for various types of DCP
networks. The data generators generate the Poisson processes and all arrival rates are A.

The FTRTT and message length are measured at member 1 by an FPGA. The

member sends a token that has the time stamp when the token is transmitted, and, then,
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the packet is passed among members. We use the system clock whose frequency is 33
MHz for the time stamp. When member 1 receives the token packet, the member
records the received time, the transmitted time, and a serviced message length at the
token arrival.

In order to qualitative observe transfer variations of members, we make up a
program. The variations are measured by the collector with software that records
cumulative transferred data lengths of members by software timer interrupt that is
generated every about 10 ms. We make up the program with select functions of the
Linux OS for the generation. The interrupt does not exactly occur because the program
is dependence on the OS kernel. Therefore, we design that the program records the
cumulative transferred data lengths with its recoding time. However, we can not
completely remove the uncertainly. Therefore, transfer rate variations which are
calculated by the recorded results are sometimes zero although actually those are not

equal zero but it is not a problem to qualitatively compare.

66



5.2.2 Single HUB system

A test bed for the single HUB system is shown in Figure 5.13, which consists
of three members, a collector, and a HUB. The HUB specification is summarized in
Table 5.1. Employing this test bed, we will discuss the following topics:

e Average FTRTT,

e Transfer rate variations,

o Average message length,

e Calculated average waiting-time, and

e Robustness for packet losses.

Member 1

Data generator »

Member 2

Data generator

Member 3

Data generator

Figure 5.13: Test bed for a single HUB system.

Collector

Table 5.1:

Summary of HUB specifications.

Model BUFFALO LSW10/100-5P
Frame switching mechanism Store and forward

Max forwarding throughput 148810pps (100BASE-T)
Number of pott 5 (R]45)

MAC address table size 4096

Packet buffer size (byte) 128K

Physical chasacteristics (mm) 105(W) x 79(D) x 26(H)
Weight (g) 145
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FIRTT

We discuss an average FTRTT that is one of important parameters that decide
system performance. We measured the FTRTT at member 1; a FTRTT is defined as a
time interval between times when token packets are transmitted at member 1. Figure
5.14 shows the result and the statistics of the measured data are summarized as Table
5.2. There are two values which are 62 and 69 ps, other values do not exist. These
discrete values do not impact our calculation because the interval of these two values is
too smaller than the average value. We will calculate the average message length and

the average message waiting-time with this average FTRTT.
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Figure 5.14: Measured FTRTT.

The normalized frequency is a frequency divided by the number of samples.

Table 5.2:
Statistics values of measured FTRTT’s,
Average [us] Variance [ps’] Number of samples
62.5 3.1 9995
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System parameters

We summarize system parameters of the single HUB system under measuring
in Table 5.3. When we calculate the average message length and the average message

waiting-time, we use the following values:

Table 5.3:
System parameters of the single HUB system.

Parameter Value
Number of members: N 3
Number of token delay points: D 0
Transmitting period of a bit to a line: s,,, 10 ns
. 11872 bits
Maximum DCP payload length: P,
(1484 bytes)
240 bits
Minimum DCP payload length: P,
(30 bytes)
Average FTRTT: F 63.0 ps
Header length: L, , 336 bits

Transfer rate variations

We design that DCP fairly transfers data among members with a token passing
mechanism. In order to confirm this fair data transfer, we measured variations of
transfer rate of each member. Due to this fair data transfer, we expected that all transfer
rates from members to the collector are to be nearly equal bandwidth occupancy for the
DCP payload data.

Figure 5.15 shows results at =30 Mbit/s. The results show that all members

fairly transfer data and each transfer rate variations are the nearly equal.
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Figure 5.15: Transfer variations at A=30 Mbit/s.

The average and second moment of message length

We measured an average message length at member 1. We calculate the
average message length and the second moment of message lengths under the system
parameters which are summarized in Table 5.3. The average message length is
calculated with equation (5.47) and equation (5.55). The second moment of message
length is calculated with the calculated results of the average message lengths, equation
(5.56) and equation (5.48).

Measured message lengths are summarized in Table 5.4. Figures 5.16 and 5.17
show an average and a second moment of message lengths, respectively. In the figures,
the curve and squares display a calculated values and measured values, respectively;

and the dotted line displays an instability input rate, which is calculated by the stability

condition equation (5.45), definition (5.31), N=3, and s =10 ns. The calculation results
are in good agreement with measurement values. Since the value extremely grows when
the arrival rate reaches to the instability rate, we should design that a system avoids near
the instability point.

This result leads us to the conclusion that the model well explains the single

HUB system and the system can be designed by the quantitative approach.
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Table 5.4:

Measured message lengths of the single HUB system.

Arrival rate Average Standard Second moment Number
A [Mbit/s] [byte] deviation [byte] [byte?] of samples
5 48.1 11.4 2342.6 65536
10 115.4 18.9 13671.7 65536
15 222.0 28.0 50086.5 65536
20 411.6 40.3 171048.4 65265
25 839.7 64.5 709314.5 64227
30 3712.0 187.7 1381427.0 22955
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Figure 5.16: Average message length of the single HUB system.

The solid curve displays the calculated average message length, closed squares display the data points

together with the associated error bars, and the vertical dotted line displays the instability input rate.
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Figure 5.17: Second moment of message lengths of the single HUB system.
The solid curve displays the calculated average message length, closed squares display the data points,

and the vertical dotted line displays the instability input rate.

Average transfer time

We can not measure transfer times in our system by technical problems
because a length of message arrival to members is too short to stamp time information.
However the average transfer time is one of important parameters when we design a
DCP system. We pointed out that the model well explains the single HUB system.
Therefore, we consider that an average transfer time can be calculated with the
calculated result of the average message lengths, equation (5.55), and equation (5.56)
under the system parameters that are summarized in Table 5.3. Figure 5.18 shows the
calculated average transfer time, the curve and the dotted line display the calculated
result and an instability point, respectively. This value extremely growths to reach the

instability input rate. This behavior is same as the average message length.
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Figure 5.18: Average transfer time of the single HUB system.
The curve displays a calculated average transfer time, and the vertical dotted line displays the instability

input rate.

Robustness for packet losses

The number of packet losses is very small because DCP avoids a packet loss.
In the case of other measurement without this subsection, packet losses do not occur
during those measuring. However, the packet loss would occur in an actual system. We
then measure the robustness for packet losses.

Since DCP has a reliable data delivery, a data loss does not occur but packet
losses make to decrease transfer efficiency, and, then, it finally makes to decrease the
average transfer rate. In order to measure the robustness for packet losses, we modify
the program to have a test function to randomly generate packet losses. We measure the
average transfer rates with packet losses. All members have the same condition; input of
each member is Poisson arrivals with 5 Mbit/s, 10 Mbit/s, 15 Mbit/s, 20 Mbit/s,
25Mbit/s, or 30Mbit/s; and packet loss rate of each member is 1.0%, 5.0%, 10%, 20%,
40%, or 80%.
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Figure 5.19: Average transfer rate with packet losses.

Figure 5.19 shows the results the average transfer rate with packet losses, an
average rate is a function as a packet loss rate. There are six functions by each input
data rate of a member. In the case of the input rate at 5 Mbit/s, since a used bandwidth is
about 16% without packet losses, 84% of the maximum bandwidth can be used for error
recovery data transfers. Therefore, the average transfer rate is kept the rate under the
packet loss rate up to 40%. In the case of the input rate at 30 Mbit/s, since almost a
usable maximum bandwidth is used, the average rate is decreasing from the rate 1%. At
packet loss rate 5%, the average value smaller than the case of input rate 25 Mbit/s. That
reason is a re-transmission mechanism for reliable data transfer and the mechanism
makes many data packets due to retransmit for data recovery.

Finally, we note that if we use DCP under a situation with packet losses, we

should design the maximum input rate of members by the packet loss rate.
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5.2.3 Multiple HUB system

We measured parameters of multiple HUB systems and verified the model with
these results. It is a difference from a single HUB system that a multiple HUB system

has token-delay points.

Overview

Three test beds for the multiple HUB systems are shown in Figure 5.20, which
are based on the single HUB system and are constructed to add HUB’s to the single
HUB system. We call these test beds the type-1, type-2, and type-3 systems,
respectively. Each test bed consists of three members, a collector and HUB’s. Their
network topologies are different from each other: A, B, and C represent HUB names for
identifying them and these specifications summarized in Table 5.5. In all systems, an

order of the token passing is member 1, 2, 3, and 1 again.

Type-3

Member

Figure 5.20: Test beds of multiple HUB systems.
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Table5.5:
Summary of HUB Specifications.

A B,C, D
Model BUFFALO LSW10/100-5P | BUFFALO LSW-TX-5NS
Frame switching mechanism Store and forward Store and forward
Max forwarding throughput 148810pps (100BASE-T) 148810pps (100BASE-T)
Number of port 5 (R]45) 5 (R]45)
MAC addtess table size 4096 1024
Packet buffer size (byte) 128K 64K
Physical characteristics (mm) 105(W) x 79(D) x 26(H) 153(W) x 83(D) x 32(H)
Weight (g) 145 430

The type-1 system consists of three members, a collector and two HUB’s. This
system has one token-delay point; the point is located at HUB-B and direction is fiom
member 1 to HUB-A. The type-2 system consists of three members, a collector and
three HUB’s. This system has two token-delay points; one point is the same in type-1
and the other one is located at HUB-C and direction is from member 1 to HUB-A. The
type-3 system consists of three members, a collector and four HUB’s. This system has
three token-delay points; two points are the same in type-2 and the other one is located
at HUB-D and direction is from member 2 to HUB-A.

We will discuss the following topics:

e Average FTRTT,

e Average message length

» Second moment of message lengths, and
o Calculated average message waiting-time.

Recall that it is a difference between a multiple HUB system and a single HUB
system that the multiple HUB system has token-delay points, which are discussed in
subsection 5.1.4. At the points, a token is delayed by data packets. Therefore, we should
employ equation (5.58) for the average total switchover time when we calculate system

parameters.

FTRTT

We discuss the FTRTT and the value plays important roll in the multiple HUB
systems. Figure 5.21 shows the measurement results of type-1 system and the statistics

for the measurement are summarized in Table 5.7. There are three values which are 70,
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78, and 86 s, and other values do not exist. Figure 5.25 shows the measurement results
of type-2 system and the statistics for the measurement are summarized in Table 5.9.
There are two values which are 86 and 94 us, and other values do not exist. Figure 5.29
shows the measurement results of type-3 and the statistics for the measurement are
summarized in Table 5.11. There are two values which are 101 and 109 ps, and other
values do not exist. In the above results, those values are discrete and the intervals
between the values are 8 ps. These discrete values do not impact our calculation
because the interval of these two values is too smaller than the average value.

We will calculate the average message length and the average message transfer
time with these average FTRTT’s. The differences of the average FTRTT of type-1,
type-2, and type3 from that of the single HUB system are 14.2, 28.2, and 43.0 ps,

respectively.

System parameters

We summarize system parameters of the multiple HUB system under

measuring in Table 5.6. When we calculate a system parameter, we use the following

values:
Table 5.6:
System parameters of multiple HUB systems.
Value
Parameter
Type-1 Type-2 Type-3

Number of members: N 3 3 3
Number of token delay points: D 1 2 3
Transmitting period of a bit to a line: §,,,, 10 ns 10 ns 10 ns
11872 bits 11872 bits 11872 bits

Maximum DCP payload length: P,
(1484 bytes) | (1484 bytes) | (1484 bytes)
240 bits 240 bits 240 bits

Minimum DCP payload length: 2.
(30 bytes) (30 bytes) (30 bytes)
Average FTRTT: F 76.6 ps 90.7ps | 1049 ps
Header length: L,, 336 bits 336 bits 336 bits
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The average and second moment of message length

We measured message lengths at member 1. We calculate the average message
length and the second moment of message lengths under the system parameters which
are summarized in Table 5.6. The average message length is calculated with equations
(5.47), (5.55), and (5.58). The second moment of message length is calculated with the
calculated results of the average message lengths, equations (5.56) and (5.48).

The measured message lengths of type-1 system are summarized in Table 5.8.
The average message length of measured values and calculated results are displayed in
Figure 5.22. In the similar fashion, Figure 5.23 shows the second moment of message
lengths. The measurement message lengths of type-2 system are summarized in Table
5.10. The average message length of measured values and calculated results are
displayed in Figure 5.26. In the similar fashion, Figure 5.27 shows the second moment
of message lengths. The measurement message lengths of type-3 system are
summarized in Table 5.12. The average message length of measured values and
calculated results are displayed in Figure 5.30. In the similar fashion, Figure 5.31 shows
the second moment of message lengths. In the figures, the solid curve, squares, and the
dashed curve display the calculated result, measured values, and the calculated result of

the single HUB system. And the vertical dotted line displays the instability arrival rate

that is calculated by the stability condition equations (5.45), (5.31), N=3, and s=10ns.
We find a kink of the calculated result at L=1484 bytes in the figure. The kink
comes from a large variation of the average service time. Recall equation (5.55) that is

the average service time, which is

. (Lhd [mod(Z: 15 ‘L:nax )+ 1] + 1) .

=5,
Line
L

The average service time is largely varied from L=P, to L=P,_ +1 and the kink is

induced by this variation. The calculation results are in good agreements with
measurement results without a range over 10000 bytes. The model well explains these
systems below 10000 bytes. In a range over 10000 bytes, the result is not in agreement.
Our model has no limit of message lengths but an actual DCP system has a limit
message length to serve at one time. In the range, the length frequently exceeds the

limited value. In this measurement, the limit value is 22260 bytes. When a message
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length is longer than the limit value, messages exceeded the limit are left and those are
serviced at the next token arrival. Therefore, the measured result is longer than
calculated result. The difference is not a problem when we design a system because, in
this case, a required buffer size is too large to design a system, then we should not
design a system used in the range.

Here, we would consider about the effect of the number of token-delay points.
Recall equation (5.28) that is an average message length, and we rewrite the equation
with equation (5.55), thus

L= /I{SL,"L, [N-I—‘"" + D(Pma"‘ ~ P )]+ F} s (Pra
1-As,, N |

Line

<L)

This equation shows that the part of s, D(P,,. — P,.. ) plays as the average FTRTT.

Therefore, if the number of token-delay points increases by one, the average increases

by Sl,ine (P - F,

max min

). In this system, this value is 116.32 psec. This effect is larger than

an effect of differences of average FTRTT’s from the single HUB system. Therefore, it
is concluded that the performance of the multiple HUB system is dominantly decided by
the number of token-delay points. In other words, we should design the network to
minimize the number of HUB’s because the number of token delay points nearly equal
to the number of HUB’s.

These results lead us to the conclusion that the system can be designed by the

quantitative approach.

Average transfer time

We can not measure transfer times in our system by a technical problem,
because a length of messages arrived to members is too short to stamp time information.
However the average transfer time is one of important parameters when we design a
DCP system. We pointed out that the model well explains the multiple HUB system.
Therefore, we consider that an average transfer time can be calculated with the
calculated result of the average message length, equations (5.49), (5.55), and (5.56)
under the system parameters that are summarized in Table 5.6. Figure 5.24 shows the
calculated average transfer time of type-1 system. Figure 5.28 shows the calculated
average ftransfer time of type-2 system. Figure 5.32 shows the calculated average

transfer time of type-3 system.
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Figure 5.21: Measured FTRTT of type-1 system.

The normalized frequency is a frequency divided by the number of samples.

Table 5.7:
Measured FTRTT’s of type-1 system.

Average [usec] | Variance [usec’] | Number of samples

76.7 6.3 65535

Table 5.8:

i Measured message lengths of type-1 system.

Arrival rate Average Standard Second Number

: A [Mbit/s] [byte] deviation [byte] | moment [byte’] | of samples
5 59.6 12.6 37073 64872
10 160.1 227 26156.2 64872
15 364.5 38.1 134338.1 64872
20 1000.1 76.2 1006049.3 64872
25 2685.6 112.0 7224712.8 34173
30 12343.2 389.3 152505810.7 7204
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The solid curve displays the calculated average message length, the dashed curve displays the calculated
result of the single HUB system for comparing, closed squares display the data points together with the

associated error bars, and the vertical dotted line displays the instability input rate.
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Figure 5.22: Average message length of type 1.
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Figure 5.23: Second moment of message lengths of type-1 system.
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The solid curve displays the calculated average message length, closed squares display the data points,

and the vertical dotted line displays the instability input rate.
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Figure 5.24: Average transfer time of type-1 system.
The solid curve displays a calculated average transfer time, the dashed curve displays the calculated result

of the single HUB system for comparing, and the vertical dotted line displays the instability input rate.
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Figure 5.25: Measured FTRTT of type-2 system.

The normalized frequency is a frequency divided by the number of samples.

Table 5.9:

Measured FTRTT’s of type-2 system.

Average [psec]

Variance [psec’]

Number of samples

90.7 12.9 65535
Table 5.10:
Measured message lengths of type-2 system.
Arrival rate | Average Standard Second Number
A [Mbit/s] [byte] deviation [byte’] | moment [byte’] | of samples
5 73.7 14.0 5625.6 64872
10 223.1 27.5 50528.2 64872
15 684.9 59.3 472565.3 64872
20 2159.0 89.1 4669396.0 34317
25 4715.7 151.9 22260434.2 16998
30 20856.8 524.5 435279981.0 4142
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Figure 5.26: Average message length of type-2.

The solid curve displays the calculated average message length, the dashed curve displays the calculated
result of the single HUB system for comparing, closed squares display the data points together with the
associated error bars, and the vertical dotted line displays the instability input rate.
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Figure 5.27: Second moment of message lengths of type-2 system.
The solid curve displays the calculated average message length, closed squares display the data points,

and the vertical dotted line displays the instability input rate.
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Figure 5.28: Average transfer time of type-2 system.
The solid curve displays a calculated average transfer time, the dashed curve displays the calculated result

of the single HUB system for comparing, and the vertical dotted line displays the instability input rate.
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Figure 5.29: Measured FTRTT of type 3.
The normalized frequency is a frequency divided by the number of samples.
Table 5.11:
Measured FTRTT’s of type-3 system.
Average [psec] | Variance [usec”] Number of samples
104.9 15.0 65535
Table 5.12:
Measured message lengths of type-3 system.
Arrival rate Average Standard Second Number
A [Mbit/s] [byte] deviation [byte] | moment [byte’] | of samples

5 89.8 15.6 8301.3 64872

10 3184 34.1 102516.8 64872

] 15 1621.7 73.9 2635349.2 34822

' 20 3064.6 110.0 9403468.4 24282

: 25 6589.6 175.3 43452975.4 13332
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Figure 5.30: Average message length of type-3.

The solid curve displays the calculated average message length, the dashed curve displays the calculated

result of the single HUB system for comparing, closed squares display the data points together with the

associated error bars, and the vertical dotted line displays the instability input rate.
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Figure 5.31: Second moment of message lengths of type-3 system.
The solid curve displays the calculated average message length, closed squares display the data points,

and the vertical dotted line displays the instability input rate.
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Figure 5.32: Average transfer time of type-3 system.
The solid curve displays a calculated average transfer time, the dashed curve displays the calculated result

of the single HUB system for comparing, and the vertical dotted line displays the instability input rate.
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5.2.4 Scalability

In this subsection, we discuss scalability of DCP. It is the scalability that the
system can be constructed without a dependence on its size. In our model, the size is
represented in the equations by the average FTRTT, the number of token-delay points,
and the number of members. The average FTRTT and the number of token-delay points
are verified in earlier subsections. One parameter has not verified yet, which is the

number of members. We analyze system performance with variation of the parameter.

5.4.1 Overview

Figure 5.33 shows a test bed system that consists of six members, a collector,

and three HUB’s.

Member 1

Data generator

Data generator
_ Collector

Member

Data generator

'

HUB-C
DCP Network

Member 6

A

Data generator

'

Figure 5.33: Test bed for scalability test.
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This network topology is equivalent to that of type 2 in previous subsection
and there are two token-delay points. In this measurement, the data generators generate
Poisson arrival processes and all arrival rates are . A data generator generates data and
the data are sent to a member. The member transmits the data to the collector via HUB’s,
The HUB specifications are the same in the previous subsection, which are shown in
Table 5.5. We measure three systems: a system that is named X4 system consists of four
members (1-4), a system that is named X5 system consists of five members (1-5),and a
system that is named X6 system consists of five members (1-6). In this subsection, we
discuss the following topics:

e Average FTRTT,
s Average message length,
e Second moment of message lengths, and

¢ Calculated average transfer time.

FTRTT

Figure 5.34 shows the measurement results of X4 system and these statistical
values are summarized in Table 5.14. There are two values which are 109 and 117 s,
and other values do not exist. Figure 5.38 shows the measurement results of X5 system
and these statistical values are summarized in Table 5.16. There are two values which
are 132 and 140 us, and other values do not exist. Figure 5.42 shows the measurement
results of X6 system and these statistical values are summarized in Table 5.18. There
are three values which are 148, 156, and 163 s, and other values do not exist. These
values are discrete and the intervals between the values are 8 or 7 ps. These discrete
values do not impact our calculation because the interval of these two values is too

smaller than the average value.

System parameters

We summarize system parameters of the system under measuring in Table 5.13.

When we calculate a system parameter, we use the following values:
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Table 5.13:

System parameters.

Value
Parameter
X4 X5 X6
Number of members: ¥ 4 5 6
Number of token delay points: D 2 2 2
Transmitting period of a bit to a line: §,,,, 10 ns 10 ns 10 ns

11872 bits 11872 bits 11872 bits

Maximum DCP payload length: P
(1484 bytes) | (1484 bytes) | (1484 bytes)

max

240 bits 240 bits 240 bits

Minimum DCP payload length: P,
(30 bytes) (30 bytes) (30 bytes)
Average FTRTT: 7 112.6 us 133.6 ps 154.6 ps
Variance of FTRTT’s: 0'”2 15.0 ps? 10.3 ps? 4.8 s’
Header length: L, 336 bits 336 bits 336 bits

Average and second moment of message lengths

We measured the average message length at member 1. We calculate the
average message length and the second moment of message lengths based on the
parameters listed in Table 5.13. The average message length is calculated with the
equations (5.47), (5.55) and (5.58). The second moment of message lengths is
calculated with the calculated result of the average message length, equations (5.56) and
(5.48).

The measured message lengths of X4 system are summarized in Table 5.15.
The average message length of measured values and calculated results are displayed in
Figure 5.35. In the similar fashion, shows the second moment displayed in Figure 5.34.
The measured message lengths of XS5 system are summarized in Table 5.17. The
average message length of measured values and calculated results are displayed in
Figure 5.39. In the similar fashion, shows the second moment displayed in Figure 5.38.
The measured message lengths of X6 system are summarized in Table 5.19. The

average message length of measured values and calculated results are displayed in
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Figure 5.42. In the similar fashion, shows the second moment displayed in Figure 5.41.
In these figures the solid curve, and closed squares display the calculated results, and
measured values, respectively. And the dotted vertical line displays the instability

arrival rate that is calculated by the stability condition equation (5.45), definition (5.31),

E:lOns, and N=4, 5, or 6. We find a kink of the calculated result at L=1484 bytes in
the figures. Its reason comes from a large variation of the average service time, which is
the same reason in a multiple HUB system. The calculation results are in good
agreements with measurement results without a range over 10000 bytes. The reason is
the same of a multiple HUB system. The differences are not problems when we design a
system, which is discussed in the previous subsection.

These results lead us to the conclusion that the system can be designed by the

quantitative approach.

Average transfer time

We can not measure transfer times in our system by technical problems
because a length of messages arrived to members is too short to stamp time information.
However the average transfer time is one of important parameters when we design a
DCP system. We pointed out that the model well explains the system. Therefore, we
consider that the average transfer time can be calculated with the calculated result of the
average message lengths, the equations (5.55), and (5.56) based on the parameters listed
in Table 5.13. Figure 5.37 shows the calculated average transfer time of X4 system.
Figure 5.41 shows the calculated average transfer time of X5 system. Figure 5.45 shows
the calculated average transfer time of X6 system. In these figures the solid curve

displays the calculated result. And the dotted vertical line displays the instability arrival

rate that is calculated by the equations (5.45), (5.31), s =10ns, and N=4, 5, or 6.
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Figure 5.34: Measured FTRTT of X4 system.
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The normalized frequency is a frequency divided by the number of samples.

Table 5.14:

Measured FTRTT’s of X4 system.

Average [usec]

Variance [usecz]

Number of samples

112.6 15.0 65535
Table 5.15:
Measured message lengths of X4 system.

Arrival rate | Average Standard Second Number

A [Mbit/s] [byte] deviation [byte] | moment [byte’] | of samples
2.5 41.4 22.9 2234.7 49164
5.0 100.1 35.2 11247.0 48713
7.5 190.8 34.8 37625.2 48240
10.0 353.4 35.5 126139.1 47868
12.5 719.0 58.9 520269.1 47466
15.0 1757.3 80.4 3094576.5 24488
17.5 2771.3 109.2 7691730.3 24016
20.0 5295.4 173.6 28070979.5 11987
22.5 16713.7 585.8 279689440.1 3739
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Figure 5.35: Average message length of X4 system.

The solid curve displays the calculated average message length, closed squares display the data points

together with the associated error bars, and the vertical dotted line displays the instability input rate.
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Figure 5.36: Second moment of message lengths of X4 system.
The solid curve displays the calculated average message length, closed squares display the data points,

and the vertical dotted line displays the instability input rate.
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Figure 5.37:  Average transfer time of X4 system.
The solid curve displays a calculated average transfer time, and the vertical dotted line displays the

instability input rate.
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Figure 5.38: Measured FTRTT of X5 system.

The normalized frequency is a frequency divided by the number of samples.

Table 5.16:
Measured FTRTT’s of X5 system.

Average [psec] | Variance [psec®] | Number of samples

133.6 10.3 65535
Table 5.17:
Measured message lengths of X5 system.

Arrival rate | Average Standard Second Number

A [Mbit/s] [byte] deviation [byte] | moment [byte?] | of samples
2.5 50.7 24.0 3147.4 49228
5.0 129.4 - 555 19820.3 48739
7.5 264.5 27.9 70707.3 48270
10.0 569.1 47.2 326105.0 47930
12.5 1673.2 79.2 2805705.0 24669
15.0 3237.9 125.6 110499702.3 16339
17.5 9689.9 310.0 93990160.3 6724
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Figure 5.39: Average message length of X5 system. |
The solid curve displays the calculated average message length, closed squares display the data points
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together with the associated error bars, and the vertical dotted line displays the instability input rate. |
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Figure 5.40: Second moment of message lengths of X5 system.
The solid curve displays the calculated average message length, closed squares display the data points,

and the vertical dotted line displays the instability input rate.
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Figure 5.41: Average transfer time of X5 system.
The solid curve displays a calculated average transfer time, and the vertical dotted line displays the

instability input rate.
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Figure 5.42: Measured FTRTT of X6 system.

The normalized frequency is a frequency divided by the number of samples.

Table 5.18:
Measured FTRTT’s of X6 system.

Average [pusec] | Variance [psec’] | Number of samples

154.6 4.8 65535
Table 5.19:
Measured message lengths of X6 system.
Arrival rate | Average Standard Second Number
A [Mbit/s] [byte] deviation [byte] | moment [bytez] of samples
2.5 60.8 25.2 43304 49327
5.0 162.6 453 28478.4 48843
7.5 366.9 34.0 134421.1 48359
10.0 1016.3 70.0 1037660.0 47982
12.5 2723.6 115.8 7431116.0 24338
15.0 12830.6 437.0 164815038.0 5146
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Figure 5.43: Average message length of X6 system.
The solid curve displays the calculated average message length, closed squares display the data points

together with the associated error bars, and the vertical dotted line displays the instability input rate.

1.0E+11

1.0E+10

:

Second moment of message lengths: £° [byte®]
5 :
g

N

&

:

é

:

1.0E+03 L

0 5 10 16 20 25 30 35
Arrival rate: A [Mbit/s] ¥

Figure 5.44: Second moment of message lengths of X6 system.
The solid curve displays the calculated average message length, closed squares display the data points,

and the vertical dotted line displays the instability input rate.
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Figure 5.45: Average transfer time of X6 system.
The solid curve displays a calculated average transfer time, and the vertical dotted line displays the

instability input rate.
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5.3 Comparison of DCP and TCP

In this section, we compare DCP and TCP in terms of their performance. In
order to compare them, we measured data transfer rate variations at a receiver when
many senders transmit data to the receiver. In the first subsection, we discuss the
transfer variations of a DCP system. In the second subsection, we discuss the variation
of a TCP system. In the last subsection, we compare those results and point out the DCP

system is more suitable for the DAQ system than the TCP system.

5.3.1 DCP

The test bed of this measurement is shown in Figure 5.46, which consists of
three members, a collector, and a HUB. The member is implemented by hardware and
the collector is implemented by software. This system is the identical system that is
measured and analyzed in section 5.2 but the manner of data generation of data
generator in members is different. Each member transfers data in a size 100 Mbytes to
the collector as fast as possible and these data aggregate at the HUB. We used two
different HUB’s, these specifications are summarized as Table 5.20. There is not a large

difference.

Member 0 &

Member 1
Collector

or

Member 2 receiver

Figure 5.46: Test bed for the DCP measurement.
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Table 5.20:
Summary of HUB specifications.

HUB-A HUB-B
Model BUFFALO LSW10/100-5P | COREGA FSW-8A
Frame switching mechanism Store and forward Store and forward
Max forwarding throughput 148810pps (100BASE-T) 148800pps (100BASE-T)
Number of port 5 (RJ45) 8 (R]45)
MAC addtess table size 4096 2000
Packet buffer size (byte) 128K 128K
Physical charactetistics (mm) 105(W) x 79(D) x 26(H) 177(W) x 133(D) x 31(H)
Weight (g) 145 330

The results are shown in Figures 5.47 and 5.48. We can find that transfer rate
variations are decreases extremely every about 1 s. The decreases are due to a kernel of

Linux OS and then this behavior is not observed at the FPGA card.
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Figure 5.48: DCP transfer rate variation with HUB-B.
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5.3.2 TCP

The test bed of this measurement is shown in Figure 5.49, which consists of
three senders, a receiver, and a HUB. The senders and a receiver are PC’s. These PC
specifications are summarized in Table 5.21. We make up programs based on a Linux

OS for the measurement with socket functions.

Sender 0
Sender 1
Receiver
Sender 2
Figure 5.49: Test bed for the TCP measurement.
Table 5.21:
Specifications of PC’s
CPU RAM Linux kernel version
Sender 0 | Celeron 1.3 GHz | 128 Mbyte 2.6
Sender 1 | Celeron 2.6 GHz | 256 Mbyte 2.6
Sender 2 | Celeron 2.0 GHz | 512 Mbyte 2.4
Receiver | Celeron 1.0 GHz | 256 Mbyte 2.4

In order to measure under the same condition of the DCP performance
measurement, each sender transfers data in a size 100 Mbytes to the receiver as fast as

possible and the receiver transmits only control packets to senders.
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Figure 5.51: TCP transfer variation with HUB-B.
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Figures 5.50 and 5.51 show results obtained with HUB-A and HUB-B,
respectively. The transfer rate variations are very large and transfer behavior is different
from each other. The behavior depends on HUB’s and is complicated. And these results
show that the TCP transfer behavior strongly depends on characteristics of network
devices such as a HUB. The main reason of these complicated behaviors comes from a
re-transmission mechanism of TCP. The TCP executes a best-effort transfer and all
senders try to independently transmit data simultaneously. Since data can not be
simultaneously transferred, the transfer induces packet losses at a HUB and re-
transmissions occur in order to recover lost data. In consequence, these independent re-

transmissions make complicated behavior.

3.3.3 Comparison

In the case of TCP, three active flows compete for a bandwidth. The protocol
has a strong dependence on HUB’s in spite of similar specification (see Table 5.20) as
long as quoted by the manufacturers. This result shows that the packet switching
behavior depends on internal structures of switches. It is difficult for predicting or
evaluating the performance. Since TCP has a strong dependence on HUB’s and the data
transfer behavior is complicated, the performance prediction is not straightforward.

In contrast to TCP, data transfer behavior of DCP is quite simple. It does not
have strong dependence on switches and we can predict the performance with queuing
theory. Since the token passing mechanism keeps fairness transfer among senders, all
transfer rate variations are to be the same.

As discussed above, we can conclude that DCP is more suitable protocol for

the DAQ system than TCP.
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Chapter 6

Extension

In this chapter, we discuss extension of DCP. First we discuss criteria to
achieve high performance in a DCP network. In the next three sections, techniques to
construct a large scale DCP network system are discussed. In the last section, we
introduce one of applications for a HEP DAQ system, which is COPPER (COmmon
Pipelined Platform for Electronics Readout) [1][2].

6.1 Criteria to achieve high performance in a DCP network

In this section, we discuss criteria to achieve high performance in a DCP
network. Since a member has not a method to control a transmission rate of packets, a
member effort to use a maximum bandwidth that is decided by their network interface
specification when the member transmits data packets. Therefore, we should carefully
design a network to achieve high performance. It is the criterion that an interface rate of
a member is equal or smaller than all ones along the path to a collector and all members

should satisfy this criterion.

Member (0)

Collector
Member (1)

Member (2)

Member (3)

Figure 6.1: DCP system
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Next, we consider the DCP system that consists of four members for example.
The system under consideration is shown in Figure 6.1, where M, H and C denote
interface rates and each L represent a line rate. There are four members, two HUB’s and
a collector. If a line is connected to different interface rates, its rate is selected a smaller
one. Therefore, L; (0<i<5) are
L =min(M,,H,), i=0]1273
L, =min(H,,H,)
Ly =min(H,,C,)"
We use these representation and the criteria are
L, <min(L,,L;), i=0,1273.
If those criteria are not satisfied, congestion occurs and packet losses are

induced.

6.2 Multiple group system

In an event builder, a detector subsystem transmits data to two or more event
processors. The multiple DCP group system is useful for this case. We would discuss an
NxM event-builder that consists of N detector subsystems and M event processors. In

this system, the subsystem transmits event fragment data to M event-processors.

Detector

subsystem (1) Event processor (1)

Detector
subsystem (2)

Event processor (2)

Bvent processor (A)

Detector
subsystem (N)

Fig. 6.2: NxM event-builder.

Figure 6.2 shows an NxM event-builder. A detector subsystem transmits an

event-fragment data to a selected event processor among M event processors. The
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selection rule of event processors depends on the system design, for example, the
processor is selected in cyclic by the event-number of the event-fragment data.

We discuss a method of a system realization with DCP. Since a DCP token-
ring is logical ring, we are abele to logically establish multiple token-rings in a shared
network, which is a multiple group system. We will apply a multiple group method to
an NxM event-builder.

Recall a definition of a DCP group, which is defined in chapter 3. All
collectors and members should belong to a group. DCP avoids a packet loss with a
token passing mechanism that arbitrates members to transmit data to the collector. If a
collector or members belongs to two or more rings, DCP is not able to control members
to transmit data to the collector. Therefore, all collectors and members should select just
one belonged group.

Since a member belongs to the only one group, a detector subsystem needs to
have M members for realizing the NxM event-builder. These are named a DCP

member-cluster.

DCP member-cluster

//\( —\rﬁ\

»  Member of group 1 >
Event -/ Arbiter
Detector distributor ( h Network
subsystem »  Memberofgroup2 | interface
P < >
\_ J

F 3
\ 4

—
{ Member of group M
\L / J J

Figure 6.3: DCP member-cluster

Figure 6.3 shows a DCP member-cluster that consists of an event distributor,
an arbiter, and M members. The event distributor distributes event-fragment data to
members from the detector subsystem with a rule that depends on the system design.
The members belongs to a different group each other. Since a cluster has one network

interface, the interface is shared by members and two or more members can not use the
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interface simultaneously. The arbiter distributes a received and a transmitting packet.
Received packets are identified by a group-number in a DCP header and members filter
other group’s packets with the group-number.

Next, we discuss criteria to achieve high performance in the multiple group
system. In the previous section, we discussed the criteria to achieve high performance in
a single group system. We extend this idea to a multiple group system. In the multiple
group system, two or more groups would use the same line in the multiple group system.

Therefore, additional criteria are required.

Member-cluster

Collector (1)
© —

Member-cluster

)

Member-cluster

)

Member-luster

€)

Collector (2)

Figure 6.4: 4x2 DCP system

Figure 6.4 shows a 4x2 DCP system and M, H and C denote interface rates and
each L represent a line rate. The system consists of four members, two collectors and
two HUB’s. Collector 1 and 2 belong to group 1 and 2, respectively. All member-
clusters have two members which belong to group 1 and 2. We have known the criteria
of a single group system, which is

L, <min(L,,Ls,L;), i=0]123.

Here, L; (0<i<6) are line rates as follows:

L =min(M,,H,), i=0,1,23;
L, =min(H,,H,),
L, =min(H,,C,),
L, =min(H,,C,).
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The difference from the single group system is that two groups use the same
line such as Ls. Since these two groups independently run, L4 should additionally satisfy

the following criteria,

i=0,i#j

LyzL + m;x(L,)
/

L= mE})X(L,»)

Figure 6.5 shows data transfers in this system. The straight a line arrow and a

broken arrow display packets of member 1 and 2, respectively.

Collector Collector Membes-cluster ~ Member-cluster ~ Member-cluster  Member-cluster
1

Figure 6.5: Data transfer in the multi group system.

In this system, two sequences of token passing are the same direction and
sequence among member-clusters but these are not requirements for the sequences.

Therefore, we can define any sequence of a token passing.
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6.3 Multiple DCP network system

In a large scale DAQ system, there are many members. In this case, workloads
of collectors increase. It is difficult to satisfy criteria to achieve high performance.

A multiple DCP network is most chance to solve the problems. Since the
network is hierarchically constructed by multiple DCP networks, the workloads of
collectors are distributed and we can easily design networks.

We discuss a multiple DCP network and limit discussion about one group
systems for simplicity. The multiple DCP network is a method to hierarchically collect

data from many members.

Collector Member
of group 1 of group 4
- \ 7
Members ’
of group 1 Member
of group 4
~ Collector .
of group 2 Collector
' \ of group 4
Members
of group 2
~ Collector
for 3
- ot group | D : Collector
Members [> : Aggregator
f ot 3
ot grovp Member [\ :Member
~ far 4 \
of group AN

Figure 6.6: Multiple DCP network system

Figure 6.6 shows a multiple DCP network system that consists of four DCP
groups. An aggregator has both a member and a collector function, and collects
upstream data from members and transmits the data to down stream collector. This
system collects many sources from members by two steps. At the first step, source data
from members of groups 1 through 3 are collected by collectors of group 1, 2, and 3 in
aggregators. At the second step, these aggregated data are collected again in group 4.

We can construct a distributed workload system with this method. It is possible

to extend this method to a multiple group system.
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6.4 Wide-area DCP network system

In this section, we would discuss problems of a wide-area DCP network system.
Recently a size of DAQ systems is becoming large and devices of the system are
located in a wide-area. An example of a wide-area DCP network is shown in F igure 6.7.
There are many members and collectors. Moreover, the collectors are located far from
members. Members and a collector of group i (0<i<18) are represented by members i

and collector 7, respectively.

]i[ Collector 0

D Collector 8

’_.—l Collector 9..18

Members 0

Membets 8 { :
[

\\I.(mg distance

©

Members 9 : Gigabit Ethernet
. : Fast Ethernet
. - : Ethernet
) :Et t HUB
Members 18 ietne
:LAN

Figure 6.7: A large scale DCP network.

In wide-area DCP network system as this example, it is afraid that system
performance decreases for growths of average FTRTT’s, the numbers of token-delay
points, and delay of data acknowledgement from collectors to members.

We would discuss methods to achieve high performance in the network. First,
we discuss a growth of average FTRTT’s, the numbers of token-delay points. Recall the
following facts.

o  The collectors do not pass token packets.
* The average FTRTT is decided by delays of a token passing.
o The number of token-delay points relates with the number of HUB’s.

Therefore, the long distances between members and collectors do not impact

on performance by the first fact. However, we should design to minimize average
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FIRTT’s and the number of token-delay points by the second and third facts. Since
these two parameters relate with the number of HUB’s which is passed by a token
packet, we can find that we should design the network to minimize the number of HUB.

Next, we discuss an effect of delay of data acknowledgement. Since DCP
adopts a sliding window mechanism for data transfers and the mechanism effectively
work under this condition, the delay of data acknowledgement do not seriously impact
on the performance.

The example network is designed to achieve high performance. All logical
token-ring are in a small LAN for minimizing these FTRTT and the number of token-
delay points. The collectors are located far from members but these long distances do
not impact on performance. As this example, we can construct a wide-area DCP
network and highly efficient data transfer by DCP without complicated traffic

engineering as IP networks.

6.5 Application to a HEP experiment

In this section, we discuss an application of DCP to a HEP experiment. The
accuracy of HEP measurements becomes more and more precise. In order to improve
accuracy of measurements, devices which have fine granularity are developed and many
systems have many channels of detectors. In these systems, since a ratio of the number
of effective channels and the total number of channels decreases, we need effectively
collect data from many sources more than old systems. DCP has a suitable function to
effectively collect data from many channels and we adopt DCP for these system.

However, DCP provides an only data transfer function and does not directly
process signals from detectors. Therefore, we need an equipment to integrate DCP with
front-end devices.

In order to integrate with front-end devices, an electronics readout platform for
HEP and nuclear physics experiments is developed at KEK, which is called a COPPER
[1] [2]. We apply DCP to a COPPER system. COPPER is a modularized platform and
the size of a module is the same size of a single VME 9U board. The module consists of
sub-modules and realizes various functions by the platform.

Figure 6.8 and Figure 6.9 show a simplified block diagram and photograph of a

COPPER module, respectively. There are seven sub-module slots, which are four A/D
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card slots and three PMC card slots which are used for a processor, a trigger, and an
application module. The sub-modules are connected via a PCI bus or an original bus,
there are two slot types for sub-modules, one is a PCI Mezzanine Card (PMC) [3] type
and the other one is an original type. An original-type sub-module is used for an A/D
card that is a front-end device such as an Analog-to-Digital-Converter (ADC) and
digitizes signals from detectors.

We implement a DCP member on a PMC card as one of the application
modules, which is called a DCP network interface card whose photograph is shown in
Figure 6.10. The card enables a CPU-less system or reduces a CPU workload. Figure
6.11 shows a block diagram of the DCP network interface card that consists of an FPGA,
a FIFO memory, an Ethernet controller, a transformer, and a RJ45 connector.

The DCP network interface card is viewed as a FIFO card from other cards or
devices which are connected via the PCI bus. When a device transfers data via the
network interface card, the device writes data to the card as a FIFO memory. By this
way, the device can transfer data via a DCP network without a processing of network
protocols. Therefore, the processing workload of network protocols is reduced and the
devices can assign their resources to other tasks, for example, data reduction, data

compression, and so on.

COPPER module

A/D card

Processor
card

Trgger card

Application
card

Bus bridge

s[eudis T01993(]
A

P A/D card

snq oo rewiSnQ
snq [Dd

Figure 6.8: A simplified block diagram of a COPPER module.
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Figure 6.9: Photograph of a COPPER module
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Figure 6.10: Photograph of a DCP network interface card
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Figure 6.11: Block diagram of a DCP network interface card
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Chapter 7

Summary

A network-based DAQ system has been used in high energy physics
experiments. Many systems adopt a standard network and a standard reliable protocol.

We pointed out that a DAQ system had unique data flows: in the DAQ system,
since an event processor collects event-fragment data from detector subsystems, the
detector subsystems could transmit event-fragment data to the event processor at the
same time. This situation is not considered in a general network because it rarely occurs
in the networks. Therefore, the data flow induces packet losses with a standard reliable
protocol in the network. We pointed out that the packet loss made difficulties with a
quantitative network design. A standard reliable protocol detects a packet loss at the
receiving side and tries to recover the lost data with re-transmissions. Since the protocol
efforts to recover errors which are caused of the data transfer under various network
conditions, the protocol needs complicated processes, and, then, the behavior becomes
entangled. Therefore the packet loss and its behavior in packet switching devices under
aggregating many sources are too complicated to predict and moreover its recovery
mechanism makes the behavior prediction to be difficult, which makes a performance
prediction of data transfer to be unreliable. We can not quantitatively design a network
of a DAQ system with a standard reliable protocol, which is a serious problem because
it makes to be difficult to design a DAQ system in satisfying requirements of the
experiment.

We have developed a new communication network protocol (DCP) for a data
acquisition system of HEP experiments, which enables to quantitatively design a
network of a DAQ system. The main idea of DCP is to avoid a packet loss with a simple
mechanism that is a token passing mechanism because the difficulties with a

quantitative network design come from packet losses in a network. By the simple
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mechanism, we can easily analyze a performance of DCP with the polling model in
queuing theory. Since the polling model is mathematically simplified model, we applied
the model to a DCP system and modified equations of the polling model.

DCP has also reliable data delivery. For a reliable data delivery, we introduced
a sliding window mechanism that enables to efficiently transfer data. That realizes
reliable data delivery in high efficiency. Since our introduced mechanisms are very
simple, a total workload of each station is light. We demonstrated the light workload
with implementation on a small hardware device.

DCP has the following features.

* Independence from the physical and network layers
* Reliable data delivery

e Scalability

* Quantitative network design

e Light workload

As the above features, DCP has not only reliable delivery as standard protocols
but also it enable to quantitatively design the network and reduce workload.

To experimentally verify our model, we measured various DCP systems which
are a single HUB system and multiple HUB systems. The single HUB system is the
system that has one HUB. The multiple HUB system is the system that has two or more
HUB’s. These measurement results were in good agreement with expected results by
the modified polling model. We demonstrated that the DCP network could be
quantitatively designed with the model. We also measured scalability of a DCP system.
These measurement results were in good agreement with expected results by the
modified polling model. We demonstrated that a DCP system has not a problem about
system scalability.

We compared DCP and TCP in terms of performance. We measured transfer
rate variations under the situation that a receiver collected data from three senders. The
transfer variations with DCP are very smaller than those of TCP. Therefore, we
concluded that DCP was suitable protocol for the DAQ system.

Since recently the size of DAQ systems are a growth, we discussed also
extension of DCP systems. There are some techniques for the extensions and we

discussed it with examples. A multiple group system is useful for construction an NxM
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DAQ system. A multiple DCP network system enables to hierarchically construct and
overcome difficulties with satisfaction of criteria to achieve high performance. Since
recently a size of DAQ systems is becoming large and devices of the system are located
in a wide-area, we displayed an example of a wide-area DCP network and pointed out
notes in designing the network to achieve high performance. Finally, we demonstrated
an application for high energy physics experiments. In the application, DCP enables to
release a CPU form heavy workload of protocol processes.

From what has been discussed above, we can conclude that we are able to

quantitatively design a high performance DAQ system with DCP.
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Appendix A

Ethernet

In this appendix, we review a brief overview of Ethernet. Ethernet is one of
Local Area Network (LAN) technologies and is standardized by the Institute of
Electrical and Electronics Engineers (IEEE) 802.3 standards committee [1]. At the
present, Ethernet is de facto standard interface for PC’s, computers and telephones of

the IP telephony.

A1l Classical Ethernet

Ethernet was invented by R. Metcalfe and D. Boggs [2] in the early 1970s.
Ethernet have a bus topology, which is shown in Figure A.l. There are two

configuration types.

[ Shared-medium ]

hub

Figure A.1: Bus based LAN
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Figure A.1 (a) shows a shared bus configuration. All computers connect to a shared
coaxial cable through a Network Interface Card (NIC). Figure A.1 (b) shows a shared
hub (HUB) configuration. All computers connect to a shared HUB. The HUB copies a
received packet, and, then, transmits the packet to other ports.

Packets which are transmitted by one NIC can be received by all others. This is
called broad-cast communication. Since packets contain the address of the destination,
only the destination NIC will copy the packet to the main memory of the computer.
Since there is no central coordinator to decide which computer can use the shared
medium, a distributed approach, called Carrier Sense with Multiple Access/Collision
Detection (CSMA/CD), is used. If a NIC wants to transmit a packet, the NIC listens to
the medium to check if there is a transmission in progress — this is called carrier sensing.
If a transmission is in progress, the NIC waits before attempting again.

It is possible, however, for two NIC’s which are far apart in the cable to
attempt a transmission at about the same time, detect a free medium, transmit their
packets and interfere with each other. This interference is called a collision. Ethernet
NIC’s are equipped to detect collisions and stop transmitting a packet when collisions
are detected. NIC’s wait for a randomly selected time period before attempting to re-

transmit their packets.

A.2 Frame format

Figure A.1 shows the basic Ethernet frame format. Every frame’s transmission
is preceded by 64 bits preamble and start frame delimiter during which all other
receivers on the media synchronize with the sender. The destination address leads the
frame and is read by other Ethernet interfaces in real time to determine whether they are
the frame’s intended recipient. The source address carries the identity of the frame’s
source Ethernet interface, and the 64 bit Type field identifies the upper layer protocol
whose data make up the payload. After the payload, the frame terminates with a 32 bit
Frame Check Sequence. This Ethernet frame is called a MAC (Media Access Control)

frame,
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7 Octets Ptreamble
1 Octet Start frame delimiter
6 Octets Destination address
6 Octets Source address Bytes within
N frame transmitted
2 Octets Length / Type top to botftom
46 -1500 Payload
Octets
4 Octets Frame check sequence

Figure A.1: Basic Ethernet frame format.

A.3 Switching HUB

Since Ethernet use a shared medium, there is always one sender. And in the
mechanism, as traffic on an Ethernet network increases, the probability of a collision
increases and the network throughput decreases as more of the bandwidth is spent on
collisions and retransmissions.

In order to solve this problem, a switching HUB is developed. An incoming
frame from a particular station is switched to the appropriate output line to be delivered
to the intended destination. At the same time, other unused lines can be used for
switching other traffic. The switching HUB has several attractive features:

e No change is required to the software or hardware of the attached
devices to convert a bus LAN or a hub LAN to a switched LAN. In the
case of an Ethernet LAN, each attached device continues to use the
Ethernet medium access control protocol to access the LAN. From the
point of view of attached devices, nothing has changed in the access
logic.

e Each attached devices has dedicated capacity equal to that of the entire
original LAN, assuming that the switching HUB has sufficient capacity

to keep up with all attached devices.
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e The switching HUB scales easily. Additional devices can be attached
to the switching HUB by increasing the capacity of the switching HUB
correspondingly.

There are two types of switching HUB’s.

o Store and forward switch: The switch accepts a frame on an input
line, buffers the frame briefly, and then routes the packet to the
appropriate output line.

o Cut through switch: The switch takes advantage of the fact that the
destination address appears at the beginning of the Ethernet frame. The
switch begins repeating the incoming frame onto the appropriate output
line as soon as the switch recognizes the destination address.

The cut-through switch yields the highest possible throughput but at some risk
of propagating bad frames, because the switch is not able to check the FCS before the
transmission. The store and forward switch involves a delay between sender and

receiver but boosts the overall integrity of the network.

A.4 Current Ethernet

Ethernet has high performance and the interface rate is specified up to 10
Gbit/s, as of Dec. 2004. And also various rates are specified; 10 Mbit/s, 100 Mbit/s, 1
Gbit/s, and 10 Gbit/s. The interface specification is very simple and various types are
specified, for example, media types are cuppers and optical fibers. These different
interfaces are easily connected via a HUB. Therefore it is possible that there are
different interfaces and communicates each other in the same network. Ethernet has
sufficiency scalability. There is a limit of the number of connected stations with HUB’s
but Ethernet has various sub specifications for extensions. Since the mechanism of
Ethernet is very simple, the management is also simple. As stated above, since Ethernet
has simple functions, the network has been widely adopted various area. The growth of
Internet occur widespread use LAN technology, many PC’s have an Ethernet interface.
There are very large numbers of firms shipping a great variety of products. Large
volumes and intense competition have combined to force price down. Consequently,

Ethernet devices are very cost effective.
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Appendix B

Polling model

We analyzed a DCP system with a polling model [1] [2] in queuing theory [3].
In this appendix, we derive exact solutions and summarize results of the polling model
with gated service.

In the first section, we define the polling model to consider in this appendix. In
the second section, we discuss queue lengths at the server amival to a node. The
moments of the queue lengths and an average message length served are derived. In the
third section, we derive a queue lengths at service completion of a message is derived.
In the fourth section, we derive an average message waiting-time with the average
queue length at service completion of a message. In the last section, we summarize

notations in this appendix.

B.1 The model

In this section, we introduce the polling model. A basic polling model is a
system of multiple queues accessed by a single server in cyclic order. There are three
types of a service for each node: an exhaustive service, a gated service, and a limited
service. In an exhaustive service system, a queue is served until the queue empties and
then a vacation period begins only when there are no messages in the system. Here, we
call a time interval when the server is either unavailable or idle a vacation period. In a
gated service system, only those messages which are found at the end of a vacation are
served and a vacation period begins when the server finish to serve those messages. The
messages which arrive to the system during the servicing are reserved for service in the
next time. In the limited service system, a server is served until either the queue empties,

or the first fixed number of messages is served. In this appendix, we analyze a polling
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model with gated service, which is used to analysis a DCP system in this thesis. The
following argument is based on the work of O. Hashida [4].

The polling model under consideration is shown in Figure B.1. There N nodes
and a server. These nodes served by the server in cyclic order with gated service. The

queue capacity at each node is infinite. The arrival process of messages at each node is

independent and Poisson random process with arrival rate A .
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l 2
2
A7 s o o 1] M
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Figure B.1: The polling model.

#9PON

In this model, we assume that all probability distribution functions have stationary
probability distribution functions [5]. Therefore, we can define a generating function [5]

of these random variables. The message service time of node i has a probability density

distribution function, P, and has generating function S’ . The random variable of the
message service time of node i is denoted by s,. All message service times are

independent and satisfied the following conditions:

51 = xdP, (x)< o0
0 . (B.1)

—m ]

s} = xzdRs,i (x) <o
0
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Here, s, and 5,* are the first moment and the second moment of the message

service time of node 7, respectively. We note that a first moment of a random variable is
equal to the average value of the variable. The time to move the server from the node i

to node i+1 is called switchover time and has a probability density distribution function,

£, and has generating function U, . This random variable is denoted by u, . All

I

switchover times are independent and satisfied the following conditions:

i, = [P, (x) <o
0 . (B.2)

o0

E = J-xzdP"i (x)<o0
0

Here, u, and u,® are the first moment and the second moment of the switchover time

between node i and node i+1, respectively.

B.2 Queue lengths at the server arrival to a node

In this section, we derive queue lengths at the server arrival to a node. In the
first subsection, we derive a generating function of the queue length at the server arrival
to a node for deriving the first and second moments of the queue length. In the second
subsection we derive the first moments of the queue length with the generating function.
In the last subsection, we derive the second moments of the queue length for deriving an

average message waiting-time.

B.2.1 Generating function

In this section, we derive a generating function of queue lengths at server
arrival to node i, G'i(x1.x, ... Xn), but we can not explicitly derive the generating
function. Therefore, we derive the relationship G'; and Gl and, then, we calculate
moments of the queue lengths in the next subsection with this relationship. The
generating function is defined as follows:

2 @ N
G*'(xlsxza"'st)EZ'"Zg:(jnjv"'fN)Hxih
=0 j:\:;() ” I=1 ' (B.3)
= limELI} x,7 (')}

n—>w
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Here, g,(j,, /. j v) is the probability of queue lengths ofnode /, (1<7 < N), j,, at the

server arrival to node i. E(X ) displays the expectation value of X, which is called the
expectation fanction.

We consider an expectation value in the above equation for deriving the

relationship G*, and G*,-+1. On the other hand, a queue length of node J at the server k-th

arrival to node i, 8/ (k), relates 6" (k) as the following equations.

i+l
O ()=67 () v, (b, +u,), i
giil(j)zvj(bi-i_ul)’ i=]. (B.4)

We can rewrite the expectation value with the above equations as follows:

E{INI y e;:,(k)} _ B M) T 7l )]
k - i
k=1

ki

=E| x v, (b Yo () ka AGEAC )“‘"k(":)] . (BS)

4 :
ki

k#i

- "
_g| [ ka(u,)JE[ MO [, 7 uf)m.(fl,)J
k=l

Next, we calculate the first term of the right-hand side of equation (B.5). Since

the random variables, g, U, are independent variables, the term has a multiple form as

N velu) | _ il v, (1r;) B.6
E /]{:——lek —HE‘xk N ( ' )

On the other hand, the expectation function is rewritten by the definition of generating

functions. Then

(B.7)

Here, P[vk ()= m] is the probability of v, (u,.)= m and we use the fact that an arrival

process of messages is Poisson arrival process. We further calculate equation (B.6) with

equation (B.7) and the result is
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k=1 0
°‘° —yi/{(l—.\}.)
=le B u(y)y . (B.8)
N
—U*,(Zl(l—xk))
EU*i(Z)

This is the final calculated result of the first term of the right-hand side of equation
(B.5).

Next, we calculate the second term of the right-hand side of equation (B.5).

i .
[ () H 0 (k Jvi (b, ):, E ka G; (/‘)E[ﬁ v () ' 9" (1) 9» (2) 0"( )]}

ki k=1

[ "
-F H xk@; (R)E[ﬁ x, v () l Bin (l):”

ki k=l

(B.9)
¥/ 15,5 o Sa0-a,)
e[ s ]

Here, Si*(x) is the x-th convolution S, ®---® S, . The above equation is the final

x—fold
calculated result of the second term of the right-hand side of equation (B.5).

We can calculate equation (B.5) with the results (B.8) and (B.9).
N 7l * " * n f
E[}_I %, QMWJ =U (z)ED_I x5 ()7 ’] . (B.10)
=] *i
This is the final calculated result of equation (B.5). We consider limiting # — oo of the
above equation.

limEm "’J 1imU,-*(z)E[IIx,,""""‘)S,*(Z)ﬂf'(r)]
T M (B.11)

=U, (z)hmE[ xk‘gn(kS (z )9 jl
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The both side of the above equation are the same forms of the generating function
which is defined by equation (B.3). Therefore, we can rewrite the equation with

generating function, thus

G/+1 (xl"x2> ’ >xN)= U;(Z)G:(xn’">S:(Z)""ax/v ) (B.12)
This is the final result, which is the relationship G'iand Gy
B.2.2 The first moment

In this section, we calculate moments of the queue length with the relationship
which is the final result in the previous section. In this subsection, we calculate the first

moment of the queue length of node ; at a server arrival to node i. From the nature of

generating functions, the first moment, :g—’/ (i), which is calculated as follows:

an‘(xlﬁxw'"st)‘

&@ﬂ{% ™ (B.13)
I=1,2,+N /
First, we differentiate equation (B.12):
0G,. _ oU; + 0G, . (B.14)
ox, Ox, | ox,
If i # j then the above equation (B.14) is calculated:
8,G,=4,0,u' )G +Ul| (0,6 )+ 2L 25
' Ox; OH, . (B.15)
= /?‘j (ajU: b'* +U; [( )+ % (a S Xa )]
Here, 0, is differential of x,, 3/dx, , and we use the result as follows:
aM:ﬂ@Um§i~aG+l@Skﬁ) (B.16)
ox, I X,

We obtain the relationship of the first moments with equation (B.15) when i # J:
g,i+)=2u +g,0)+2sg(). (B.17)
Here, we use nature of generating function as follows:

Ui* (1)2 1, aiUi* (1) = E";

G/ (1)=1,0,G/(1)=g,(). (B.18)

We sum equation (B.17) over i = j, j+1,---,i—1. This yields
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g,(0)=2, 3 [Ek 5k g, (k)]. (B.19)

k=

If i=j then equation (B.14) is calculated in a similar fashion:

aS c’iG

3

ox, 0H, . (B.20)
=1,0,UG +40,53,G"

A i il el

8,G,a=2,0,UG +

We obtain the relationship of the first moments with equation (B.15) when i=j:
g,U+D)=4u+2,5,2,()). (B21)
We sum the above equation over i=1,2,--- N . This yields

— N o~ _

=23 | + 502, (). B.22)
k=1

The equation (B.19) and equation (B.22) is summarized with the matrix form

as the following:

-as —an e =2 Y &0 A
—Asi 1=Aysa oo _’123” g2(2) ﬁ:u (B.23)
—AyS1 = Ays2 - 1=, sy gN(N) Ay

The solution of the above equations is an average message length of node i , L

i
because a server processes messages in the queue of node i at the server arrival to node 7.

The solution is

g,()=—k—

k=
TN
1= Ayse” (B-24)
=1
By the above equation (B.24) and equation (B.19), we can find that the first

moment of a queue length of node ; at a server arrival to node 7 is
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i-1

Ej(i)*—-/'{j ) ;;k +Ekl,,(]
k=y

- N _
asSu | (B25)
Uk + N’”'_
I—Z/LS:
=

In this equation, the first term and the second term of right-hand side mean the average

= ﬂj
k=j

number of arrival customers during switchover times and processing times, respectively.
Equations (B.24) and (B.25) are the final results in this subsection. We use the

result in the following subsection.

B.2.3 The second moment

From this subsection, we limit discuss to analysis a symmetric polling system
for simplicity. In this system, all nodes have the same statistics nature and we assume as

the following conditions for 0<i< N :

U =U, (B.26)

By the above assumption, the following equations are satisfied for all 7 in this

system.

£
I
S|

LU =ut,

=5, 57 =5, (B27)

i

“ |

In this subsection, we calculate the second factorial moment of a queue length
of node i at a server arrival to node i, g,),(z)(i), for calculation of an average message
waiting-time in the next section. In the symmetric system, the second factorial moment

g,.,,.(z)(i) is satisfied g,,,.(z)(i) = g because all nodes have the same condition.
From the nature of generating functions, the second factorial moment, gj,k(z) (),
is calculated as follows:

gj,k(Z)(i) = lim aZG’* (xl T 'axN) .

x>l ox .Ox
1=1,2,-4N Ik

(B.28)
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We consider three differential conditions: the first case is j#k, i# j,k; the
second case is i=4k, i # j; and the third case is i= j=k.
In the first case, j#k, i # j,k . The result is
&, i+1)= 2 + dilg, (1 g, 0)
w2l ()
+23lg, )+ g, 0]
(/ls) g(2)+g, m(i)

In the second case, i =k, i # j. The result is

(B.29)

g, i+1)= 24" + 2ug (i)
+ A (25§+s_2)§, (i)
+2s5g,00)
+ (ﬂ,g)zgm
In the third case, i = j =k . The result is
Oi+1)=2u?

w257 (). (B31)
+(1s] g®

Next, we will calculate g®. We sum g Tk (z+l) over applicable 7 and £.

(B.30)

If j+#k, then we sum over g, 2)(i +l) applicable 7 with equations (B.29) and

(B.30).

Zg/kz)H-l Zg,k z+l)+gj,, (]+1)+g!,{ (k-l—l)

i=li#j.k

g,,k(z)(j>+gj,k<2><k)=m‘ma[ S50+ 3, (f)}

eyt flysy
—— —\ N _—
+,12(2S;,+32)Zg,-(i) : (B.32)
i
- X ). ud 2)¢.
+2s] D g, 0+ Y g, M)
i=1i=k i=li=]
N(AE)Zg(l)

The symmetric system satisfies the following condition:
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89=2,70), L=3,0),

N o
2.2.0)= Zg (i)==", (B.33)
i=] J=1

N N

2.8, D))= 2.8 () =22).

We rewrite equation (B.32) with the above notation:
26 0)+ £, 0)= N2 + 22050 + 12N sa 4 ) 241 B4
+ As[ED(k)+ 2O ()] + g(z)[N(AE)Z —2;1}} | '

In the case of j =%, we calculate a sum of g j(z)(i+l) in a similar fashion and

sum g, j(z) (z' + 1) over applicable i with equation (B.31).

ngk i+1)= ngk H‘l)‘*‘gu (k"'l)

=1k

g,,,k(z)(k):N)f;F-l-/ﬁ{ ﬁjgk (i)+ igj(f)]

i=l,i=k i=lji#j

_ —\N _
+/12(2su+s2)zg,(i) : (B.35)
i=1

ms[ S 6,0+ ig,,,.‘”(f)]

=Lk =y
+N (/13)2 g?
Rewriting the above equation with equation (B.33) we have
0= NEWE 422050 + L2 s+ 57 )22 .
$2A550 (k)4 g© [N(/ls) qu] | (530
Next, we sum g_,f(z +1) over applicable £ with equations (B.34) and (B.36).
The result is
250 = N2 + 2208+ L[V 5+ 57 - 2] 8.37)
N5 + g (a5 - 243])r ! ' *
We obtain the final result, ? , to substitute equation (B.37) into equation

(B.36). We have
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o N2 220+ LN s+ 25720
T (1-Nasfi+ 2s)
v AU M+ 43) -1 (B38)
1-Nis 1-NAs
(1~ Nasf1+4s)

()= g? —g, by the definition.

We note that the second factorial moment has a relation, g

B.3 Queue lengths at service completion of a message

In this section, we derive the first moment of a queue length of node i at
service completion of a message of node i. In order to derive that moment, first, we
derive a generating function of the queue length. Second, we derive the first moment

with the generating function.

B.3.1 Generating function

In this subsection, we derive the generating function of the queue length of
node j at service completion of a message. This generating function Q; (x1 3 X5 -,xN), is

defined by
* N () i
0) (xl,xz,---,xN)EE(Hlef “j. (B.39)
J=]

Here, fj(.’")(i) is a queue length of node j at the time ¢, when is the service

completion time of m-th message in the queue of node 7 at the server arrival to node i.

We consider the queue length under the system state (6,(i),6,(i),--,8, (i) at the server

arrival to node i. Here, 6, (z) is the queue length of node j at the server arrival to node i.

Under the condition which is discussed above, the time ¢, is satisfied the following
equation:

L =t,+7, . (B.40)

Here, ¢, is the arrival time of the server to node i and 7, is the interval time

from the arrival time to the service completion of m-th message. By the above equation,

we obtain a relationship equation of the queue length of node ; at the time #,,. We have
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f(m() () m+yv, (T,,,),i=j,m39,(z');
§"D)=0,6)+v,(z,), i# . (B.41)

Since we consider the system under the condition 6,6), 8,(i),-- 6y (), we can

rewrite the above equation with a conditional expectation:

Q*(xlaxza'” )=

@ o : . (B4
2500000, 1T N 010,01 0,0) O

)—0 0y (i)=0

Here, K is a constant for probability normalization and g,6.()8 (i), 6y (i) represents

probability of system state (6, (i).6, (i),-w,HN (1)) at the server arrival to node /. We

further calculate the expectation of equation (B.42) with equation (B.41):

(B.43)

Here, we use independency of 6,(i) and v /(z, ), the definition of the generating function

of a service time, and define z = ZZ 1- xk) We substitute the above equation (B.43)
k=1

into equation (B.42), thus

» w N N0 I k
Qi*(xlaxz""’xN)zK Z Zg/(gl(i)»ez(i)s"'agN(i))xnxjé’j(l)XZ{Siﬁ(Z)J . (B.44)

o(1)=0 6,(i)= J=l k=] X f

We calculate the last summation of the right-hand side of the above equation:
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Q,‘*(xlaxza"'axN)

el(fH')' ‘e\ (i) J=l X
IR Yoo & a0 erwn) SH(2)
=K 3 38 00000, 0|15, 11 %057 }x,_s;(z)

(B.45)
Recall the definition of a generating function which is equation (B.3). We can further

calculate the above equation with the definition of G :

S;(Z) ){Gi*(xl>x2a"'axN)’"G:(xl:x2="'5S:*(Z)”"’xN )} (B.46)

x-S (z

The above equation is the final result in this subsection. We will calculate first moment

Qf*(xlsxza“"xjv)= K

of the queue length of node j at service completion of a message in the next subsection

with this result. The coefficient X will be calculated later.

B.3.2 The first moment

We calculate the first moment of the queue length of node i at service

completion of a message in the queue of node i before calculating the constant X.

— , 00,
g, = lim %9
x;—Lj=12.N 5x,

= lim K(x,.—S:(z)IG:(xl,x?_;--,xN)] (x S(Z))[ (xlsxn' Si*(z)’”"xN)].

£y jol, 2N [x,- -8/ (Z)]

(B.47)

To further calculate the above equation, we use L’Hospital’s theorem, thus

'Qiz{(xf '"S: (Z)IG:()C],XZ,“‘,JCN )I '(x: 'S:(Z))/ [Gi*(xlsxza“'ﬂSi*(Z)a"'ﬂxN )]}

- Ox,
9=, K
o aizz {[xi—S: (Z)]z}
p (- 15){2&3@, (Y- 25)+ g,,,(”(i)[l - (/15)2]}
2fi-a5)
_ K[Asg,. i)+ us)2 ,,,%-)J

(B.48)
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This is the first moment of the queue length of node i at service completion of a
message in the queue of node i.

We may evaluate the coefficient X in the above equation by recognizing that

*

0/ (1,+-1)=1 and using L.’Hospital’s theorem, thus
’lli=rr’12’mNQ(x],x2,-~-,xN)

5%—<S,* (Z){G:(xl ,xzb-..,xN)—-Gj“ (x,,xzb'“’S:(z)s"'axN )}>

1=, =12, N %[x; "S:(Z)]

i

(B.49)

:>K=_1

g/

We obtain the first moment of the queue length of node i at service completion

of a message of node i as the following equation:
7= PR a0} (B.50)

' 2g,(1)
In the above equation, the first term of the right-hand side means an average number of
messages in the server and the second term means an average number of messages in
the queue. Since we consider the symmetric system, we rewrite the above equation with
equation (B.24) and equation (B.38). We obtain final expression of the first moment in

the symmetric system, O, which is

A - )+ ANAST + Nt 4 45)

Q=5+ 2 s
2u 2(1 —le) . (B.50)
- 0, ANAT + Nall+ 45)
=A5+—+ 2
2u 21- N2s)

Here, o’ is variance of u.
B.4 Message waiting-time

We derive an average message waiting-time. In the previous section, we

derived the first moment of the queue length of node 7 at service completion of a
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message of node i. The average message waiting-time in the queue of node 7 relate the
first moment of the queue length through a Little’s Law [3] which is represented by

Q=AW (B.51)
This law states that the average number of customers in a queuing system, ), is equal
to the average arrival rate of customers to that system, A, times the average time spent
in that system, W .

We drive the average message waiting-time by using the Little’s Law, thus

A |5 + Nafi+ 25| | B52)
2u 2(1 - N/ls)

This is the final result. Rewriting the above equation with notation of this thesis:

W:E+g;+lNﬁs_3+Nﬂ(l+/1§)|

2u 2(1 - p)
TP W DY N P vl (B33)
2u 2(1 - p) i s
=§+0—"_2+—-1—— N§(1+/1§)+p£}
w 2(1-p) i s
Here, p is total server utilization which is defined by
p=Nas. (B.54)
B.5 Notation
We summarize notations in this appendix as follows:
y: First moment of the random variable y. This value is equal
to the average of the random variable y.
? : Second moment of the random variable y.
G Second factorial moment of a generating function G.
s, Service time of node i, which is a random variable.
s: Service time of node 7 in a symmetric system, which is a

random variable,
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Uu.

Q' (JisJys i)

Switchover time between node i-1 and node i, which is a

random variable.
Switchover time between nodes in a symmetric system,

which is a random variable.
Number of arrived messages to node i during ¢, which is a
random variable.

Variable of node 7 of a generating function.
Arrival rate of node i with Poisson random process.

Arrival rate of a node with Poisson random process in a
symmetric system.

Probability of queue lengths of node / (ISZ <N ), Ji» at
the server arrival to node i in equilibrium, which is a
stationary probability distribution function.

Generating function of queue lengths of nodes at the
server arrival to node i.

Average message length of node ;.

Average message length of a node in a symmetric system.

Probability density distribution for the random variable ».
Queue length of node j at service completion of a message
in the queue of node 7, which is a random variable.
Generating function of queue lengths of nodes at service

completion of a message in the queue of node i.
Average message waiting-time of a node in a symmetric

system.
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