I (FRH)
4R & B
A5 O B A

FAREOEME

mXBEEEER

el & &

il

f 1 (2218)

FPTRFRZET395

FER1 64 3A24H
BREIER AR ER
FARANEE 4 558 1 T

Statistical learning theory by Boosting

Method
F & AE e lE]
iz o E&
Bh# % L7 N i1
BhE% M ERET
Bh#% NHE F (EfEEXZ)




We deal with statistical learning theory, especially classification problems, by
Boosting method. In the context of Boosting method, we can use only a set of weak
learners which output statistical discriminant functions having low performance for a
given set of examples. Aim of Boosting method is to construct a strong learner by
combining a lot of weak learners and a typical boosting algorithm is AdaBoost.
AdaBoost can be derived from a sequential minimization of the exponential loss
function for a statistical discriminant function. This minimization problem is
equivalent to the minimization of the extended Kullback-Leibler divergence between
an empirical distribution of given examples and an extended exponential model.
Statistical properties of AdaBoost have been investigated and the relationship between
the exponential loss function of AdaBoost and the logistic model was revealed. In this
thesis, we obtain two main results:

1. AdaBoost is extended to general U-Boost by using the statistical form of the
Bregman divergence, which contains the Kullback-Leibler divergence as an example

and consider a geometrical interpretation of U-Boost in terms of information geometry.

2. We propose a new Boosting algorithm 7 -Boost, which is a robustified version of
AdaBoost.

The U-Boost is derived from a sequential minimization of the Bregman divergence
between the empirical distribution and U-model. A geometric interpretation for
U-Boost is given in terms of information geometry. From the Pythagorean relation
associated with the Bregman divergence, we derive two special versions of U-Boost,
the normalized U-Boost and the unnormalized U-Boost. We define the normalized
version of U-model on the probability space and derive normalized U-Boost from this
model. The normalized U-Boost corresponds to usual statistical classification methods,
for example, logistic discriminant analysis. The unnormalized U-Boost is derived from
an unnormalized version of U-model defined on the extended non-negative measure
space and has not been seen in the previous statistical context. Especially,
unnormalized U-Boost has a beautiful geometrical structure related to the Pythagorean
relation and the flatness. Its algorithm is interpreted as a pile of right triangles which
leads to a mild convergence property of U-Boost algorithm as seen in the EM
algorithm. Based on a probabilistic assumption for a training data set, statistical
discussion for consistency, efficiency and robustness of U-Boost is given.

An algorithm of AdaBoost implements the learning process by exponentially

reweighting examples according to classification results. Then weight distribution is



often too sharply tuned, so that AdaBoost has a weak point on the robustness and
over-learning. As a special example of U-Boost, we propose 7 -Boost which aims to
robustify AdaBoost to avoid an over-learning. The statistical meaning of 7 -Boost is
discussed and 7 -Boost is associated with a probabilistic model of mislabeling which
is a contaminated logistic model. As a general U-Boost algorithm, 7 -Boost also has a
normalized and unnormalized version. A loss function of the normalized version of 7
-Boost is a minus log-likelihood of a contaminated logistic model in which mislabeling
probability is constant and does not depend on the input. The unnormalized version of
71 -Boost is a slight modification of AdaBoost and is derived from a loss function
which is defined by a mixture of the exponential loss of AdaBoost and naive error loss
functions. A probabilistic model of unnormalized version is also a contaminated
logistic model and its mislabeling probability depends on the input. In an algorithm of
unnormalized version of 7) -Boost, a weight distribution of AdaBoost is moderated
by an uniform weight distribution and a way of combining a weak learners is adjusted
by a naive error rate. As a result, 7 -Boost incorporates the effect of forgetfulness into
AdaBoost. For both versions, a tuning parameter 7 is associated with a degree of the
contamination of the model and we can choose it by the minimization of naive error
rate. We theoretically investigated the robustness of 7) -Boost and confirmed it with
computer experiments. Also, we applied 7) -Boost to real datasets and compared it

with previously proposed Boosting method. The 7) -Boost outperformed the other
method in term of robustness.
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BzNEBOBHBERIL, BFE, BRICHKIN TV LKW ETERICBITS [T—2
T4 TR BHBNER ERo TS, TOEERRELTIE, T—AF 4 2T DHIE
OHRFT—HWE T —AMENWD T I ADERMENZEEEZHGMCLEZIE, ZLTE
DIITADHFOFERRBBOELT, IATGRNVIKHTBIONZA MR ADEHEANS n-T— A
FNEXENDIFEEZRELEZIETHS.

HERLIIETENSRS. RO 2EREHFBTHY, BF1ETRH T AT VIO
AR, 2 EBETHEETIEEEROBENMIFING. B3 EI U T A0
AZERREBEEERLEZDOTHS. UU7—A M, EEEEKZHFEOMNM-EREEKR U
NETEREIN, A, UBEKEL T U2 =exp(2% & NIE Freund-Schapire (1997)I12 &
H7HT—ARNIRS. EBO U7—AM7INIT) XA, UoAEKORRERNMEE
LTCT7HFT—A TN TUXLD—BIETEHZEIND. Lebanon-Lafferty (200)1%, 7%
T—ZAM7 NIV XLZEEEORAE, BRGNS ERETIVAD Kullback-Leibler
FAN—Dz Y AEEMTHHEERL, BECERETNVCEVANLTHS HEH
FOEFE #2HIE, Oy N T—AMTNITUVILERDDBHNHOAEEMLDE &
ERUE. ARTRINZEEL, COABEBRBEIANS UETNVAND UF 1 )N—
D AEEZEMIIHRBIEERLE. T UETIVE UFAN—V > ARE 4B
E 75 ) & Kullback-Leibler ¥ T N— P = > ADOHEHRBILETHS. £ L T, U-0 AKX
UETNVEEERBETTIVERSD, BEFAETIVEREINICED, 2BEON—-V S
DMEZLENDIELEERL, TNSOMOBMFHBEEZHS NI L. 8 4 ETH-
T—ANEERTD. 7T —AMEERAREELE UT—A NI SADOHFTEDL D
UBENRERATHZNEVIBWIIH/LT, IATIRNINICHTHIONZARNRAOHEANS
n-T—AMPREEIND. IATNVEZEREZHOXRTEIRZEZERTS. n-T—2X
MIUBE Uz =(0—n)exp(2 +nz TX>TEHEIND. ZITnido<n<l RBE
BERT. INMhoEMD UDRAEKRE UETHVICHTEHEAPVERICEI->T, nid
SATGRNNVHEREEERBERTHEIEND ZENREINEZ. BEETIE, ALT—4BLNT
BWHEEDO Web R— YV TRBEINTVNEINKDONOET—FEy ML T, 55— LA
FEFHLMMIN-T—AMEZOMOHFIEDRBEZIT> TN BRICATHITIATINY ¥
TETOET—FOMH TR, n-7T—ZAMPEELRRE T THOHENIWEMNENZRT
5ZELERLTWVWS. EeETIE, INININHBIWIIREL TWED, EXNHZORZH
WEDTBEHEENUT—ANEHETAHIENERINS. ETERMELRELDTHS.
BB, BEHRXONBFZIFBOMLHXLBIV 2MORLHXELTHRERINTNS.

2. BHBR

HEmXE, U7 —AMOERCE> THEMNFEERICHEORK —HHE AN S BHKZ
BEMZT o> TWB ERDENS. Flon-7T— XA MIEBOITHEREWEZ T TR, BHEK
REEICH U THSENRBHFEICBRDIDZLFMTES. Lo THEELRGXEEZRERNT,
MZHNEOELBERXN, FARSCTHETLIKECHD EHEL .





