Numerical simulations on
the dynamics of charged particles
in the inner magnetosphere
associated with a magnetic storm

by
Yusuke EBIHARA

MARCH 1999

Department of Polar Research,

the Graduate University for Advanced Studies



Contents

Acknowledgement i
Preface iii

1 General introduction 1
1.1 Digcevery:of thering-eusrent:: o s wwisr sl $9 @ 62§ o 93 S 1
1.2 Flux enhancements associated with storm /substorma . . . . . . . . ... .. 2
1.3 Tecayof thering eurrenf 1008 + vov v wesw s w0 W e B wwm @8 Sacd 4
14 Development of theringcurrent . . . . . .. . . .. 0 oo i e 7

2 Review of dynamics of charged particles in the inner magnetosphere 10
2:1 ‘Barth's innermagnetospliere : oo ou wn woon wn s s aw e e s 10
2.1.1: Phsmasphife . .o e weos on ws mowm o0 e v S0 B R B 12

212 RN QI . wowos s soson e B mens SR EEEOR S0 ORI G §5S 17

3 i S I T ST T R T —— 26

2.2 Adiabatic drift motion in the magnetosphere . . . o 0 L L 0oL L. L. 27

221 Loreutz forece . . . . L e e e e e e e e e e 27



2.3

2.2.2  Guiding center approximation . . . . . ... ... 29
2.2.3 Adiabatic Invariants . . . .. . L L. Lo e e 30
224 LosSS CONC . . . . .t i e e e e e e e e e 34
2.2.5 Bounce-average drift velocity . . .. ... ... L 35
226 Electricheldmodel . ., .. ... 00 0o v ot s vamse ne s 42
2.2.7 Drift trajectoriesof particles .+ <« o o0 o0 v o i ¥ pee i v 45
Particle’s directional differential flux . . . . .. .. ... o000 L 46
2.3.1 Directional differential Sux s ;o i o5 o8 o o5 8 8 o v s 46
2.3.2 Liouville’s theorem and phase space density . . . . ... ... ... 49

3 Dynamic model of plasmasphere and Coulomb collision loss for energetic

ions 51
3.1 ‘Batreduction:: s¢ cuirs s o B us R RN GEEE BE OGN RSEE G0N 8 51
3.2 Three-dimensional dynamic model of the plasmasphere . . . . . . . . . .. 23
3.2.1 Source of the plasmaspheric thermal protons . . . . . .. ... ... 33
3.2.2 lonosphere-magnectosphere coupling . . . . . .. ... a7
3.2.3 Formation of the plasmasphere . . . . . .. .. .. ... ... ... G5
3.24 Comparison with satcllite observations . . . . . . . ... ... ... 66
3.3 Lifetumes of cirelgetic Jon8 . ... oo v oo 55 somn vir mor o oo ws wae s s 73
33E CHulomb EOINEEE BRSEITE. » v o musun e meemomss mn e we T3
332 Chargeorehanige MIOEING. . . oo oo sans son mo moem = wowor o o5 0
3.3.3  Spatial distribution of the lifetimes . . . .. . . .. ... ... ... 75
3.4 DISCUSSION . . . . ot e e e e e e e e e e e e e e 77



3.4.1 Change of storm time pressure due to the loss processes . . . . . . . 77
S BESUIL o e eor mee moms ams s sn muelw eaE B NSRS RO ARELE 8 83

3.5 Conelusion . . . . . .t e e e e e e e e e e e e e e e e e e 88

Enhancements of a differential flux of energetic ions associated with a

substorm 90
4.1 Introduction . . . . . . . .. e e e e e e e e e 90
4.2 Model deseription . . . . . Lo e e e e 06
4.2.1 Induction electric field model . . . . . .. ... ... ... .. .. 96
22 ENICTERIERROER . oo0 nims U Nia RS mes Woimow mia soRE Bom bs PR 99
4.2.3 Directional differential number flux . . .. . .0 oL vl 0w o a 100
4304 Tossoffectsoflions 5 iooan o6 W0 U 35 0 8N 98 P e e 100
4,3 Comparison with Explorer 45 satellite observation . . . . . .. .. ... .. 101
4.3.1 Observed spectra of the differential flux . . . . . .. ... .. ... 101
4.3.2  Parameters of the inductive electric field model . . . . . . .. ... 101
44  DISCUsBION s s SR o 6 BO0E BR BN 8 Sh B W00 IR R R e 108
4.4.1 Magnetic response to au isolate substorm injection . . . . .. ... 108
4.4.2  Ring current buildup caused by multiple injections . . . . . . . . . 114
4.5 ConEBION e s fre wowi ©F P 2N BN W ATE NN IR SN PO o0 e 119
Solar wind and IMF dependent model of the ring current 121
Gk CItEoduebiin e cn wn e s s e e e N SR BE N W sw % 121

5.2  Statistical analysis of the solar wind dependence of the plasma sheet density 125



3.2.1 Dataand criteria . . . . . . L . e e e e e e e e 125
D.2.2 Results . . . . o o e e e e e e e e e 128
Simulation scheme . . . . . . L L e e e e e 129

5.3.1 Convection electric field model depending on solar wind and IMF . 130

5.3.2 Distribution function at an 'injection boundary' . . . . . ... ... 132
2.3.3 Drift trajectories . . . . . L L. Lo e e e e 134
3.34 Charge exchange loss process . . . . . 0 . 135
5.3.5 Directional diffevential number Aux . . . . . . . .. L oL L. 137
3.6 Plasma pressure i §6 §a5 o Sl i e 55 5h w e se s 137
ST Curesnbdonsite S 20 S8 B0 UE 8 55 5 8 B 55 s e i 138
5.3.8 Magnetic disturbance and corrected Dst™ . . . . . . ... ... ... 139
5280 Simulstlenflower o s s s 06w o0 an @MY B OSRSS S0 Fed 140
Magncticstorm o April, 1999 = o s s 0 o s w89 wd U v 142
Sl Othneol thaStor « v v om 20 & w5 SEess o B0 GF wee 142
D Model-calblafion « o ws s wn RaEy B W U B B R G s 143
5.4.3 Comparison with the observed Dst* . . . . . .. o .00 143
DHECHBEION = e oo wws o3 v G0 UEE SENE B BIROR BOR LoR M RSE @ B 151
351 ‘EnvipyiniocE tREG . - wo maew s e w st ow e BE R e B 151

3.5.2 Dependence of Dst*® on plasma sheet temperature . . . . . . .. .. 137

2.9.3 'Elcctric corrent distrilnbion . « oo v ooeo v s mm s o s 158
5.0.4 Effects of chatge cxchange loss . . o o0 v e 5ovsn s sosis 50 s 163



5.5.6 Response time of the plasma sheet density to the solar wind density 174

3.5.7 Dst* and total kinetic energy of the ring current ions . . . . . . . . 175

omg Dilnnaghetitelleel ... o s gy s v s aoms wmE e B 178
0.6 Conclusion . . . . . . . . e e e e e e e e 185
Concluding remarks 190
Appendices 196
Dessler-Parker-Scopke relation 196
Current density in the ring current 199
B.1 Magnetization current . . . . .. L Lo e e e e 199
B.2 Curvaturcdrift current . . . . . . . . . . . i e e e e e e e e e e e 200
B3 GuilBalriltearrenl 5 da 5 64 8 v o D% 5% 55 05 B R 8 5% 201
B:d: Tovhl BUbfeniti: ., . . o4 §s Siaa o Feds n 95 5% IR VOSSN BEH 202

References 203



Figure contents

2.1

2.2

A model caleulation of the plasmaspheric electron density in the equatorial
plane as a function of L-value given by Carpenter and Adnerson [1992].

Historical plasmapause shapes in the equatorial plane. From left to right, the
shapes were presented by Carpenter [1966], Chappell [1974] and Carpenter
[1983], respectively. (After Carpenter et al. [1993]) . . .. ... ... ...
A composite density profiles showing the reaction of the plasmasphere in the
night side region. (After Chappell et al. [1970a)) .. .. ... ... .. ..
Six schematic plasmaspheric density profiles categorized by Horwitz et al.
1090} (AT ey Hortits sbal [T990])) .« o sovor oo sm sovn ms wom s
Schematic for the plasmatail extending from the core plasmasphere in the
BEAEOTIAl PEATE.. o cos weo w0 i s s wps momEs see wEn guamsw S i s
Flux of protons in an energy range of 31-49 keV as a function of L near
the equatorial region during the pre-storm, main phase, recovery phase and

post-storm periods of the July 1966 storm. (After Frank [1967).) . .. ..

13

13

14

16



2.7

2.14

2.15

Reulsts of simulations of the particle penetration into the ring current region.
The MLT dependence of particle penetration distances for ions (solid lines)
and for electrons (dashed lines) after an clectric field enhancement is clearly
shown. (After Ejiri et al. [1980].) . . . . . ... ... . ... ... ...
The perpendicular plasma pressure as a function of L during a magnetic
storm on September 4-7, 1984. Dashed lines represent the perpendicular
pressure obtained from the reference pass before the commencement of the
storm (After Lut et ol. [1987].) . . . . . . . ... . . ... .
Model caleulation of the omnidirectional flux for 2 MeV electrons (left) and
10 MeV protons (right) in the meridian plane. The flux distribution is given
by NASA AE-8 model for electrons and AP-8 model for protons. . . . . .
Loss cone angle a; as a function of L. The absorption altitude is take to be
SUF kM o v wand o0 GNEE BN WG DRET SN BUAVE AU 0 RN PR RN O
A surface ( orthogonal toall ficld lines. . . . . . .. ... ... ... .
Schematics for the bounce-average drift velocity. . . . . . .. ... .. ..
Geometry for the drift displacement of the guiding field line’s reference point
O and the instantancons position I, . & - v vv wvv v view b s v e
The functions, f(ag), g{ag) and Glag), as a function of the equatorial pitel
angle ag. A solid line, a dotted line and a dasled line are the functions of
ferg)y plivg) & Glop ), SERPREBIVELY.. .« & o5 o s s maw w0 e sre m e
The intensity factor A for the Volland-Stern type convection model as a

function of Wp, being given by Maynard and Chen [1973). . . . .. . . . .

21

23

27

36

37

39

42



2.16

2.17

2.18

3.1

Magnetic moment dependence of bounce-average trajectories for protons
(top panels) and electrons (bottom panels) with their pitch angles of 90°.
From left to right panels, cach panel indicates the trajectories for the initial
kinetic energies of 0.1, 1, and 10 keV, respectively. They are corresponding
to the magnetic moments of 3.23 eV/n'T, 32.3 «V/nT and 323 eV/uT, re-
spectively. The trajectories are traced under the dipole magnetic field and
the Volland-Stern type convection field with its intensity being Kp=4 for
the Maynard and Chen [1975] mode]. All particles start at L = 10. Particle
positions are represented by dots at 10-minutes steps. . . . . . ... L.
Same as previous figure except that the intensity of the convection field
dependence of the bounce-average-trajectories for protons (top panels) and
electrons ( bottom panels) with their pitch angles of 30° and the mitial kinetic
energy of 10 keV (323 eV /nt). Left panels indicate the trajectories for I(p=1
and botiony patiels for Kp=4.: o. v ew ws e we wwex 05 s w wg o s
Same as previous figure except that the intensity of the convection field de-
pendence of the bounce-average-trajectories for protons (top panels) and
clectrons (bottom panels) with the initial kinetic energy of 1 keV (32.3
eV/nt) for the convection field for Kp=4. Left panels indicate the trajecto-

ries for their initial pitch angle of 90° and bottom panels 30°. . . . . . ..

EUV spectra obtained by the EUV-91 model for the solar maximum (left

panel) and the solar minimum (right panel). . . . 0.0 000000 L

48



3.2

3.3

3.4

3.6

3.7

Production rates of thermal protons as a function of altitude due to the
charge exchange (solid line) and the photoionization (dotted line), respec-

tively, at noon and the geographic latitude of 45 deg. Top and bottom panels

show the profile for the solar minimum and the solar maximum, respectively.

Typical profiles of OF density (solid line) and the chemical equilibrium H*
density (dashed line) at noon during summer. . . . . . . . ... ... ...
The latitudinal and longitudinal variation of the lower boundary altitude zp
for (a) a solar minimum and (b) a solar maximum. . . .. ... ... ..
Schematic of this plasmasphericmodel. . . . . . .. . 0 . ..o o0
A snapshot of ealeculated number density of the plasmaspheric protons in the
noon midnight meridian plane (middle panel) and in the equatorial plane
(bottom panel) at 1400 UT of August 12, 1981. A purple line represents
the trajectory of EXOS-B and a dot indicates the satellite’s position at 1400
UT. The Kp indices are shown in the top panel. . . . . . ... ... ...
Three days’ radial profiles of thermal electron density observed by EXOS-
B (left side) and profiles of thermal proton density calculated by the model
{right side) along the trajectories of EXOS- in the periods of 1304-1810 UT
of August 11, 1981 (top pancls), 1058-1632 UT of August 12 (imiddle pancls},
09253-1451 UT of Aungust 13 (bottom pancls). The thick lines represent the

onthomud pathis. .. . .. Lo

o8

60

61

GG

68



3.8 A time series of the equatorial number density of cold electrons form 2000
UT on August 11 to 1600 UT on August 12. A purple line drawn in bottom
panels indicates the EXOS-Borbit. . . . . ... ... ... ... .. .... 72
3.9 Schematic for the explanation of the EXOS-B observation. . .. .. .... 73
3.10 The normalized Coulomb lifetimes of H* (solid line), He*(dotted line) and
O*(dashed line) ions derived by the formulas of Fok et l.[1991). . .. .. 7
3.11 The normalized charge exchange lifetimes of H*(solid line), He™ (dotted line)
and O*(dashed line) ions. The H* lifetimes is given by Janev and Smith
[1993], and the lifetimes of He' and O% are given by Smith and Bewtra

[1978]. The data points are the experimental value of Smith and Bewtra

3.12 The caleulated lifetimes in the equatorial plane for 10 keV H*(top), He* (middle)
and O*(bottom) ions due to Coulomb collision (left side) and the charge ex-

change (right side) at 2100 UT of August 11, 1981. . .. ... .. ... .. 78



3.13

3.14

4.1

4.2

4.3

The pancls show from top to bottom; (top panel) the Dst index of the
magnetic storm on June 4-8, 1991, (second panel) a contour showing plas-
maspheric number densities of 10 em™, 100 em™ and 1000 em™? in the
midnight meridian, (third panel) the radial profile in the midnight meridian
at 0000 UT on June 7, 1991; the loss rate due to Coulomb collision (lower left
group) and loss rate due to Coulomb collision and charge exchange (npper
right group), (bottom panel) also the radial profile in the midunight meridian
of the plasma pressure of HY, Het and O%. The loss rate of 1.0 means that
the pressure is completely lost. . . . . . .. . . .o i oo
The composition ratio of the HY, Het and O pressure in the midnight
meridian (A) at 1900 UT on June 5, 1991 (beginning of the rapid recovery),
(B) at 0400 UT on June 6, 1991 (end of the rapid recovery and beginning

of the slow recovery) and (C) at 0000 UT on June 7, 1991 (late recovery).

E-t (encrgy versus time) diagrams of the directional differential flux from
1100 UT to 1530 UT on February 13, 1972, The magnetic latitudes dur-
ing the period are within from -10.22° to -14.15°. Top and bottom pancls
mdicate the differential flux of pitch angles of 90° and 30°, respectively.

Explorer 45 orbit at 1000-1610 UT oun February 13, 1972 in the L-MLT
COOERIBEGE: . . . cov 0 mmin s 000 mmie m Rk e w8 s mem g
From top to bottom panels, 2.5-minutes value of AL, Dst and Kp indices

during a moderate storm on February 13-14, 1972, 0 . . 0000000 L.

86

92



4.4

4.6

4.7

4.8

Backtracked trajectory from 1145 UT at L = 5.1 and MLT=18.5 to L=10
under time-cdependent convection field. The initial energy and pitch angle
at L = 5.0 are 8 keV and 90°, respectivels. . . . .. ..o L L.
Substorm-associated induction field model. From top to bottom, nonnalized
functions fi(t), fo(@) and f3(L), where f,¢ and L are time, magnetic local
time (MLT) and Mecllwain's L-valne, respectively, constituting the inductive
electric field model due to the dipolarization associated with the substorm.
Spectra of the directional differential flux of ions observed by Explorer 45 at
1145 UT (left) and 1200 UT (right) on February 13, 1972. A solid line and
a dashed line indicate the flux for pitch angles of 90° and 30°, respectively.
Backtracked trajectories of ions whose initial energy is 50 keV from 1145 UT
to 1110 UT. Backtracking starts at L=5.1 and MLT=18.5 h where Explorer
45 was situated at 1145 UT. The parameters of the induction field are taken
to be (a) L,=5.5 and Ey=6 mV/m, (b) L,=6.5 and Ey=0 mV/m and (c)
L,=5.5and Ey=4 mV/m. A solid line and a dotted line indicate trajectories
for 1ons with pitch angles of 90° and 30°, respectively. . . . . . .. .. ..
Backtracked trajectories of ions whose initial encrgies are 30 keV, 70 keV
and 110 keV from 1145 UT to 1110 UT. Backtracking starts at L=5.1 and

MLT=18.5 h where Explorer 45 was situated at 1145 UT, . . . ., . . ..

04

98

102

103



4.9

4.10

4.11

4.12

4.13

4.14

Spectra of the differential flux at 1145 UT (left panels) and at 1200 UT
(right panels). The calculated spectra indicated by filled lines are compared
with the observed spectra indicated by lines. The number density at the
boundary is fixed to be 3 em™%, but the temperature are varied from 3 keV
bt ReM: s wmovas oo SRR R BT OF B ¥ SR 00 SGER o e N
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4.15 Calculated Dst* (solid line) and observed Dst* (dotted line) in the weak

storm on February 13, 1972. Arrows indicate the substorm onsets.

The plasma sheet density Ny, as a function of the solar wind density Nj,.
The top panecl shows the relation observed at L=17.5-22.5 and the bottom
pancl shows the relation observed at L=06.6. (After Borovsky et al., 1997.)

Position of GEOTAIL satisfying the criteria in 1995-1997. Top and bottom
panels show the position in the GSM-X-Y plane and the GSM-Y-Z plane,
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The plasma sheet density at the geocentric distance of 9-11 Re (N,,) as
a function of the solar wind density (N,,). The color codes indicate the
GSM-Z component of IMF. . . . . . . .. ...
From top panel, the solar wind bulk velocity (14, ), the magnetic intensity
of IMF (Bjarr), the polar angle of IMF (f;arr), the IKp history, the total
polar cap potential drop ¢ pe, Dst indices on April, 9-26, 1997, when three
siuceessive magnetic storms occurred, The solar wind and IMF quantities
are hourly averaged. A thick line in the fifth panel indicates the polar cap
potential drop calenlated by Doyle et al. [1997] depending on V,,,, Brarr and
Brarr. A thin line indicates the potential calenlated by Maynard and Chen

et al: [1973] depending on Kp indices: 0 o ov v va v v v v
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5.8

A block diagram of this simulation depending on the solar wind and IMF.
Rectangles and round rectangles indicate physical quantities and physical
process, respectively. The primary output of this simulation is the directional
differential flux in the equatorial plane. . . . ... ... .. ... ... ..
The solar wind, IMF and Dst during a period the storms on April 9-25,
1997. From the top to the bottom pauels, the solar wind bulk velocity Vi,
the number density of the solar wind protons N, the GSM-X, -Y and -Z
components of the IMI" and final Dst are shown. Vertical lines indicate the
shart tines ol the BlOMS: & soeis o waw 8% 0B ¥ ol W BNEE @8 PR
Comparison hetween calculated and observed Dst*. From the top panel, the
plasma sheet number density dednced from the solar wind density, the polar
cap potential drop derived by Boyle et al. [1997] and calculated Dst* (thick
line) with observed Dst* (dotted line) during the period of April 9-25, 1997
SN, oo up somes o 9 creme S RINE W SRS NE WS DD B R
Comparison between calculated and observed Dst* for the Storm I From the
top pancl, the plasma sheet nmmber density (V,,) deduced from the solar
wind density, the polar cap potential (€ pe) derived by Boyle et al. [1997],

the polar angle of IMF {#;1) and caleulated Dso* (thick line) with observed

Dst* (thin line) during the period of April 10-16, 1997 (Storm I) are shown.

Same as previeus figure except that calenlated and observed Dst* during the

period of April 16-21, 1997 (Storm II) ave plotted. . . . . . 0 0 0L L L.

141

144

147



5.10 Same as previous except that caleulated and observed Dst* during the period
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of April 21-25, 1997 (Storm III) are plotted. . . . . . . ... . ... . ...
Plasma sheet density (top), polar cap potential drop (middle) and Dst*
(bottom). Three curves in the bottom panel indicate observed Dst* (thin
line), calculated Dst* with steady convection field of 20 kV (thick line) and
calculated Dst* with steady plasma sheet density of 0.4 em™ (dashed thick
Hne); TeEpectively: on wsen BS e ¥ S T W oE B R BE PP an B
Temperature dependence of the ring cwrrent buildup. A curve indicates
minimum Dst* as a function of the plasma sheel temperature for the Storm
I ioccurred oo April 10-11.: 1097, o ooin im s wow e w om wn wes B
Temporal evolution of the equatorial pressure and current density in Storm
I. Top panel shows calculated Dst*. Middle and bottom panels show the
pressure perpendicular to the magnetic field and the current density per-
pendicular to the magnetic ficld in the equatorial plane, respectively, at
1800 UT on April 10, 1997 (left panels; denoted as A), 0100 UT on April
11, {middle panels; denoted as B) and 0700 UT on April 11, 1997 (right
pancls; denoted as C'). In the bottem pancls (current density), the pseudo-
color code indicates the strength of the azimuthal component of the current
density; red as westward and blue as castward eurrents. Arrows indicate the
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5.14 Cross sections of the equatorial current density (top panel) and plasma pres-
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sure (bottom panel) as a function of L in the meridian at MLT of 18h at
2200 UT on April 10, 1997. In the top panel. solid, dotted, dashed and
dashed-dotted lines indicate the total azimuthal eurrent Jy, the magnetiza-
tion current Jyy, the eurvature drift current Jg and the grad-B drift current
gy, respectively. The positive quantity denotes the westward current. In
the bottom panel, a solid line indicates the perpendicular plasma pressure
P, and a dashed line the parallel plasma pressure . . ... .......
Top and bottom panels show the azimuthal current density Jy and the per-
pendicular plasma pressure Py, respectively, in the cross section of the dawn-
dusk meridian at 2200 UT on April 10, 1997, . . . . . .. ... ... ...
Calculated Dst* during the period of April 9-25, 1997 (thick line; denoted
as 'both’). Thin lines indicate Dst* induced by the westward current (de-
noted as 'westward') and Dst* induced by the castward current (denoted as
eastwand!Te sacs B e oD T DN EA B Q0IEYE U SMENE BT DA AW
Decay of the perpendicular plasma pressure due to the charge exchange loss
effects. Observed Dst® (thin line), caleulated Dst* with charge exchange
loss process (thick line) and calenlated Dst* without charge exchange loss
process (dotted line) are plotted for the period of April 9-25, 1997.

Cross scction of the plasma pressnre terms as a function of L at MLT of 18h
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5.19 Perpendicular plasma pressure with the charge exchange loss (left) and with-

(o ]]
L]
]

out the loss (right) as a function of L and time. Top panels show calculated
Dst* and middle panels show the polar cap potential (PCP) drop deduced
from the solar wind and IMF. A white line in the bottom panel indicates
the peals Lovalue of tlie pUBsSUIE. « .o cw coms wie ms wowmw e wiang mos s
The differential pressure defined as dP (nPa)/dE(keV) at (a) and (b) L = 4,
(¢) L =5, (d) L =6 in cross scction at MLT of 18h at 0000 UT on April 16,
1997. White lines indicate a peak of the differential energy. Especially, Top
left panel (a) is the case of the steady convection ¢ p¢ of 20 kV. Each panel
shows calculated Dst* (top), the polar cap potential ®pe (middle) and a
time serics of the differential pressure (bottom). . . . . .. .. ... .. ..
Equipotential lines satisfying ¢® + uB = constant, where p is the magnetic
moment. The lines indicate the drft trajectories for an ion with an equa-
torial pitch angle of 90 ® with the magnetic moment of u=061.94 keV/uT
corresponding to the kinetic energy of 30 keV at L=4. Left and right panels
show the case of the polar cap potential € pe of 20.0 kV and 58.0 kV, respec-
tively. A thick line represents a separatrix of the potential lines. Especially,
a inner closed thick line is called an open-close bonndary (or a last closed
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5.22

5.23

Differential number density versus energy/charge in the energy range of 1 -
300 keV /¢ observed by the AMPTE/CCE CHEM instrument for H, ot,
Hett, O He*, and [C+ N+ 0]75 at L=3.7 t0 4.7 in a main phase of the
storm oceurred on September 5, 1984, The local time of the satellite was in
1400 - 1800 LT. (After Gloeckler et al. [1983b).) . .. . . .. ... .. ...
Seliematic storm time pressure as a function of L for the MLT of 18h. A thick
solid line indicates the pressure due to the convective transport Pegnuectives
a thick dashed line the pressure due to the diffusive transport Py rusive and
thin line:the total pressure { Punicesie -+ Piiprasiua)e v oo 5 400 ol o s
Effects of the time delay of the plasma sheet density responding to the solar
wind density for the three storms; the top panel for Storm I, the middle
panel for Storm I and the bottom panel for Storm III. Three solid lines in
a panel indicate calenlated Dst* with no time delay (open square), with 3
hours delay (filled square) and with 7 howrs delay (filled circle), respectively.
A dashed line indicates observed Dst*. A vertical line in a paunel indicates
the comencement time of a storm reported by NOAA. . . .. .. 0. L.
Top and bottom panels show Dst* (solid line) and total kinetic energy
(dashed line), and the ratio of Dst* and total kinetic energy, respectively,

during the peviod of the storms. . . . .. .. L0000
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5.26

5.28

Distorted equatorial magnetic field due to the ring current. Top panel indi-
cates calculated Dst*. Each panel labeled as (a)-(f) shows a contour map of
constant equatorial magnetic fields during the main and the carly recovery
phases of the storm on April 10-11, 1997 at (a) 1300 UT, April 10, 1997 (b)
1600 UT, (¢) 1900 UT, (d) 2200 UT, (e) 0100 UT, April 11 and (f) 0400 UT,
April 11, Quantities written in the contour are the intensity of the magnetic
fiehd ipmanobesles: o v g P PR PN TRER R WRIE O REW oW ava
Schematic VB drift trajectories of an ion. The trajectories are categorized
ntod-ehazacteristios: oo S5 B3 S E5 Wi wie e W AR Dad Bw B
Distorted equatorial magnetic field parallel to the earth’s dipole Bz as a
function of L due to the ring current. Left panel shows the MLT dependence
of the distortion. Right panel represents the magnetic field at MLT of 18h;

a dashed line indicates the dipole field and a solid line the distorted field.
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Preface

This dissertation is concerned with the study of the dynamic behavior of the energetie
charged particles trapped by the earth’s magnetic field in the inner magnetosphere as-
sociated with magnetic storms. The magnetosphere is defined as the near-carth space
environment inside which the geomagnetic field are confined.

After the discovery in 1958 that the earth is surrounded by energetic charged particles
known to be Van-Allen radiation belts, many direct observations in geospace by sounding
rockets and artificial satellites have given ns knowledge about the dynamic feature in the
magnetosphere.,

One of drastic phenomena in the magnetosphere, magnetic storms, is noticeable for a
long time because maguetograms at equatorial latitudes are unnsually disturbed during
a magnetic storm. The cause is the existence of the ring current flowing at altitudes of
~20000 - 30000 km. The ring eurrent mainly consists of trapped cnergetic ions. During
a maguetic storm, abundant energetic lons are injected into the ring current and the ions
dissipate within a foew days. Althongh many ground and satellite observations have been
carried out, the whole physical mechanism of the magnetic storm and related phenomena

are still open guestions,
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The primary purpose of this dissertation is to examine the dynamic behavior of trappecd
charged particles in the inner magnetosphere associated with a magnetic storm by the
newly developed numerical simulation scheme; it seems to be essential to understand the
physical process concerned with the magnetic storm.

In Chapter 1, a general introduction is deseribed toward the objects of this dissertation.

In Chapter 2, the dynamic behavior of charged particles in the inner magnetosphere
is reviewed. The inner magnetosphere can be categorized into several regions by their
characteristic behavior; (1) the plasmasphere where the cold and dense plasma is filled,
(2) the ring current where particles that most contribute to the energy density in the
inner magnetosphere are trapped, and (3) the radiation belt where relativistic particles are
trapped. In addition to the basic concepts of the regions, the motion of charged particles
and the particle's differential flux are also described.

In Chapter 3, the Coulomb collision loss of ions in the inner magnetosphere is dealt
with. To evaluate the Coulomb collision loss effeet on the ring current ions, the time-
dependent. three-dimensional plasmaspheric model is newly constructed. The calculated
plasma density is evaluated with the result observed by the EXOS-B satellite and the vesult
of the calenlation is in good agreement with the observed one. Using this plasmaspheric
model, the spatial variation of the loss lifetime of the lons is calenlated. As an application,
decay of storm-time energy density (plasma pressure) due to the Coulomb collision loss of
ions is examined for a particular storm. The other major loss proeess, charge exchange loss
with nentral hydrogen, is also compared with the Conlomb collision loss. These calculation

and evaluation are basically important for the ring enrrent dissipation.



In Chapter 4, an enhancement of the differential flux of ions accompanied with a char-
acteristic energy dispersion structure (so-called 'nose’ structure) observed by the Explorer
45 satellite is investigated. The calculated differential flux is compared with that observed.
The source distribntion function and an induction electric field that causes the flux en-
hancement are derived from the numerical simulation. The inferred distribution function
in the near-carth plasma shect is consistent with the statistical results made by direct
satellite observations.

In Chapter 3, a model that deals with the ring current buildup and its decay depending
on the solar wind density and the interplanctary magnetic field (IMF) is developed. A first
attempt to calculate the magnetic disturbance due to the ring current by the Biot-Savart
integral over the whole three-dimensional distribution of the calculated current density,
without using the Dessler-Parker-Scopke relation, is made. At first, the relation between
the solar wind and the plasma sheet (as a direct source of the ring current) densities is
statistically examined; they are well correlated. Next, the magnetic disturbance induced
by the caleulated current density (ring current) is compared with the observed one for
particular storms i April 1997, Furthermore, the following items are discussed; (1) the
energy injection rate from the near-carth plasma sheet into the ring current, (2) dependence
of corrected Dst on the plasma sheet temperature, (3) electric enrrent distribution of the
ring current, (1) effects of charge exchange loss, (3) energy composition of the pressure, (6)
response time of the plasma sheet density to the solar wind density, (7) the relation of total
kinetic energy of the ring current ions, and (8) a diamagnetic effect of the ring current.

Unless otherwise mentioned MIKS nnit is used throughont this dissertation.



Chapter 1

General introduction

1.1 Discovery of the ring current

Dynamics of charged particles in the earth’s magnetosphere is one of major topics of
space physics. Many particles having various energics and pitch angles are trapped by the
carth’s dipolar magnetic field in the region of <8 carth radii. Existence of the charged
particles trapped by the earth’s maguetic field had been predicted by theories and unusual
variations appeared in magnetograms on carth’s surface before the so-called space age.
After the discovery in 1938 that the carth is surrounded by energetic charged particles
kuown to be Van-Allen radiation belts, many direct observations in geospace by sounding
rockets and artificial satellites have given ns knowledge about the dynamic feature of the
geospace and related phenomena, e.g, geomagnetic storms and auroras.

In early 1960’s, the feature of the ring current was revealed by satellites which observed

the charged particles and the magnetice ficlds. Using a modeled pressure distribution having



a Gaussian type distribution along an equatorial radius, so-called 15 model deduced from
the magnetic perturbation in the equatorial planc obscrved by Explorer 6, Akasefu and
Chapmen [1961] and Akasofu et al. [1961] inferred the ring current distributions that flow
westward in the outer region and eastward in the inner region in a meridian plane. Hoffman
and Bracken [1965] applied the observed ion energy spectra with energies above 100 keV by
Explorer 12 to the Akasofu and Chapmen [1961]’s model, and they calculated the current
distribution for the quiet time ring current. Moreover Hoffman and Bracken [1967] included

the self-consistency in the current calenlation.

1.2 Flux enhancements associated with storm/substorm

During a magnetic storm, it has been observed that the particle fluxes of the ring current
drastically enhanced. Using the result of the OGO 3 particle observations, Frank [1967]
found the proton flux with energies 31-49 keV inereased by factors above 30 over the
prestorm intensities during a magnetic storm at L = 3.5 near the equatorial region; they
suggested that the total energy of these protous with encrgies 3-50 keV within the carth’s
magnetosphere is sufficient to account for the depression of the Dst index.

Detectors aboard Explover 45 (S%-A) provided the first total ion and electron energy den-
sity measnrements in the equatorial region from 2.5 to 5.5 Re |Longanccker and Hoffrnan,
1973]. Smath and Hoffian [1973] showed that the storm-time ring current constitutes an
enormous enhancement of protons in the energy range 10-120 keV. Derko et ol [1975]
calenlated the distortion magnetic field dedneed from the proton’s distribution. They com-

pared with the direet measnrement of the magnetie ficld and they couclided that protons



with encrgies 1-872 keV can account for the observed ring current magunetic field in the
equatorial region for a particular storm.

Smith and Hoffman [1973] found that during a main phase of the storm, additional
injections of protons related to substorms were observed, i.c., they were superposed on
the gradnal increase in proton energy density. The characteristic features of this addi-
tional enhancement in the evening region are consistent with flow patterns resulting from
a combination of inward convection, corotation and gradient-curvature drift motion, being
carried from the plasma sheet into the inner vegion; this features are accompanied with the
nose structure in the observed E-t (energy versus time) spectrograms [Smith and Hoffman,
1974]. Using Mellwain's electric field model E3, Konradi et al. [1975] backtracked protons
of the nose structure observed by Explorer 45 and they concluded that the protons came
from beyond the Mellwain's injection boundary [Mcllwain, 1961] located at

122 - 10Kp

Ro=—5"73 (1.1)

where [y, and ¢ are a geocentric distance of the mjection bonndary in carth radii and
magnetic local time in hour, respectively. However, the injection boundary in the morning
quadrant that they estimated from the Mcllwain’s boundary by reflecting from the after-
noon quadrant is debatable becanse the reflected boundary may have no physical meaning,.

Chen [1970], Grebowsky and Chen [1973], and Cowley and Ashour-Abdalla [1976] pre-
dicted the forbidden regions of newly injected particles nmuder the steady convection field
to interpret the nose dispersion structure. They showed that the steady state jon drft

trajectories depending on their energies and piteh angles lead to a 'nose’ strueture. How-



ever, comparison of these results with Explorer 45 data showed that the caleulated 'nose’
locations appear at lower L value region than those observed. Cowley [1976] argued that
particle’s strong pitch angle diffusion might limit inward penetration of particles.

Ejiri [1978] and Ejiri et al. [1980] succeeded to reconstinet the nose dispersion observed
by Explorer 45 by tracing particles having various energies and pitch angles under their
basic concept that the 'nose’ structure is caused by a temporal enhanced convection field:
First the plasma sheet plasma is convected from the tail region toward the ecarth primarily
in the radial direction with little energy and pitch angle dispersion under a weak convection
(first stage). Following the convection enhancement (second stage), this population moves
further toward the earth and begins dispersing with encrgy and pitch angle. They noted
that the appearance of the nose dispersion is essentially arising from the time-dependent
particles' trajectories. So far, the appearance of the 'nose’ structure has been studied by a
single particle tracing scheme. It seems to be essential for quantitative understanding the
‘nose’ strueture Lo investigate the enhancement of the differential flux that constitutes the
ose’ structure. One can also speculate the source distribution function in the near-earth
plasma sheet that causes the 'nose’ dispersion structure. In Chapter 4, the differential
flux enhancement accompanied with the 'nose’ structure is qnantitatively examined by the

mnnerical simulation.

1.3 Decay of the ring current ions

The decay of the ring current is also one of significant topics.  Historieally, the ring

current decay is estimated by the energy balance equations [e.g. Gonzalez et al., 1994 for



review] as

dE(t) _

- =U() - B/, (12)

where E(f), U(t) and 7 are the total encrgy of the ring current particles, the encrgy input
rate into the ring current, and the decay time, respectively. Since the total energy of
the ring current E is considered to correlate linearly with the corrected Dst index (Dst*)

[Dessler and Parker, 1939; Sckopke, 1966], Eq.(1.2) can be rewritten as

dDst*(1) = U'{t) — Dst*(t) /. (1.3)

dt

Although the typical 7 value is 3-10 Lours during a typical recovery phase of storms [e.g.
Gonzalez et al., 1994], the r value has not been determined exactly; it is natural because
the decay time constant 7 depends on the energy, pitch angle and location of ions of the
ring current.

Thus to accumulate each ions's loss effect i3 essential to investigate the ring current
decay. Previously, four major loss processes are proposed for decay of the ions coustituting

the ring current as listed helow:

1. Convection outflow. Particles transported by the large-scale convection field flow
sunward. The particles that encounter the dayside magnetopause may be lost [e.g.,

Takahashi ef al., 1990; Ebihara et al., 1998D].

2. Charge exchange with neutral hydvogen, The nentral hydrogen exists steadily with

the density of ~700 em™ a1 a geocentrie distance of 3 Re and ~300 e~ at 4 Re



[Rairden et al., 1986]. A proton exchanges its charge with the neutral hydrogen as
HY + H — H + H'. Many authors have mentioned that the charge exchange is
the major loss process for the ring current ions [e.g., Liemohn, 1961; Swisher and
Frank, 1968; Pridss, 1973; Smith et «l., 1976; Chamnberlain, 1977; Smith and Bewtra,
1978; Solomon and Picon, 1981; Kistler et al., 1989; Noél, 1997; Chen et al., 1997;
Ebihara and Ejiri, 1998). The resultant energetic hydrogen is called an energetic
neutral atom (ENA), which are used to obtain the two-dimensional image of the ring
current distribution [e.g., Roelof, 1987; Beutir et ul., 1996; Henderson et al., 1997].
Recently, Bishop [1996] suggested that the ENAs gencrate a secondary ring current

in the inner region.

. Coulomb collision with thermal plasmas, The Coulomb collision has been also con-
sidered as one of significant loss processes comparable to the charge exchange. Went-
worth [1959] investigated the lifetimes of trapped ions due to the Coulomb collision.
They assumed the distribution of thermal plasmas to be expressed by a delta func-
tion. Fok et al. [1991] derived the Coulomb lifetime from the assumption that the
thermal plasma has a Maxwellian distribution. The Coulomb collision may be an
important loss process for a particular energy range ions (especially below 10 keV)
[Fok et al, 1991]. The Coulomb collision loss with the plasmaspheric thermal plas-
mas may be ignored relative to the charge exchange loss for the ring current decay

becanse the plasmasphere shrinks during a magnetic storm [Ebikara et al., 1998b].

Wave-particle nteraction.  Wave-particle interaction with the clectromagnetic ion
eyvelotron (EMIC) wave as a loss mechanism of jons has also been proposed. However,

G



the wave-particle interaction loss of the ring current ions is an unresolved question
because the loss rate strongly depends on the assumed wave amplitude. [Kozyra et

al., 1997 for reviews.

The neutral hydrogen distributes relatively steadily. Hence the charge exchange loss of
ring enrrent jons with the nentral hydrogen has been established by many investigators. On
the other hand, the distribution of the (plasmaspheric) thermal plasma is highly affected
and drastically changed by the strength of the large-scale electric field (convection field)
with a time scale within approximately 1 hour. Therefore the evaluation of the storm-time
Coulomb collision loss of ring current ions with the thermal plasma is difficult; a time-
dependent distribution model of the thermal plasma is required. So far, quantitative and
realistic evaluation of the storm-time Conlomb collision loss of ring current ions has not been
made. In Chapter 3, after construeting a time-dependent three-dimensional plasmaspheric
model, the storm-time Coulomb collision loss of the ring current ions is quantitatively
evaluated. Moreover, the effects of the Coulomb collision loss on the ring current energy
density (plasma pressure) are compared with the charge exchange loss effect for a particular

magnetic storm.

1.4 Development of the ring current

The development of the ring curreut is one of noticeable subjects for the solar-terrestrial
physics. In the carly years, magnetic field reconnection between the sonthward interplan-

ctary magnetic ficld (IMF) and the carth’s magnetic field is the most widely accepted



mechanism for developing the magnetic storm. Many authors have proposed the quanti-
tative coupling functions between them [e.g., Rostoker ¢t al., 1972; Gonzalez and Mozer,
1974; Burton et al., 1975; Kan and Lee, 1979; Akasofu, 1981; Vasyliunas et al., 1982; Doyle
and Burke, 1983; Wygant et al., 1983; Gonzalez et al., 1989]. The coupling functions can-
not explain the strength of the ring current development completely because the essential
element for the ring current development is the dynamics of ions of the ring current. Thus
one must trace ions' trajectories under specified magnetospheric conditions to understand
the physics of the ring current development.

Several processes have been proposed to explain the global ring current enhancement
empirically and theoretically; (1) inward transport of plasma sheet particles by enhanced
convection electric field [e.g., Williams, 1981; Wodnicka, 1989; Takahashi et al., 1990; Lui,
1993; Bourdaric et al., 1997, Wolf et al., 1997; Jordanova et al., 1998; Ebihara and Ejiri,
1998], (2) particle injection associated with a substorm [e.g., Kamide and Fukushima, 1971,
Lui et al., 1987; Fok et al., 1996; Ebihara et al., 1998c], (3) diffusive transport due to the
magnetic and /or clectrie fluctuation e.g., Lyons and Schulz, 1989; Riley and Wolf, 1992;
Lui, 1993; Chen et al., 1993; Chen ¢t al., 1991; Bourdarie et al., 1997; Chen ct al., 1998]
(4) inward displacement of preexisting trapped particle distribution due to a large-scale
conveetion [e.g., Lyons and Williams, 1980] (3) direct entry from the ionosphere in the
cusp/eleft andfor the polar cap region into the ring current [e.g., Cladis and Francis, 1985;
Delcowrt et al., 1990; Peroomian and Ashour-Abdalle, 1996]. However, there is very little
agreement among them on the physical mechanism of the ring enrrent buildup and its

essential sonree,



Previous ring current models have failed to explain the characteristic negative bay and its
intensity of Dst index as compared with observations. The primary reason may be that the
realistic source population in the plasma sheet and the realistic convection field have not
been modeled well. Recently, Jordanova et al. [1998] showed that the superdense plasma
sheet is one of main sources for the ring current buildup for a particular storm by their
model calculation. After examining the solar wind deunsity and the near-carth plasma shect
density, Borovsky et al. [1997] and Terasawa et al. [1997] have concluded that they are
highly correlated. This means that the near-carth plasma sheet density is well responsive
to change of the solar wind density, i.e., the enhancements of the solar wind density may
affect the plasma sheet density and the enhanced plasma sheet density resultantly may
cause the ring current buildup. After examining the relation between the solar wind and
the plasma sheet densities by using the result of satellite observations, the ring current

buildup depending on the solar wind is examined in Chapter 5.



Chapter 2

Review of dynamics of charged

particles in the inner magnetosphere

2.1 Earth’s inner magnetosphere

In a vacnum, the earth’s magnetic field would appear roughly dipolar with its magnetic
moment axis tilted by 117 from its rotation axis. However, the magnetic ficld is filled with
a plasma and it is distorted by external currents. The entire region where the earth's
magnetic field governs is called the carth’s magnetosphere. The dynamic pressure of the
solar wind compresses the magnetosphere so that it resembles a comet’s tail. Night side
region of the carth’s magnetosphere is a region called the magnetotail. The maguetotail
extends ont far beyond the moon's orbit. In oue part of the magnetotail, the stretched
magnetic ficld forms a thin region of relatively hot plasma known to be the plasma sheet.

Average particle energies in the near-carth plasma sheet ave typically around 5 keV and the

10



number density in the near-earth plasma sheet is approximately ~0.3-1 em™ [e.g., Peterson
et al., 1981; Lennartsson and Shelley, 1986; Baumjohann ct al., 1989; Paterson et al., 1998].
In the near-earth plasma sheet, there is a Jarge-scale electric field being dominantly in the
duskward direction; this large-scale convection field is so-called the convection electric field
The plasmas stored in the near-earth plasma sheet convect sunward due to the convection
electrie ficld, and they become trapped in the inner magnetosphere where earth’s dipolar
magnetic field dominates.

Since the convected plasma has a sufficient energy, they can contribute to the formation
of the large-scale current surrounding the carth as if a current flows in a ring; this current
is called a ring cwrrent. The growth and decay of the ring current can be observed by
maguetograms placed in the earth’s surface. At certain times more particles than usual
are convected (or injected) from the magnetotail into the ring current by the large-scale
conveetion ficld. The resultant current depresses the horizontal-component of equatorial
carth’s magnetic field. The depression nsually lasts several hours or a few days and reaches
its minimum field of ~1 % of the carth’s internal ficld. Such strong depressions of the
carth’s field have been noticed in maguetograms for a long time; this is called magnetic
slorins.,

Various charged particles are trapped in the carth’s magnetosphere. The inner mag-
netosphere can be categorized into several regions by their charvacteristic behavior; the
plasmaspliere, the ring current and the radiation belt. The basic concepts of the regions

are described below.

11



2.1.1 Plasmasphere

The plasmasphere is the region where the cold and dense plasma originated from the
ionosphere corotates with the earth. As a consequence, the ionospheric plasma fills in the
closed field line until the plasma pressure distribution is in hydrostatic equilibrium. The
plasmasphere consists of cold plasmas with its temperature of ~1 eV [Comfort et al., 1985,
Olsen et al., 1987]. The plasmaspheric density ratio He* /HY is gencrally of the order of
0.2 [Horwitz et al., 1986] or 0.1 [Olsen et al., 1987]. Plasmaspheric enhancements of O*are
often accompanied with the distinct increase in ionospheric electron temperature [Horwitz
et al., 1986].

Usually, the plasma density inside the plasmasphere is significantly higher than outside,
becaunse in the outer region where the conveetion field dominates the corotation field the
plasma convects to the dayside magnetopause [Nishida, 1966; Brice, 1967]. Figure 2.1
shows the model caleulation of the plasmaspheric electron density as a function of Mecll-
wain’s L [Mcllwain, 1961] (or the geocentric distance in the equatorial plane in ecarth radii)
given by Carpenter and Adnerson [1992].

The steep gradient as shown in Figure 2.1 is called the plasmapause. The plasmapause
position has been studied both by using in sifu satellite measurements [e.g., Taylor et al.,
1968; Chappell et al., 1970a; Chappell et «l., 1970b; Chappell et al., 1971; Carpenter and
Chappell, 1973; Maynard and Grebowsky, 1977, Chappell, 1982; Reasoner cf al., 1983; Higel
and Wu, 1984; Nagai et al., 1985; Horwitz ct al., 1990] or by ground-bascd measurcments
and analysis of whistler waves triggered in the ionosphere by lightning flashes [e.g., Car-

penter, 1962, Carpenter, 1963; Carpenter, 1966; Park, 1974]. The historically presented
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Figure 2.1. A model calenlation of the plasmaspheric clectron density in the equatorial
plane as a function of L-value given by Carpenter and Adnerson [1992].

shapes of the plasmapause are shown m Figure 2.2.
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Figure 2.2, Historical plasmapause shapes in the equatorial plane. From left to right, the
shapes were presented by Carpenter [1966], Chappell [1974] and Carpenter [1983], respec-
tively. (After Carpenter et al. [1993])

Equatorial projection of plasmapause is typically located near 2-7 Re (earth radii); they
are drastically changed by the strength of the convection clectrie field. Figure 2.3 repre-
sents a composite density profiles in the night side region given by Chappell et al. [1970a];

it is clearly shown that the density gradient around the plasmapanse is sensitive to the
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magnetic activity as indicated by Kp.
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Figure 2.3. A composite density profiles showing the reaction of the plasmasphere in the
night side region. (After Chappell et al. [1970a))

In the nightside region, the plasmapause density gracient is typically found while the
sharp density gradient is not always observed in the dayside region [Nagai et al., 1985].
Moreover, Horwitz et al. [1990] reported that the transition region of the density around the
plasmapanse is generally complicated and they can be classified into six different categories,
being represented in Figure 2.4, After examining 515 radial profiles of the ion density
observed by the DE-1 satellite, Horwitz et al. [1990] found that featureless (labeled as A)
or multiple plateau (labeled as C) are mostly observed.

During increasing activity, the stronger convection electric field poushes the plasmapanse
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plasmaspheric density profiles categorized by Horwilz et al

closer to the earth and peels off the outer layers of the old plasmasphere. The pecled

plasmaspliere connecting with the core plasmasphiere is called detached plasmasphere [e.g.,

Chappell ¢t al., 1971; Chappell, 1974] or plasmatail [c.g., Chen and Grebowsky, 1974; Gre-

bowsky et al., 1974; Grebowsky et al., 1975; Chen et al., 1975, Maynard and Chen, 1975]

(sce Figure 2.5).

The plasinatail extends heyond the geosynehronous orbit (6.6 Re) so that geosynchronous

satellites often observe the plasimatail (or a bulge of the core plasmasphere) in the dusk

region. Higel and Wi [1984] statistically examined the magnetic activity dependence of the



plasmatail (or a bulge) crossing of the geosynchronous satellite (GEOS-2) and they found
that the geosynchronous satellite encounters the plasmatail in early local time (closer to
noon) as the magnetic activity increases. Elphic et al. [1997] speculated that the plas-
maspheric particles convecting from the core plasmasphere are carried by the reconnection
into nightside region when they encounter the dayside magnetopause. However, we have

no definitive information to confirm their speculation.

Plasmatail

Figure 2.5. Schematic for the plasmatail extending from the core plasmasphere in the
equatorial plane.

Conversely, during decreasing activity, plasmapanse moves outward, and a refilling pro-
cess from the topside ionosphere begins; the new plasmasphere forms in a several days. To
measure the plasma flow properties of vefilling flux tubes is most essential for understanding
the refilling process. Hoffman and Dodson [1980] documented the high latitude polar wind
outflow in terms of light ion densitics, flow velocities and fluxes. However, the propertics
observed by them seem to be different from the properties related to the plasmaspheric
refilling. The retarding ion mass spectrometer (RINMS) [Chappell, 1982 aboard DE 1 suc-
ceeded to illuminate the plasma flow propertics of the refilling finx tubes. Chandler and
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Chappell [1986] found interhemispheric flows of the order of 1 km/s or less for H*. Such
flows are quite subsonic, as the thermal speeds are of the order of G km/s or higher. They
also found that the counterstreaming generally oceurs at solstice; HY jons flow from the
summer hemisphere and He™ ions from the winter hemisphere. Olsen et al. [1983] found
both an isotropic background and a low-energy field-aligned flow in the plasmasphere; the
isotropic population is primarily composed of H* ions, with 10 % of Hetand 0.1-1 % of
O*. The field-aligned population has a density of ~2-3 em™ and thermal energies of 0.25-1
eV, being flowing at 5~20 km/s. Using the suprathermal ion mass spectrometer (SMS)
aboard EXOS-D, Watanabe et al. [1992] reported the ion flow velocities in the refilling of
the outer plasmasphere; they found rather high flow speed of 12 km/s or greater for H*
, 7 km/s for Het and 3 km/s for O%. Olsen et al. [1987] investigated the trapped ion
population confined within a few degrees latitude of the equator; the heated HY ious have
bi-Maxwellian distribution of temperature of 0.5-1.0 and 5-50 ¢V with densities of 10-100
em™. They noted that this trapped and heated population in the near equatorial region

are often observed.

2.1.2 Ring current

The ring current cousists of geomagnetically trapped 10-200 keV ions [e.g., Willaimas,
1981] (mainly H*, Het and O%) that drift azimuthally around the carth at geocentric
distance of 2-8 Re; they are overlapping the radiation belt (Van Allen radiation belt).

The global strength of the ring current can be monitored by ground-based magnetograms

at micl- and low-latitudes. The Dst index calenlated from the observed geomagnetic field
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gives an estimate of the strength of the ring current. This index has been used to monitor
the development of geomagnetic storm.

The ring current has been considered that the current always flows westward because
of the two reasons: (1) The gradient and curvature drift motion of ions is westward and
castward for electrons so that the direction of the current is westward. (2) The negative
excursion of the Dst index during a magnetic storm is well explained by the existence of
the enhancement of the westward ring current.

Such a classical idea of the ring current is incorrect. In early 1960’s, the dynamic feature
of the ring current was revealed by satellites which observed the charged particles and the
magnetic fields. Using a modeled pressure distribution having a Gaussian type distribution
along an equatorial radius, so-called V3 model, Akasofu and Chapmen [1961] and Akasofu
et al. [1961] inferred the ring current distributions that flow westward in the outer region
and eastward in the inner region in a meridian plane. The V4 model was deduced from
the magnetic perturbation in the equatorial plane observed by Explorer 6. Hoffman and
Bracken [1965] applied the observed ion energy spectra with energies above 100 keV by
Explorer 12 to the Akasofu and Chapmen [1961]'s model, and they calculated the current
distribution for the quiet time ring current. Moreover Hoffman and Bracken [1967] included
the self-consistency in the current calenlation. Frank [1967] found the proton flux with
cnergics 31-49 keV increased by factors above 30 over the prestorm intensities during a
magnetic storm at L = 3.5 near the cquatorial vegion by using the result of the OGO
3 particle obsvrvations (sce Figure 2.6); they suggested that the total energy of these

protous with energies 3-50 keV within the carth’s magnetosphere is sufficient to account
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for the depression of the Dst index.
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Figure 2.6. Flux of protons in an energy range of 31-49 keV as a function of L near the
equatorial region during the pre-storm, main phase, recovery phase and post-storm periods
of the July 1966 storm. (After Frank [1967].)

Detectors aboard Explorer 45 (§%-A) provided the first total ion and electron energy den-
sity measurements in the equatorial region from 2.5 to 5.5 Re [Longanceker and Hoffman,
1973]. Smith and Hoffman [1973] showed that the stormi-time ring current constitutes an
enormous enhancement of protous in the energy range 10-120 keV. Berko et al. [1973)
calenlated the distortion magnetic ficld deduced from the proton’s distribution. They com-
pared with the direct measnrement of the maguetic ficld and they concluded that protons
with energies 1-872 keV can account for the observed ring current magnetic ficld in the

equatorial region for a particular storm,

19



Smith and Hoffman [1973] also showed that during a main phase of the storm, addi-
tional injections of protons related to substorms were observed; they were superposed on
the gradual increase of the proton energy density. The characteristic features of this addi-
tional enhancement in the evening region are consistent with flow patterns resulting from
a combination of inward convection, corotation and gradient-curvature drift motion, being
carried from the plasma sheet into the inner region; this features are accompanied with the
nose structure in the observed E-t (energy versus time) spectrograms [Smith and Hoffman,
1974]. Ejiri [1978] and Ejiri et al. [1980] succeeded to reconstruct the nose dispersion
structure by tracing particles having various energies and pitch angles under their basic
concept that the 'nose’ structure is cansed by a temporal enhanced convection field: First
the plasma sheet plasma is convected from the tail region toward the earth primarily in
the radial direction with little energy and pitch angle dispersion under a weak convec-
tion (first stage). Following the convection enhancement (sccond stage), this population
moves further toward the earth and begins dispersing with energy and pitch angle. The
time-dependent particle penetration into the lower L region is indicated in Figure 2.7,

The CHEM (Charge-Energy-Mass Spectrometer) aboard AMPTE/CCE (Active Mag-
netospheric Particle Tracer Explorers / Charge Composition Explorer) has an ability to
observe the charge composition of ions in the energy range of 0.3-315 keV /e [Glocckler et
al., 1983a). Prior to the mission of AMPTE/CCE, the charge composition of ring current
ions had been inferred from the different charge exchange loss rates among species [Smith
et al., 1981].

Oue of the intense storms in the whole AMPTE/CCE mission, on September 4-7, 1984,
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Figure 2.7. Reulsts of simulations of the particle penetration into the ring current region.
The MLT dependence of particle penetration distances for ions (solid lines) and for electrons
(dashed lines) after an electric field enhancement is clearly shown. (After Eyiri et al. [1980].)

Glocckler et al. [1983h] reported that the cuergy density of O increased up to a fraction
20% of total during a main phase of the storm in the region 3.7-4.7 Re while O* contributed
only 2.7% to the total energy density in a quiet-time. ‘The other intense storm during the
AMPTE/CCE mission, in Febrnary 1986, the O energy density dominated that of HY in
the most disturbed period [Hamilton et al., 1988]. Hamilton et al. [1988] speculated that
the large increase of the OF energy deusity is caused by the large amount of ionospheric

ontflow OF jens in the anvoral or cuspfeleft region. The magnetic activity dependent
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outflow of OF ions was previously reported by Yau e¢f al. [1983], that is,

F(H*) = 1.5 x 10 exp(0.26Kp) sec™, (21)

F(O%) = 9.0 x 10* exp(0.56Kp) sec™, (2.2)

where F(HY) and F(O%) are the ontflow rates of H* and O™ ijons, respectively. Comparing
with Eq.(2.1) and Eq.(2.2), it is suggested that the outflow rate of O ions is sensitive to
Kp as compared with that of H*. The drastic enhancement of the O% energy density
seems to be a common feature during a large or an intense storm [e.g., Roeder et al., 1996;
Daglis, 1997]. The magnetic activity dependence of O ions has been observed not only
in the ring current, but also in the near-earth plasma shect [Pelerson et al., 1981; Sharp
el al., 1982; Ipavich et al., 1985, Lennartsson and Shelley, 1986; Daglis et al., 1994; Daglis
and Azford, 1996]. However, the whole mechanism that the OF encrgy density in the ring
current and/or in the inuer plasma sheet depends on the magnetic activity has not been
understood.

Lui et al. [1987] examined the time development of the plasma pressure, current density
and plasma beta value as a function of a radial distance during the large storm of September
4-7, 1984 (sce Figure 2.8). The current density J; perpendicular to the magnetic field

was calculated from the observed ion pressure P as

B B.-VvV\B
Ji = —=x|VPL+(Ff-F L'—E.ij— ¥

= (2.3)

where B is the local magnetic field and the subseripts L and || represent the value perpen-
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dicular and parallel to the local magnetic field, respectively. Eq.(2.3) is given by Parker
[1957]. The results are as followings: (1) Enhancements in the plasma pressure oceur ini-
tially in the outer region and reach the inner region in the recovery phase. (2) Particle

injection structure can be seen. (3) The plasma beta in some region exceeds 1,
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Figure 2.8. The perpendicular plasma pressure as a function of L during a magnetic
storm on September 4-7, 1984, Dashed lines represcut the perpendicular pressure obtained
from the reference pass before the commencement of the storm (After Lui et al. [1987].)

Several processes have been proposed to explain the global ring current enhancement;

1. inward transport of plasma sheet particles by enhanced conveetion electric field [e.g.,
Williamns, 1981; Wodnicka, 1989; Takahashi et al., 1990; Lui, 1993; Bowrdaric et al.,

1997; Wolf et al., 1997; Jordanova et al., 1998; Ebihara and Ejiri, 1998],
2. particle injection associated with a substorm [e.g., Lui ef ol., 1987; Fok et al., 1996,
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Ebihara et al., 1998c],

diffusive transport due to the magnctic and/or electric fluctuation [e.g., Lyons and
Schulz, 1989; Riley and Wolf, 1992; Lui, 1993; Chen et al, 1993: Chen et al., 1994;

Bourdarie et al., 1997; Chen ef al., 1998],

mward displacement of preexisting trapped particle distribution due to a large-scale

convection fe.g., Lyons and Williams, 1980},

direct entry from the ionosphere in the cusp/cleft and/or the polar eap region into
the ring current [e.g., Cladis and Francis, 1985; Delcourt et al., 1990; Peroomian and

Ashour-Abdalla, 1996).

However, There is very little agreement on the physical mechanism of the ring enrrent

buildup and its essential sonurce.

The decay of the ring current is also one of significant topics. Four major loss processes

are proposed for decay of the ions constituting the ring eurrent as listed below:

1.

Convection outflow. Particles transported by the large-scale convection ficld flow
sunward. The particles that encounter the dayside magnetopause may be lost [e.g.,

Takahashi et al., 1990; Ebihara et al., 1998D)].

Charge exchange with neutral hydrogen. The nentral hydrogen exists steadily with
the density of ~700 em™ at a geocentric distance of 3 Re and ~300 em™ at 4 Re
[Rairden et al., 1986]. A proton exchanges its charge with the neatral hydrogen as
HY+ H — H 4 HY. Many authors have mentioned that the charge exchange is
the major loss process for the ring current ions [c.g., Licmoln, 1961; Swisher and
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Frank, 1968; Prulss, 1973; Smith et al., 1976; Chamberlain, 1977, Smith and Bewtra,
1978; Solomon and Picon, 1981; Kistler et al., 1989; Noél, 1997; Chen ¢t al., 1997;
Ebikara and Ejird, 1998]. The resultant energetic hydrogen is called an energetic
neutral atom (ENA), which are used to obtain the two-dimensional image of the ring
current distribution [e.g., Roelof, 1987; Beutir et al., 1996; Henderson et al., 1997].
DBishop [1096] suggested that the resnltant ENAs generate a secondary ring current

in the inner region.

. Coulomb collision with thermal plasmas. The Coulomb collision has been also con-
sidered as one of significant loss processes comparable to the charge exchange. Went-
worth [19539] investigated the lifetimes of trapped ions due to the Coulomb collision.
They assumed the distribution of thermal plasmas to be expressed by a delta func-
tion. Fok et al. [1991] derived the Coulomb lifetime from the assumption that the
thermal plasmas has a Maxwellian distribution. The Coulomb collision may be an
important loss process for a particular energy range (especially below 10 keV) [Fok et
al,, 1991]. The Coulomb collision loss with the plasmaspheric thermal plasmas may
be ignored relative to the charge exchange loss for the ring eurrent decay because the

plasmasphere shrinks during a magnetic storm [Ebihara et al., 1998Dh).

Wave-particle inferaction. Wave-particle interaction with the clectromagnetic ion
cyclotron (EMIC) wave as a loss mechianism of ions has also been proposed. However,
Lhe wave-particle interaction loss on the ring current ions is an unresolved question
beeanse the loss rate strongly depends on the assumed wave amplitude. [Kozyra et

al., 1997 for reviews].



2.1.3 Radiation belt

The trapping regions of high energy charged particles surrounding the earth are called
radiation belts (or Van Allen radiation belts). There is a clear distinction between protons
and electrons.

For electrons, there are two belts; the inner belt located between about 1.1-2.0 Re in
the equatorial plane, and the outer belt located between about grater than 3.5 Re. The
inner belt exists stably while the outer belt is sensitive to the magnetic activity. The region
between the inner and outer belts is called a slof region. Wave-particle interaction with
the whistler mode waves has been considered to be the primary source to make the slot
region [e.g., Lyons et al., 1972]. After a large magnetic storm, the slot region is filled with
the newly transported electrons.

High energy protons with energies exceeding 10 MeV are located between 1.1-3.0 Re in
the equatorial plane and they form a proton radiation belt. The proton radiation belt is a
fairly stable population but this is disturbed after an extremely large storm (e.g., after the
storm in March 1991 |e.g.. Hudson et al., 1997]). The inner proton radiation belt varies
with 1l-year solar cycle. The main source of protons in this region is the decay of cosmic
ray indnced albedo from the atmosphere.

Figure 2.9 shows the model caleulation of the radiation belts for 2 MeV electrons and
10 MeV protons, being given by NASA's empirical models, AES-MIN for electrons and
AP-8-MIN for protons.

Recently, a new belt was found within the iuner belt. It coutains heavy nuclei (mainly

oxyveen, but also nitrogen and helinm, and very little carbon) with energies below 30
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Figure 2.9. Model calenlation of the omuidirectional flux for 2 MeV electrons (left) and
10 MeV protons (right) in the meridian plane. The flux distribution is given by NASA
AE-8 maodel for clectrons and AP-8 model for protons.
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interstellar origin [e.g., Mewaldt et al., 1996].

The radiation belts are also important heeanse the high energy particles are harmful:
(1) Tt degrades satellite components, particularly semicondunctor and optieal devices, (2)
It indnces background noise in particle detectors. (3) It induces errors in digital cirenits,

(4) Tt induces electrostatic charge-up in insalators. (3) It is also threat to the astronauts.

2.2 Adiabatic drift motion in the magnetosphere

2.2.1 Lorentz force

In dealing with the dynamics of charged particles in the maguetosphere, one shonld

first know the force acting on each charged particle. The dominant foree acting each non-
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relativistic particle in most cases is the Lorentz force as

d*r dr
1HE=Q(E+EKB). (2.4)

where r,m, q, v, E and B are particle position, mass, charge, a velocity vector, an clectric
field vector and a magnetic ficld vector, respectively.
Asgsuming that the magnetic field B is uniform and constant and that the electric field

E is zero, Eq.(2.4) becomes

() - o -

duy _
(F); == m{"t’;XHL (2.6)

where vy and v, are the velocity parallel to the magnetic field and the velocity perpendicular

to the magnetic field, respectively, Integrating Eq.(2.5), it becomes
v = constant, (2.7)

that is, the particle moves paralle]l to B at a constant speed. The trajectory projected on

to a plane perpendicular to B is a circle of radius r;, whose gyrating period of 22 as

muy

'y, === E}': {2.8)
o Rl (2.9)
ry,
By
ol (2.10)
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The particle motion in this case is helical; the pitch angle of the helix is the angle between

the particle velocity and the magnetic field, being defined by

k=

-1 YL
tan L= y
)

(2.11)

where a is the pitch angle. Particle with its piteh angle of 80° moves essentially in circle.

Particle with its pitch angle of 0° moves along a magnetic field line.

2.2.2 Guiding center approximation

Under the basic assumption that the gyro radius ry, is smaller than the characteristic

scale of [V B|, Northrop [1963] gives equations of the guiding center motion for the steady

fields as

Py
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(2.12)
(2.13)
(2.14)

(2.15)

where R, b, pr, s and W are a position vector of the guiding center, a unit vector of B, a

magnetic moment of a particle, a line clement align a field line, and the kinetic energy,

respectively. The equation of the perpendicnlar displacement Eq.(2.12) consists of three

terms; the £ x B drift, the grad-B (V B) drift. and the curvature drift. Eq.(2.13) indicates

that the particle motion parallel to the magnetic ficld s aceelerated in a direction oppo-
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site to the gradient of the magnetic field. If a particle is moving into a stronger magnetic
field, it will be repelled. Considering the earth’s magnetic field that connects with both
the northern and southern hemispheres, a particle beeomes trapped between the northern
and southern hemispheres. Therefore Eq.(2.13) is called the mirroring force. Those equa-
tions are applicable for tracing the particle motion under the relatively steady electric and

magnetic fields in the magnetosphere, e.g., the cusp/cleft region, the distant neutral sheet.

2.2.3 Adiabatic invariants

The concept of invariants is extremely nseful in describing the motion of particles in the
magnetic field. Considering the motion of a particle described by a pair of variables (p;, ;)
that are generalizedd momenta and coordinates, the action integral J; over a complete period

of oscillation of ¢; with specified nitial conditions, which is written as
Jis jS pidgi, (2.16)

15 an invariant of motion.

This action integral will remain invariant even if some property of the system is allowed
to change. However, it is requived that the temporal change is slow as compared to relevant
periods of the system and that the spatial change must not be related to the periods.

There are three type ivariants associated with the motion in the magnetosphere; the
gyration motion aronnd a magnetic field line, the honnee motion along a field lime and the

drift motion perpendicular to a magnetic field.
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First adiabatic invariant

The first invariant is associated with the gyro motion of a particle. Multiplying cach side

of Eq.(2.13) by vy and m, we obtain the equation in the steady magnetic field as

d muj N B ds
a\ 2 )] T TFasw
anB -
= —J_LEE. {214’]

From the requirement of conservation of the total energy of the particle, the conservation

equation is derived as

I /1 1 1 (1
é (Emvﬁ + Emui) = é (imbﬁ + ,uB)
w P (2.18)

After substituting Eq.(2.17) into Eq.(2.18), we obtain

dB d
R R DR (T B 2.19
port = (uB) =0, (2.19)
that 1s,
dje
HE‘_ =0, (2.20)

Eq.(2.20) means that the magnetic moment g is independent of time and is a constant in
the guidiug center motion. The constancy of the magnetic moment implies that the total

maguetic finx enclosed by the motion must also remain constant. This constancy of the
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first invariant of guiding center motion leads to magnetic trapping of particles.

Second adiabatic invariant

The longitudinal invariant is associated with the v motion. Since charged particles
traveling in the divection of B behave as if the magnetic field is not there; the momentum

is simply muvy. The action integral for this motion is usually represented by J
J = §muyds. (2.21)

From the definition of the total energy T as

muj
== = + pB, (2.22)

the sccond invariant indicated in Eq.(2.21) becomes

dJ 6J+ E £+ E E
dt ot \aT) dt ds | dt
s2[2 ~Yi[ ol
" L [;{1 -—;;B)] [_EE ds
dyy —pdB| = [E _ ]"*'r2 .
+ ['Ul[ﬁ' -+ ;"3}"] _/;. TH(T ,HB} E:

9 1/2
+uy [E{T - ;fB}] . (2.23)

32



where s, and s; are the two mirror points. Since the parallel velocity i is zero at the

mirror points, all terms including v vanish. Then Eq.(2.23) becomes

dj 520 [2 -1/2 9B
q fh E[E(T—NB}} T
B\ 2 pu[2 i3

+(§J£1gkﬂT—Mﬂ ds. (2.24)

If 8B/dt is slowly varying and it can be considered constaut over sy and so, dB/81 can be
taken outside of the integral. Then, the two terms in Eq.(2.24) cancel;

a _,

= (2.25)

This invariant J is conserved if the perturbation time scale is longer than the transit time

of particles between the two mirror points.

Third adiabatic invariant

The first invariant is associated with the gyration motion. The second invariant is as-
sociated with the longitudinal motion. For the particle motion in the magnetosphere, the
third invariant is associated with the drift motion around the carth. The guiding center
drift motion conserves the total magnetic flux within its drift path. The thivd invariant J;

can be writien as

h:fmnw, (2.26)
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where V| and ¢ are the drift velocity perpendicular to the magnetic field and the azimuthal
angle, respectively, being conserved as long as the perturbation time scale is longer than

the drift times of the particles.

2.2.4 Loss cone

Consider a particle in the equator where B=D,,, having arbitrary pitch angle of ay.
Arising from the conservation of the fivst invariant, the cut off pitch angle g; is called the

'loss cone’, being cxpressed as

. 3
sin a; = B, (2.27)

where [7,, is the magnetic intensity at the mirror peint. If the particle with its equatorial
pitch angle of ag is less than a;, it will mirror below the ecarth's surface or below the
absorbing region of the carth's atmosphere and thus it cannot be bounce motion. In the

dipolar maguetic ficld, the loss cone angle a; is given by

(i) (2.28)

13 (4~ 3m )"

where I, L and Re are the geocentric distance of the absorption layer, Mcllwain’s L-value
and the carth’s radins, respectively. Figure 2.10 shows the loss cone angle as a function

of L; the altitude of the absorption layer % 1s taken to be 300 kim.
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Figure 2.10. Loss cone angle a; as a function of L. The absorption altitude is take to be
300 km.

2.2.5 Bounce-average drift velocity

When a particle bounces along a field line, it also drifts perpendicularly to the magnetic
field. The field line along which a particle is bouncing at a given time is called the guiding
field line. Each guiding field line is limited by the particle’s mirror points. The mirror
poiuts generate the two limiting curves my and my, called mirror point paths. The dnft
shell ¥ (see Figure 2.11) is defined by the following procedure; (1) identifying the initial
guiding ficld line, (2) finding the velocity with which the particle is changing guiding ficld
lines, and (3) integrating this velocity.

In general case, there may be a minimum-1I3 point along a given field line. Consider a
given, fixed reference surface Q2 (Figure 2.11) orthogonal to all field lines through each
mininnum-B point, we define it a maguetic equatorial plane, The minimum-B surface is
always perpendicular to the ficld lines if there is no field-aligned current.

e veloeity of the referencee point 0 Fi o 2. is called the particle’s A
Tl locity of tl fi poiut. 0 in Figure 2.12 lled the particle’s bounce
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Figure 2.11. A surface 02 orthogonal to all field lines.
average drift velocity. If V; is the actual, instantancous drift velocity of the particle while
its guiding center is passing through point P, the displacement of point 0 associated with
the instantancous displacement VAt will be given by OO'. Q' is obtained by tracing the
field line I' that goes through P) down to the reference surface £2. The bounce-average drift
velocity of O will then be given by the bounce-average of all associated velocities Vg as

il s

i (2.29)

2 o
(Vo)== [ "Vo

where 7, 15 the bounee period. The associated velocity Vg, is related to the actual drift

velocity V', by a purely ficld-geometric transformation as
Vo.=TV,. (2.30)

In a dipolar magnetic field, the tensor T becomes a scalar cos™ A, where A is the latitude

of the poiut P,.
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Figure 2.12. Schematics for the bounce-average drift velocity.

The curvature drift velocity V¢ and the grad-B drift velocity Vg are

Ve = ’—mﬁa x (B-V)B (2.31)
© g B ’ '
2
ﬂ‘l‘i‘!J.
Vo = V. 2.32
F quEB * B { 3 }

If there is no external current, i.e., ¥V X B = (0, the curvature drift velocity becomes

m'b‘ﬁ
g B

B xVE. (2.33)
Then, the gradient-curvature drift can be expressed as

Vee = Vet Vg

(muz) B xVEB

> NiE (1+cos®a)
i

mu? 1 B
= L5 (Bx VD) (1 _ 55_.,,) (2.34)
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"
= 2;;}?{: (2 —sin’a)b x n,

(2.35)

where R and n are the curvature radius and the normal vector toward the opposite

direction to the center of the curvature, respectively.

In the dipolar magnetic field, the gradient-curvature drift Vg is westward for protons

and eastward clectrons, inclnding no radial component. As shown in Figure 2.13, the drift

displacement of the guiding field line’s reference point O is related to the instantaneous

velocity as

Henee, for the angular bounce-average drift velocity is given by

o
pr R )
((dt)@s) .[ u“Hcm*J& et

o e - 2 172
_ sf _ Vea(d=3cos?)) i
I 2

i }L (1 . gin? ogld—3 cos® ‘,'Jq;g]]lfg

cos® A

Cos
To derive Eq.(2.37), the following equations are used

ds = RcosA(4— 3cos? \)/2d),

(4 — 3cos? \)'/2
cost A '

sinfa = sin®ag

(2.36)

(2.37)

(2.38)

(2.39)



The dipole magnetic field is expressed by

. 2 yy1/2
BO) = BD(_*J Jcos® A)

. (2.40)

cost A

where By is the magnetic field at L=1. The curvature radius R¢ is

_ 2 3 y3/2
Rc—EmsJuH Jcos® A)

|

(2.41)

3 2 — cos? X

Figure 2.13. Geometry for the drift displacement of the guiding field line’s reference point
O and the instantaneous position P

Substitnting Eq.(2.39), Eq.(2.40) and Eq.(2.41) into Fq.(2.35), we obtain the instanta-
neous magnetie drift velocity in the dipolar magnetic field as

3mv? cos® M1 +sin® X} [ sin®ag(4 = 3cos?A)!/?

ce = : 2.42
Veo 20 By (4 = 3cos?A)? { cost A } 2a)
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Then, using Eq.(2.37) and Eq.(2.42), the bounce-average drift velocity becomes

sin? ag(4—1 cos? 1)1/2

} A

]l1n 2- — {CL}H‘?’ Jl[:]. g Siin® AJ
d‘?) 3mp? |7 {1 — “i“]"'ﬂf‘l;:;"f-“”ll””}'m (4 — Jcos? A)3/2
<(E; CG) 2qR* By fﬁum cos A(4 — 3cos? .1)'!2 .
in? orgl =3 cos? A2 172
h t Sty

(2.43)

Since Eq.(2.43) includes a complicated term to solve it, Ejiri [1978] gives approximation

formulae for Eq.(2.37) as

((dq":') > " Imuy? gleg)
dt ) o/ — 2q12Bp f(ap)’
Imu? .
= ety
2T, O\ 00)
with
fly) = a=B8y+u'"") +ay'® + ag® + azy + ay™?,
39(y) = 20— (58 —a)y— (8 —az)y Iny
3 .
=By + Say' (1 = ')+ bagy(y' — 1),
y = sina,
where

ap+ s+ ay+ ooy

i1

0,

1+ In (24 v3)/2V3
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(2.45)
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(2.49)



~ 1.38,

B = (af2)~(n/12)V2

o .32
The coefficients are
ay = 0.055,
ag = —0.037,
iy = —D.ﬂ?é,
Iy = 0.056.

The approximate functions f(aqg), g(ag) and G(ag) are shown in Figure 2.14

Then, the bounce-average drift velocity can be written as

(V)= Vit <(§§’)w> .

(2.50)

(2.51)

(2.52)

(2.53)

where ey is a unit vector toward azimuthal direction and Vi is the £ x B drift velocity,

being expressed as
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Figure 2.14. The functions, f(ag), g(ag) and G(ay), as a function of the equatorial pitch
angle ay. A solid line, a dotted line and a dashed line are the functions of f(ap), g{ap) and
Glayp), respectively.

2.2.6 Electric field model

Convection field

The Volland-Stern type | Volland, 1973; Stern, 1975] convection model gives the equatorial

clectric potential distribution €4y of the convection, being expressed as

Q= AR sin g, (2.55)

where 1 is a geocentric distance, ¢ a magnetie local time, v a shiclding factor being taken
to be 2 and A a factor indicating the strength of the conveetion. This simple convection
model is used throughout this dissertation.
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Following Maynard and Chen [1975], the intensity factor A as a function of Kp is adopted

to examine the drift trajectories of particles for instance. The intensity factor given by

Maynard and Chen [1975] is

0.045
L1 2 9
(T—0.150Kp + 00003k 2P " /1) (2:56)

A =

and it is shown in Figure 2.15. This IKp dependent model is used in Chapter 3 and

Chapter 4. In Chapter 5, the solar wind and IMF dependent model is introduced instead

of this Kp dependent model.

1.5[

A(kV/Re?)
o o
T U‘ T D T

0.0t s

Figure 2.15. The intensity factor A for the Volland-Stern type convection model as a
function of Kp, being given by Maynard and Chen [1975].

Corotation field

The corotation electric field @, in the inertia frame i expressed by

E,, = —(wx R) x B, (2.57)



wlhere w is the angular velocity of the earth’s rotation. Then the electric potential &,

hecomes

R
@0 = — [ |EuwldR, (2:58)
==
‘B
= -2 (2:59)

where [te is the earth’s radins. After substituting the quantities, w = 27 /24 - 3600 rad/s,

a=6371 km, By = 31000 nT, the clectric potential becomes

C
g 2 2,
Do R [V] (2.60)
with
C =583 % 10" [V m|. (2.61)

Hence, the large-scale clectric potential @, which consists of the convection and the

corotation field, is obtained as

fh = q'rfd"‘q’m

= AR7sing — % (2.62)
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2.2.7 Drift trajectories of particles

With the assumptions, (1) the first two invariants are conserved; (2) field lines are
equipotential; (3) motion of particles includes no additional field, the bounce-average drift
trajectories under the dipole magnetic field and the Volland-Stern type convection field can

be written [Efiri, 1978] as

% _ _%{Yﬁzmsél (2.63)
% T — w_%gj, (2.64)
o £1 (2.66)

where I{y), pr and R, are a function related to the second invariant, the first adiabatic
invariant (magnetic moment), a geocentric distance of a stagnation point at MLT of 18h
for a zero energy particle, respectively. The geocentric distance of a stagnation point (J7,)

for a zero energy particle is

wite? By T ¥
jfd_( o ) (2.67)

The function f{y) is given by

o l] [1 _ B(‘”‘}]wm, (2.68)



having no dimension. Ejiri [1978] also gives the approximate formula for the function I as

I{y) = 2a(l —y)+23y ny+48(y - v''%)

+3a,(y'? — y) + 6ay(y*? = y) + 6ay(y — ¥'*) = 2a3y Iny. (2.69)

The coefficients for Eq.(2.69) are indicated by Eq.(2.50), Eq.(2.51) and Eq.(2.52).

Solving the equations, Eq.(2.63),Eq.(2.64) and Eq.(2.65), one can trace a bounce-average
drift trajectory for a given initial condition. The fundamental trajectories under the dipole
magnetic field and the Volland-Stern type convection field are drawn in Ejiri [1978]. Again,
several proton and electron bounce-average trajecturies are presented for instance; Figure
2.16, Figure 2.17 and Figure 2,18 indicate the energy dependent trajectories, the inten-
sity of the convection dependent trajectories and the pitch angle dependent trajectories,

respectively.

2.3 Particle’s directional differential flux

2.3.1 Directional differential flux

The previous section has dealt with the motion of single charged particles in the magne-
tosphere. However, the description of trapped charged particles involves large numbers of
particle distribution in space, energy and piteh angle. Henee, the concepts of a divectional
differential flux has been introduced to deseribe the characteristic hehavior of population

of trapped particles.
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W,=0.1keV

Proton

Electron

Figure 2.16. Magnetic moment dependence of bounce-average trajectories for protons
(top panels) and clectrons (bottom panels) with their pitch angles of 90°. From left to
right panels, cach panel indicates the trajectories for the initial kinetic energies of 0.1, 1,
and 10 keV, respectively. They are corresponding to the magnetic moments of 3.23 eV /nT,
32.3 eV/nT and 323 eV/uT, respectively. The trajectories are traced under the dipole
magnetic field and the Volland-Stern type convection field with its intensity being Kp=4
for the Maynard and Chen [1975] model. All particles start at L = 10. Particle positions
are represented by dots at 10-minutes steps.

The directional differential flux for a given location, direction and energy is the number
of particles at energy 17 within cnergy range of d1V which cress a unit arca perpendicular

to the specified direction within a unit solid angle in unit time. The directional differential

flux j is given by

dN

| & 2.70
1= ISdWand (2.70)
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0=30°, W,=10keV
Kp=1 Kp=4

Proton

Electron

Figure 2.17. Same as previous figure except that the intensity of the convection field de-
pendence of the bounce-average-trajectories for protons (top panels) and electrons (bottom
panels) with their pitch angles of 30° and the initial kinetic energy of 10 keV (323 ¢V /ut).
Left panels indicate the trajectories for [<p=1 and bottom panels for Kp=4.

where dS and df2 arc the element of area an the element of solid angle.
For equatorial trapped particles, the equatorial directional differential flux 75 passing

through the equatorial plane having an arca of dS is also given by

d N

—_— 71
2 nydydiA’’ (L)

Jo(W,y) =

where y, 7, are sine of the pitch angle and the bounce period of the particle with the energy
of 1" and sine of the piteh angle y. This coneept is used to obtain the equatorial direetional

dilferential flux throughont this dissertation.
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Kp=4, W,=1keV

Figure 2.18. Same as previous figure except that the intensity of the convection field de-
pendence of the bounce-average-trajectories for protons (top panels) and electrons (bottom
pancls) with the initial kinetic energy of 1 keV (32.3 eV/nt) for the convection field for
Kp=4. Left panels indicate the trajectories for their initial pitch angle of 90° and bottem
pancls 30°.

2.3.2 Liouville’s theorem and phase space density

The Liouville's theorem describes that the phase space density of particles I specified
by the momentum p and spatial coordinate r is conserved in the phase space.

The phase space density () is expressed as

diN
fdrdp
N

B *fm® kg’ 2.72
drdydzdp,dp,dp.’ [s"/m" kg7 (2.72)

where dr(dr, dy, dz) and dp(dp,, dp,, dp.) are a coordinate vector and a momentum veetor,
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respectively. Here we transform the rectangular coordinates to the spherical coordinates

with the polar axis along the velocity vector as

drdydzdp,dp,dp, = (dS - vdt)(p°dpdQ)

p*dSdtd\VdQ, (2.73)

(2.74)

where v is the velocity. Note that vdp = dE since E = p*/2m, where m is the mass. Thus,
the directional differential flux j can be rewritten as

oo _ GN
T ASdidwdn

= p°F (2.73)

The Liouville's theorem is applied to map the phase space density at a given location in

this simulation.



Chapter 3

Dynamic model of plasmasphere and
Coulomb collision loss for energetic

10ns

3.1 Introduction

The dominant loss processes of energetic ions in the magnetosphere have been consid-
ered to be the charge exchange with neutral atoms [e.g., Frank, 1967; Swisher and Frank,
1968; Priilss, 1973; Tinsley, 1976; Lyons and Evans, 1976; Smith et al,, 1978; Smith and
Bewtra, 1978; Smith et al, 1981; Kistler ot al., 1989; Nogél, 1997; Ebihara et al., 19980 |
and the Coulomb collision with dense cold plasmas in the plasmasphere [e.g., Wentworth
el al., 1959; Liemohn, 1961; Kistler ¢t al., 1989; Fok et al., 1991]. The number densities of

seattering particles are regnired when we consider the lifetimes of the charge exchange and



Coulomb collision losses. Though the distribution of neutral atoms for the charge exchange
is relatively steady, the distribution of plasmaspheric cold plasmas for the Coulomb colli-
sion is drastically changed with the magnetospheric activity [e.g., Chappell et al., 1970a;
Chappell et al., 1970b; Chappell et al, 1971; Carpenter and Chappell, 1973; Maynard and
Grebowsky, 1977; Chappell, 1982; Reasoner ef al., 1983; Higel and Wu, 1984; Nagai et al,,
1985; Horwitz et al., 1990] Therefore the time-dependent distribution of the plasmasphere
is required to evaluate the Coulomb lifetime of the ring current ions and to discuss the ring
current formation and its decay as well.

The plasmasphere is formed by the bulk motion of the cold plasma in the magnetosphere
[e.g., Nishida, 1966; Brice, 1967]. Many authors have discussed the deformation of the
plasmapanse or detachment of plasmatail [e.g., Carpenter et al., 1966; Chappell et al.,
1970; Chen and Wolf, 1972; Grebowsky et al., 1974; Grebowsky and Chen, 1975; Maynard
and Chen, 1975 Horwitz et al., 1990; Moldwin et al., 1995; Gallagher et al., 1995]. The
thermal plasma of the plasmasphere is supplied from the ionosphere; this physical process
is called a refilling process. Many kinds of large-scale refilling models have been proposed;
for example, hydrodynamic models [e.g., Mayr et al., 1970; Moffett and Murphy, 1973;
Marubashi and Grebowski, 1976; Li ef al., 1983; Khazanov et al., 1984; Singh and Chan,
1992; Guiter et al., 1995] and semikinetic models [e.g., Lin et al., 1992; Wilson et al., 1992].
However these models (hydrodynamic and semikinetic models) scem to be inappropriate
to obtain the three-dimensional time-dependent distribution of the cold plasma to evaluate
the Coulomb collision loss of energetic ions becanse these models require many computer

resonrees to solve their cquations. Here, the total jon contents model deseribed in Chen



and Wolf [1972] is applied for modeling the transport of ionospheric plasmas iuto a flux
tube. By solving a differential equation as mentioned below, the saturation density and
refilling time constant of the plasmasphere is calculated; this model requires no empirical
model for the saturation density and time constant such as Carpenter and Anderson [1992]
and Rasmussen et al.[1993].

The main purpose of this chapter is to evaluate the Coulomb collision loss of the ring
current ions by using time-varying three-dimensional plasmaspheric model. To do this,
the time-varying three-dimensional plasmaspheric model is presented in Section 3.2. After
evaluating both lifetimes of energetic ions (H*, Het and O%) due to the loss processes in
Section 3.3, change of plasma pressure and its ion composition of the ring current during

a particular storm are examined in Section 3.4.

3.2 Three-dimensional dynamic model of the plas-

masphere

3.2.1 Source of the plasmaspheric thermal protons

The plasmaspheric thermal protons is considered to be supplied from the conjugate
ionospheres, where OF jous are dominant species. The charge exchange reaction in the

topside iouosphere,

OY+H-—-0+1, (3.1)

a3



is one of possible sources for the plasmaspheric protons. The resultant protons in the top-
side 1onosphere are carried npward by ambipolar diffusion, and they fill the flux tube in
the magnetosphere. The other sourece for the plasmaspheric protons is the direct photoion-

ization of H atoms in the topside ionosphere as
H4+h— HY+e, (3.2)

However, the photoionization as a source of the plasmaspheric protons has been ignored
for the sonrce of the plasmasphere for a long time. In this subsection, a quantitative

comparison of the sources, the charge exchange and the photoionization, is made.

Continuity equation
Considering a flux tube that connects with both ionospheres, the continnity equation
governing the HY density in the flux tube is

( ' a P ]
i " (n lﬂ

o g &3

where n;, w;, Q) and L are the number density, the bulk velocity, the production rate and

the loss rate, respectively. The production rate [Banks and Kocharis, 1973] is

Q = Qe+ Qi (3.4)
SKT, .

Q. = a”_.n{H}n{D" J\/:H—{”]' (3.5)
Qu = 1{H)n(H), (3.6)



where Qee, Qpiy Oce, n(H ), n(O%), k,T,,,m(H) and I(H) are the production rate due to the
charge exchange, the production rate duc to the photoionization, the charge exchange
cross section, the number density of H, the number density of OF, Boltzmann’s constant,
the temperature of neutral gas, mass of H and the ionization frequency, respectively. By
comparing the charge exchange production rate (7., with the photoionization production
rate (i, the dominance of the charge exchange process for the source of the plasmaspheric

protons will be quantitatively examined.

Production rates

The ionization frequency J{H) is obtained by the integral expressed as

I(H) = f F(A\)o,i(A)dA

= j Fo(A) exp(=Tope(A))ope(A)dA, (3.7)

where F, Fy, 0,:, A and 7,5, are the photon flux, the photon flux outside the atmosphere,
the ionization cross section, the wave length and the optical depth, respectively.

Samson [1966, pp. 237] gives the ionization cross section o,; as

32r%q4° R,
i 323 And )
= 6.31 x 107"%g(A/xe)? (em™?), (3.9)

where ., n,, 0,4, t and » are the Rydberg constant, the principal quantum number, the

Gaunt factor, the charge, the Planck number, and the frequency, respectively. The Gaunt

[}
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factor g varies from 0.8 at the threshold wave length A to a maximum of 1.0 at approx-
imately 20 nm. The threshold wave length of this reaction Ag is taken to be 91.175 nm.
The optical depth 7, can be approximate to ~ 1 in the topside ionosphere [Banks and
Kockarts, 1973).

The EUV-91 model [Tobiska, 1991] gives the spectrum of the solar extreme ultraviolet
(EUV) radiation Fy(A) for the wavelength below 105.0 nm. Figure 3.1 shows the extreme
ultraviolet spectrum for the solar maximum (lefi panel) and the solar minimum (right

panel) given by the EUV-91 model.
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Figure 3.1. EUV spectra obtained by the EUV-91 model for the solar maximum (left
panel) and the solar minimum (right panel).

Then the ionization frequencies I{H) become 6.9x10°7 see for the solar maximum and
29%x1077 sec for solar minimum, respectively. Therefore the production rate due to the

photoionization @, becomes

Qi = 6.9 x 107 "n(H) (m™*sec™!) for solar maximum

=29 % 107 n(H) (m™3see™") for solar minhmum.
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Next, the production rate due to the charge exchange is derived. After substituting the
charge exchange cross section g, being (1.5 40.5) x 107" m? [Banks and Kockarts, 1973

into Eq.(3.5), we obtain the production rate due to the charge exchange as

Qe = (2,18 £ 0.73) x 107 n(O )n(H)T}? (m~3sec™!). (3.10)

Altitude profile of the production rates

Typical altitude profiles of the production rates for the solar maximum and the solar
minimum are shown in Figure 3.2. The IRI-95 [Bilitza, 1986] and MSISE-90 [Hedin, 1987;
Hedin, 1991] models are used to obtain these ionospheric and thermospheric quantities,
From comparing the production rates at any altitude, it is clear that the charge exchange
is the dominant production process for thermal protons by a factor of ~10-1000 in the
topside ionosphere. Therefore, the thermal protons produced by the photoionization can

be ignored.

3.2.2 Ionosphere-magnetosphere coupling

As discussed in the previous scction, the HY ions supplying to the plasmasphere arve

wainly produced by the charge exchange reaction in the conjugate ionospheres, ic.,

O*+H— 0+ H". (3.1)

(]
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Figure 3.2. Production rates of thermal protons as a function of altitude due to the
charge exchange (solid line) and the photoionization (dotted line}, respectively, at noon
and the geographic latitude of 45 deg. Top and bottom panels show the profile for the
solar minimum and the solar maximum, respectively.

The reverse reaction can ocenr easily because the ionized potentials of H and O are very

closed to cach other. Therefore the main sink of the HY jons is the reactions of

HY +0 - H+ 0", (3.11)

The continuity equation along a flux tube is given by

Jar

57 = Qu+ = Lus, (3.12)
5




where F is the H* flux, s the distance along a field line, Q-+ a production rate of H* and
Ly+ a loss rate of H*. The production and loss rates, Qu+ and Ly+, are [Richards and

Torr, 1985),

Qu+ = 2.5x 1077 TV 20(H)n(0%) (m~3s™1), (3.13)

L+ = 22 x 10777} n(0)n(H*) (m~3!), (3.14)

where n(H),n(0), n(H*),n(0"),T; and T,, are densities of neutral hydrogen, neutral oxy-
gen, proton, oxygen ion, and ion and neutral temperatures, respectively. Integrating

Eq.(3.12) along a field line, the upward flux becomes

F(s) = Fg%s—l + By f;({?m — Ly+)

s
B(s)

=) (3.15)

where B and s are a magnetic intensity, and the distance along a field line, respectively. The
subscript 0 refers to the quantities at the lower boundary altitude zp of the production floss
region.

The npward flux will be maximum when the plasmasphere is depleted after a large
magnetic storm. In this situation, i.c., Ly+ = 0, the upward flux becomes maximum and
is called as a limiting flux.

The chemical equilibrinm is the state that production and loss rates are equal. The

concentration of chemical equilibrium HY ions in the ionesphere is derived from an equality
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of FH+ and L;;_,.‘ i.e.,

25 x 0L 0H) o1y sy (3.16)

n(HY) =
W 2.2 x 10-17T}2n(0)

The typical profiles of O* density and chemical equilibrium H* density are shown in Figure
3.3. The IRI-95 [Bilitza, 1986] and MSISE-90 [Hedin, 1987; Hedin, 1991] models are used
to calculate these ionospheric and thermospheric quantities. The lower boundary zp is the
altitude where chemical equilibrium H* density is equal to O* density in Figure 3.3. In
other words, the bulk motion of the plasma due to the ambipolar diffusion is controlled
by H* in the region above z5. The lower boundary altitnde is highly sensitive to the solar
activity as shown in Figure 3.4. The lower boundary in the solar minimum is from G600
km to 800 ki depending its local time and latitude, but in the solar maximum (the bottom

panel of Figure 3.4); the altitudes are roughly twice the altitude in solar minimum (the

top panel of Figure 3.4).
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Figure 3.3. Typical profiles of OF density (solid line) and the chemical equilibrinm H*
density (dashed line) at noon during snmmer.
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(8] Solar Minimum

Figure 3.4. The latitudinal and longitudinal variation of the lower boundary altitude z
for (a) a solar minimum and (b) a solar maximum.

Since the n(O") profile falls off cxpouentially with altitude, HY that escapes to the
plasmasphere is produced within one scale height of O [Raitt et al, 1975, and the loss
region of H* ions also may exist within one scale height of atomic oxygen above z5. Then,

we obtain the flux which can escape to the plasmasphere as,

F = P;H-HI[U"'} — Ly+ H{O} {IIT_QS_IL [3.1?}

where H{O%) is the seale height of O and H{O) the scale height of atomic oxygen at the

fower boundary 2.
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Considering a flux tube connecting with both ionospheres, the continuity equation of the

total ion content per unit magnetic flux N [Chen and Wolf, 1972] is

dN _ Fy+Fs

- = 3.1
dt By, '’ ( 5)
where By is the magnetic intensity at the jonosphere, and N is defined as
4]
N = f ”"{iﬂ}ics (Wh), (3.19)

where h, 1s the coordinate scale factor aligned with a field line. The subseripts N and 5§
represent northern and southern hemispheres, respectively. The average density in a flux

tube 7 is
n=— (m™3), (3.20)
where
V “—‘j%{fﬁ (m*Wh=1). (3.21)

Then, the continmity equation of the average density becomes,

d!_P_FN—!-fF_S

@ By (m=3s-1), (3.22)

G2



or

ﬁ - 1 g ~17p1/2 + +
e "%7{;;532'& x 1077 g (H)n (O )Hy (OF)
—np ¥ 2.2x 1077 *nu(0)HA(0)), (3.23)
h=N5

where ng is the HT number density at the conjugate ionospheres, corresponding to n{ H*).
To solve the ordinary differential equation Eq.(3.23), it is obvious that we must obtain the
relation between it and ny,.

We assume that the number density along a field line is in hydrostatic equilibrium which
is derived from plasma transport equation (e.g.,Eq.(13) of [Rasmussen et al., 1993]) with
the following assumptions; (1) pressure is isotropic, (2) temperatures are constant and (3)
mnertia force is negligible. In the hydrostatic equilibrium state, the distribution with the

dipole field as a function of colatitude & is

lie 1 1
— . —_ 24
w(f)) = noexp { HiL (551123 sin® 5‘1}) } ! ol
anil
. KG+T) +
Hy = (g " (3.23)

where gg, &, ng, T, T; and 8y ave gravity foree at surface of the cartl, Boltzmmann's constant,
H* density at the altitude of zp, electron temperature, ion temperature, and colatitude of

the production floss region in the conjngate ionospliere, respectively. In a dipolar geometry,
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the colatitude 8y is given by

Re + 2y
LRe '’

(3.26)

sin? fy =

where L and Re are Mcllwain’s L-value and the earth’s radius. The equatorial density n,,

is simply given by substituting # of 90° into Eq.(3.24) as,

e i
T!.,_.q = Ty L):]}{mm} : {32;:]
From Eqs.(3.20) and (3.24), the average density 7 is analytically given by

i = np0, (3.28)

where

%o Re 1 1
i _ _
j;,.rzﬁm himp { HyL (:’-}in2 §  sin® ﬂ'u) } a0
= .
/ sin’ Bl
wf2

After substituting Eq.(3.13), (3.14), (3.17) and (3.28) into Eq.(3.22), the differential equa-

0 (3.29)

tion of the average density is obtained as

dii 1
?i: B W[ > 25 x 107, tna(H)ny(OF) Hi(O)
; li=N.§
~% 2.2 x 107" T2, (0) HW(0)). (3.30)
h=N.5

The solution of the ordinary differential equation of Eq.(3.30) clearly has a time constant.

G4



7, so-called refilling time constant,

BV O
T= _?; Ve ; (3.31)
> (22 % 10777 na(0)Hi(0))
h=N.5
and has the saturation density iz,
0 3 2.5 x 1077, P (H)ny(OF ) Hi(OY)
h=N.5
Ngar = : . 3.32
' 3 2.2 % 1077 0, (0)H, (O) @2
h=N5§

3.2.3 Formation of the plasmasphere

The thermal protons supplying into a finx tube are radially and azimmthally moved by
drift motion in the magnetosphere. The motion is governed by the E x I drift because
plasmaspheric protons are cold with temperature of ~ 1 ¢V [e.g., Olsen ¢t al., 1987]. In this
model, the thermal protons are traced under the dipolar magnetic field and the corotation
electric field and the time-dependent convection field whose electric potential is expressed

by the Volland-Stern type [Volland, 1973; Stern, 1973] as

¢ = AR sin ¢, (2.55)

where R is a geocentric distance, ¢ a magnetic local time, v a shielding factor and A a

factor indicating the strength of the convection. Here, the shielding factor «y is taken to be

2. Following Maynard and Chen [1973], the intensity factor A as a function of Kp is given
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(1 — 0.150%p + 0.0093K %)

A= KV /Re?). (2.56)

Figure 3.5 shows a schematie diagram of this plasmaspheric model; the thermal protons
are produced by the charge exchange reaction in the conjugate ionospheres at the altitude
of zy. After transported by the ambipolar diffusion into the magnetosphere, they are
azgimmnthally and radially moved by the I x B drift motion in the magnetosphere. The

number density in the flux tube is obtained by solving the differential equation of Eq.(3.22).

Schematic of the plasmaspheric model

Altitude Z,

Figure 3.5. Schematic of this plasmaspheric model.

3.2.4 Comparison with satellite observations

The EXOS-B satellite (JIKIKEN) was launched on September 16, 1979 into a near
equatorial orbit (the apogee of 5.1 Re, the height of perigee of 225 ki and the melination of

G



31°). Because of the low inclination orbit, EXOS-B could sweep widely from the ionosphere
to beyond the plasmapause in the near equatorial plane. An electron density is directly
calculated from an upper hybrid resonance frequency which is measured by a frequency
swept impedance probe (IPS) [Ejiri et al., 1981] aboard EXOS-B using a length of 33.4 m
antenna, a frequency range from 10 kHz to 3 MHz with a swept period of 2 sec (high bit
rate) or 8 sec (low bit rate).

Three days' data sets of EXOS-B from August 11-13, 1981, when EXOS-B had an apogee
of near midnight, are used to compare with the result of the numerical simulation. There
are three available orbits during the days. One of the orbits of EXOS-B (on August 12,
1981) projected in the equatorial plane is shown in Figure 3.6 with a snapshot of a contour
map of the calenlated proton number density at 1400 UT on August 13, 1981. A purple line
in the bottom panel indicates the orbit of EXOS-B passing from the dusk side to the dawn
side through an apogee of L=5.1. A marked dot on the purple line represents the position
of EXOS-B at 1400 UT on August 12, 1981. At this time, a bulge of the plasmasphere is
clearly seen in near midnight, being corotated with the carth.

The three days’ profiles of the electron density observed by EXOS-B along their tra-
jectories and profiles of the proton density caleulated by this numerical model are shown
in Figure 3.7. The number density of electrons is assmmed to be equal to the number
density of protons due to charge neutrality. The comparisons between calculated profiles

and observed profiles for the three orbits are summarized as followings:
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Figure 3.6. A snapshot of calenlated number density of the plasmaspheric protouns i the
noon midnight meridian plane (middle panel) and in the equatorial plane (bottom panel)
at 1400 UT of Augnst 12, 1881, A purple line represents the trajectory of EXOS-B and
a dot indicates the satellite’s position at 1400 UT. The Kp indices are shown in the top
pancl.
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Figure 3.7. Three days' radial profiles of thermal electron density observed by EXOS-B
(left side) and profiles of thermal proton density calenlated by the model (right side) along
the trajectories of EXOS-B in the periods of 1304-1810 UT of August 11, 1981 (top pancls),
1058-1632 UT of Angust 12 (middle panels), 0925-1451 UT of August 13 (bottom pancls).
The thick lines represent the outbound paths.
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Orbit on August 11, 1981

A weak magnetic storm with minimum Dst of -41 nT was occurred on August 11, 1981,
being caused by an enhanced convection; an estimated polar cap potential [Boyle et al.,
1997] gradually increased and reached its maximum of 120 kV around 2000 UT on August
11. A main phase of the storm lasts from 1000 UT on August 11 until 2100 UT on the
same day. In the main phase of the storn, EXOS-B observed the electron density during
the period of 1304-1810 Ul on August 11; the results are shown in top panels of Figure
3.7. EXOS-B intersected the plasmapause at L=4.98 and L=4.34 along the outbound
and inbound paths, respectively. The difference between them is AL=0.64 whereas the
calenlation gives AL=0.86. Though the observed location of the plasmapause is slightly
different, the ehanges in space and time coincide each other with the accuracy of about 34

%.

Orbit on August 12, 1981

A recovery phase of the storm lasts until 1400 UT on August 12, and the enhanced
convection gracdually decrcased, In the second orbit (1058-1632 UT on August 12; mid-
dle pancls), EXOS-B didn't encounter the plasmapause in this orbit; it seems as if the
plasmasphere was refilled within a day. However it takes more than five days to refill the
depleted plasmasphere np to the density of the order of 100 em™ at L=5 by our calcula-
tion. Therefore the ionospheric outflow havdly refills the plasmaspliere up to the observed
density ~100 em™ at L=5 within a day. One possible reason is that EXOS-B observed a

bulge (or a plasmatail) corotated with the carth from the noon-dusk quadrant in the weak-

0



ened convection. Figure 3.8 shows a time series of the equatorial nunber density during
the recovery phase of the weak storm from 2000 UT on August 11 to 1600 UT on August
12. At the most disturbed time (2000 UT on August 11), the dense region extending from
the core plasmasphere to the dayside magnetopause (a plasmatail) is clearly seen in the
noon-dusk quadrant. As the convection was decreased, the plasmatail began to corotate
with the carth because the open-close boundary of zero-energy drift motion was spread out.
When the plasmatail (or a bulge) corotated and reached around midnight, the EXOS-B
satellite passed through the coroted plasmatail. Therefore EXOS-B did not encounter the

plasmapause in the sceond orbit. Figure 3.9 shows this explanation schematically.

Orbit on August 13, 1981

The magnetosphere was relatively quiet (Kp < 3) in the third orbit (0925-1451 UT on
Augnst 13). The caleulated profile (panel of 'f* of Figure 3.8 ) shows that the location
of the plasmapause segments is 4.6 € L < 4.9 (outbound) and 4.1 < L < 4.6 (inbound)
and the absolute electron density is approximately 900 em™ at L = 3.5 and 300 ecm™?
at L = 4.5 (outbound); the caleulation is in good agreement with the observation on the

location of the plasmapanse and the absolute clectron density except for the fine structure.



s mat O R
e & m
= I

8 g m N 12

August 1981

CAUG 11,1981 2000 UT A 0000 UT
1000 __ oo
E J:
s 2o =
£ R 1008
& i
0 2 w2
i ol Ml : 1 < | 1
[ 4 2 i Fr] 4 B ] & 4 2 i} =2 -4 -
X{He) Xi{Ra)
AUG 12,1981 0400 UT CAUG 12,1981 DBOO UT
= A00HY - 10D
2 i ]
rns i 3 o =
& 1S B 100 &
= A E A
e 5
£ E
m 3 w 3
B 1 1
a 4 2 L] -2 -4 -5
X(Re)
AUG 121981 1200 UT
11200-5 10110_%_
E 100 % E 00 é
= § x g
£ £
-1 = w F
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Figure 3.9. Schematic for the explanation of the EXOS5-B observation.

3.3 Lifetimes of energetic ions

3.3.1 Coulomb collision lifetime

The Coulomb decay lifetime of the ring current ions is calculated by a method of Fok et
al.[1991], which has been calculated with the assumption that a distribution function of the
plasmaspheric plasmas is Maxwellian with temperature of 1 V. The normalized Coulomb
lifetimes of HY He' and O% ions as a function of energy arc plotted in Figure 3.10,
showing cnergy dependence of the lifetimes. The Coulomb loss lifetime is short in lower
cnergy. For example, if the ring current ions with energy of 1 keV stay in the plasmasphere
whose density is 100 em™, the lifetimes of H*, Het and OF ions due to the Coulomb
collision loss are 1.6, 4.9 and 19 days, respuectively. For the energy of 10 keV, the lifetimes

arc 11, 9.6 and 22 days, respectively.
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Figure 3.10. The normalized Coulomb lifetimes of H*(solid line), He*(dotted line) and
O*(dashed line) ions derived by the formulas of Fok et al.[1991].

3.3.2 Charge exchange lifetime
The other major loss process of the ring current ions is the charge exchange. As described

in Kistler et al[1989], the dominant charge exchange loss of H, Het and O* ions are due

to the reactions of

HY*+H — H+HY, (3.33)
Het+H — He+ HY, (3.34)
Ot+H — O+H?. (3.35)

The charge exchange lifetime for an energetic ions 7, is given by

1
n(H)ov’

(3.36)

Tf:l' =



where n{ H), o and v are the number density of neutral hydrogen, the charge exchange cross
section, and the thermal velocity of an bouncing ion, respectively.

A spherically symmetric model derived by Chamberlain [1963] is used to obtain the
number density of the neutral hydrogen. Parameters for the Chamberlain model are given
by Rairden ct al. [1986]; the parameters are exobase temperature, 1050 I§; exobase density,
44000 cm~3; geocentric distance of exobase r., 1.08 Re (500 km altitude); and a critical
radius for satellite atoms, 3.0 r.. The fitting parameters was derived from the ultraviolet
photometer imaging by DE] satellite [Rairden et al., 1986].

The charge exchange cross section is given by Janev and Smith [1993] for HY ions and
Smith and Bewtra [1978] for Het and O% ions. The normalized charge exchange lifetime
(defined as 7. x n(H)) for H*, He* and O% ijons as a function of energy are plotted in
Figure 3.11. For example, the charge exchange lifetimes of the ring current H*, Het and
O* ions with energy of 1 keV at the geocentric distance of 4 Re are 0.57, 108, 5.3 days,
respectively. For the energy of 10 keV, the lifetimes are 0.41, 11 and 2.0 days, respectively.
For the energics below 45 keV, the charge exchange lifetime of HT ious is shorter than that

of OF and viee versa.

3.3.3 Spatial distribution of the lifetimes

The lifetimes due to the loss processes depend on the density of scattering particles,
i.e., the lifetimes of an energetic ion is a function of its position and time. Figure 3.12
indicates the spatial distribution of the lifetimes for 10 keV lons with an equatorial pitch

angle of 90° dne to the Coulomb collision (left paunels) and the charge exchange (right
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Figure 3.11. The nermalized charge exchange lifetimes of H* (solid line), He* (dotted line)
and O*(dashed line) ions. The H* lifetimes is given by Janev and Smith [1993], and the
lifetimes of He* and O are given by Smith and Bewtra [1978]. The data points are the
experimental value of Smith and Bewtra [1978).

panels). As an example, the Coulomb collision lifetime is obtained by using a snapshot of
the calculated plasmaspheric density at 2100 UT of August 11, 1981, when the Dst index
reached its minimum in a weak magnetic storm. The Coulomb lifetimes of 10 keV ions,

H*, Het and OF, are resemble cach other. There are two characteristics to be noted:

1. The energetic ions with its energy of 10 keV at L=3 have a Coulomb lifetime of a
day; the Coulomb collision cannot be ignored for energetic ions in the plasmasphere
because the lifetime is shorter than the typical duration of a storm, The Coulomb
collision can be ignored in the outer plasmasphiere becaunse the lifetime is above ~10

days.

2. Charge exchange loss is important for 10 keV HY iouns; the lifetime is below a day

in the region of L < 5 and below 3 honrs in the region of L € 3. For the He*



wons, the charge exchange lifetime is longer than that of the Coulomb collision, i.c.,
the Coulomb collision loss dominates the charge exchange loss for Het ions with
energy of 10 keV. On the coutrary, for the O ions with energy of 10 keV, the charge
exchange lifetime is comparable to the Coulomb hifetime in the plasmasphere whereas

the charge exchange becomes the dominant loss process in the outer plasmasphere.

3.4 Discussion

In the previous section, the lifetimes of energetic ions due to the charge exchange and
Coulomb collision loss processes have been examined. In this section, loss effects of energetic
jous on macroscopic quantities, such as the pressure (energy density), due to the charge
exchange and the Conlomb collision loss processes are examined for a particular magnetic

stormi.

3.4.1 Change of storm time pressure due to the loss processes

To examine the loss effects of the plasma pressure, many ions having various encrgics and
equatorial pitch angles are traced. After tracing the ions under a dipole magnetic field,
a corotation clectrie field and the Volland-Stern type convection field with its intensity
depending on IKp indices, the directional differential flux in the equatorial planc is calcu-
lated. By integrating the differential flux, the plasma pressure are obtained. The method

to derive the plasma pressure is deseribed in below.
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Figure 3.12. The calculated lifetimes in the equatorial plane [or 10 keV H¥(top),
Het(middle} and O*(bottom) ions due to Coulomb collision (left side) and the charge
exchange (right side) at 2100 UT of August 11, 1981,



Initial and boundary conditions

The ions whose distribution function is initially isotropic Maxwellian with the temper-
ature of 5 keV and the density of 0.22 em™® are injected from the boundary azimuthally
located at L=8 with 21h < MLT < 3h. The composition ratio of HY, Het and O ions
at the source boundary is fixed to be 0.8, 0.05 and 0.15, respectively. The magnetosphere
is initially empty, that is, all 1ons are transported from the night side boundary by the

convectlon.

Drift trajectories

Drift trajectories of ions are traced by bounce-average approximation under a dipole
magnetic field, a time-dependent convection electrie ficld and a corotation electric field.
The followings are assumed in this model; (1) the first two invariants are conserved, (2)
ficld lines are equipotential and (3) motion of particles induces no additional field. The
mumerical method to trace the bounce-average trajectory is described in Ejirt [1978]; time

development equations of the bounce-average drift. motion becomes

dx w
i X 2.63
= - cos ¢, (2.63)
d‘;& r'r-'-l. L] 3?“".(—;(3"‘.‘]]
2P WX O L 2.G4
= WX sing 4+ w TN (2.64)
It
o 2.G6
Y=g (2.66)

where q,w, i, I,y and G are particle charge, angular velocity of carth’s rotation, first

adiabatic nvariant (magnetic moment), a geocentrie distance of a stagnation point at



MLT of 18h for a zero energy particle, a shielding factor being taken to be 2 and a function

of an equatorial pitch angle given by Ejiri [1978], respectively.

Convection electric field

The Volland-Stern type convection field represents the electric potential @ as

$ = AR sin ¢, (2.55}

where [t is a geocentric distance, ¢ a magnetic local time, A a factor indicating the strength
of the convection. Here, the shielding factor 7 is taken to be 2. Following Maynard and
Chen [1975], the intensity factor A is given by

_ 0.045
= (1= 0.139Kp + 0.0003K p2)3

(kV/Re?). (2.56)

A

Charge exchange and Coulomb collision loss processes

The ions are lost by three physical processes; the charge exchange with the neutral
hydrogen, the Coulomb collision with thermal plasmas, and convection outflow due to
arrival at the magnetopause azimuthally located at L=11.

A trapped ion bouncing between northern and southern mirror points experiences dif-
ferent density of the neutral hydrogen aligned with its bouncing trajectory. The bounce-

average density of the neutral hydrogen for an bouncing ion is introduced and is given
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by

(H'.”} = T (33?)
nn"

where vy, ds, j, ny and A, are parallel velocity of an ion, a line element aligned with a field
line, an approximate factor, the equatorial density of the neutral hydrogen, and the mirror
latitude, respectively. After substituting Eq.(3.38) into Eq.(3.36), the charge exchange
lifetime for a bouncing ion can be approximated as

cos? A,

T (3.39)

Following Smith and Bewtra [1978], the approximate factor j is taken to be 3.5. Then the

lifetimes due to the charge exchange and the Coulommb collision can be expressed as
Sz il (3.40)

where 7., is the lifetime due to the Coulomb collision. Using the lifetimes, number of ions

lost by the charge exchange is calenlated along with their bounce-average trajectories. This

process can be numerically expressed as
g = —i. (3.41)
A T

where [ is the phase space density.
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Directional differential number flux

The method to caleulate an equatorial differential flux is as follows: First, all packet
particles are gathered into a small phase space bin (AL, A¢, AW, Ay), where L, ¢, TV and
y are Mcllwain’s L-value, MLT, the kinetic energy and a sine of a pitch angle, respectively.
Next, the directional differential flux in the equatorial plane jo( L, ¢, 1V, y) as

4 PJb.r'u

27 ST yAYAW’ (942)

jﬂ'{-'{‘: ¢} H';':v y} -

where ANyin, S and 7, are the real number of gathered particles in the bin, the arca of a
virtual detector in the equatorial plane and the hounce period of a particle, respectively.

The off-equatorial differential flux jg at a latitude of A can be derived from the Liouville’s

theorem [Roederer, 1970] as
J(L: &, J": H;: y] = .}ID{Lr ¢: ]F-J h{)‘}yjl (343}

withi

cos’ A

o RO 3.44
(14 3sin? )1/ (3:44)

A =

Plasma pressure

The perpencicular pressure P and the parallel plasma pressure [ are given by

p o= fmr-"!F{u]l{'nsgmhj, (3.43)
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f—mv F(v)sin® adv, (3.46)

where F' is the velocity distribution function and m the particle’s mass. The pressure can
be expressed by using the directional differential flux j instead of the velocity distribution

function & as

P o= aom [ [ jVWsin® adadw, (3.47)
o Jw

B = 2mv2m f fvjﬂ.ﬂ-‘[-’ cos® a sin adadWV. (3.48)
i W

3.4.2 Result
Change of pressure due to the loss processes

On June 4-8, 1991, an intense magnetic storm with minimum Dst of -223 n'T occurred,
having a complex main phase and two step recovery phase. During the storm, the CRRES
satellite observed the ion flux for cach species in the near equatorial plane. The CRRES
satellite was launched on 25 July 1990 into a geosynchronous transfer orbit (GTO) with
the apogee of 33584 km, the perigee of 350 km and the inclination of 18.1° . From the
ion composition observation by the CRRES MICS ( Magnctospheric Jon Composition Spec-
trometer) instrument during the intense storm, Roeder ct al.[1996] reported on the change
of plasmma pressure (energy density) as follows; (1) the percentage of relative O pressure
to the total at L=3-5 increased from 7 % prior to the storm to 29 % in the recovery phase,
that means the relative jon composition never became dominated by oxygen, (2} the fastest

decreasing ion was OF at L=3-6 in the recovery phase.
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The results of the caleulation are shown in Figure 3.13. Dst indices are shown in the
top panel, indicating a complex main phase and two step recoveries constituting the rapid
nitial recovery and the slow recovery. The second panel represents a contour of number
density of cold electrons in the meridian of midnight; the plasmasphere drastically shrank
during the disturbed period. The last two panels are the radial profiles in the midnight
meridian at 0000 UT on June 7, 1991 during the later recovery phase of the storm (denoted
by (C) in the top panel). The third panel shows the loss rates of the plasma pressure. In
the region of L <3, one can find that (1) the Coulomb collision loss of the pressure is
effective in the region of L <3 becanse the core region of the plasmasphere (>100 cm™)
shrank within L~~3 at midnight during the storm as shown in the second panel, (2) the
Coulomb collision loss is more effective for the Het and O* than Ht and (3) on the other
hand, the charge exchange loss is more effective for HY than He* or O,

The bottom panel of Figure 3.13 shows the plasma pressure as a function of L. The
pressure has a peak at L ~3.8. The composition ratio is relatively steady in the high L
region whereas the ratio is highly changed in the low L region. It is clear that HY becomes
a minor composition relative to O and Het at L<2.3 iy the later recovery phase. Roeder
et al. [1996] reported that the percentage of relative O pressure to the total at L=3-5
increased from 7 % prior to the storin to 29 % in the storm and the O pressure decreased
rapidly. However, this cannot be explained by this model calenlation. This suggests that
the drastic enhancement of OF fons in the near-carth plasma sheet may be introduced.

The absolite gquantities of the observed pressure around L=3.5 are 32 uPa, 8 nPa and

13 uPa for HY, Het and OF ions, respectively. However, the absolute caleulated pressure
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is smaller than the observed one. More realistic source condition in the near-carth plasma
sheet and the convection model will be required to explain the absolute quantities; this will

be examined in Chapter 3.

Change of ion composition ratio due to the loss processes

A time series of the composition ratio of the pressure as a function of L is shown in
Figure 3.14. Three curves in cach panel indicate the HY, Het and Ot composition ratio
as a funetion of L, respectively. Because the ion composition ratio in the near-earth plasma
sheet is assumed to be 0.8, 0.05 and 0.15 for H*, Het and OF ions, respectively, the ratio is
almost constant at high L. However, the ratio is drastically changed by the loss processes
at low L; H* becomes a minor species in the region of L <1.8 at 1900 UT on June 5
(labeled as A), when the initial rapid recovery begins. The composition ratio is almost
kept until the rapid recovery phase ends at 0400 UT on June 6 (labeled as B). After then,
the composition ratio changes gradually. In: fact, CRRES observed the enhancement of the
composition ratio of OF pressure up to 29 % at L=3-5 in the recovery phase [Roeder et al,
1996]. However, this cannot be explained by this model simulation being the steady initial
ion composition ratio. Thercfore, the drastic change of O ions in the near-earth plasma
sheet may be introduced. Indeed, ionospherie ions (such as OF and Het) obviously increase
relative to the solar wind originated ions in the plasmasheet during a storm [Peterson et
al., 1981; Sharp et ul., 1982; Lennartsson and Shelly, 1986; Daglis et al., 1994].

An initial rapicd recovery of a magnetic storm has been considered to be cansed by the

relatively shorter charge exchange lifetime of OF ions. However, the caleulational result
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Figure 3.13. The pancls show from top to bottom; (top panel) the Dst index of the
maguetic storm on June 4-8, 1991, (sccond panel) a contonr showing plasimaspheric number
densities of 10 ein™, 100 em™ and 1000 em™ in the midnight meridian, (third pancl)
the radial profile in the midnight meridian at 0000 UT on June 7, 1991; the loss rate
due to Counlomb collision (lower left group) and loss rate due to Coulomb collision and
charge exchange (upper right group), (bottom panel) also the radial profile in the miduight
merician of the plasma pressure of HY, Het and OF. The loss rate of 1.0 means that the

pressure is completely lost.
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shows that there is no drastic change of O pressure during the initial rapid recovery. Thus
the shorter charge exchange lifetime of OF ions is not a good explanation for the rapid
initial recovery of Dst for this particular storm. The sources for the initial rapid recovery

also will be mentioned in Chapter 5.
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Figure 3.14. The composition ratio of the HY, He' and OF pressure in the midnight
meridian (A) at 1900 UT on June 5, 1991 (beginning of the rapid recovery), (B) at 0400
UT on June 6, 1991 {(end of the rapid recovery and beginning of the slow recovery) and
(C) at 0000 UT oun Junc 7, 1991 (late recovery).



3.5 Conclusion

In this chapter, the time-dependent plasmaspheric model is developed to evaluate the
Coulomb collision loss for ring current ions. This model is derived from the total flux tube
content model of Chen and Wolf [1972] with the assumptions; (1) the primary ion species
in the plasmasphere is HY, (2) the main source and sink of the plasmaspheric H' ions are
the charge exchange reaction in the conjugate ionospheres, and the production and loss
regions are the altitude where the chemical equilibrinm H* density is equal to OF density,
(3) the distribution aligned with a field line is hydrostatic equilibrium and (4) the magnetic
field is a dipole and the electric field consists of the Volland-Stern type convection field and
the corotation field.

The accuracy of this model is examined by comparing with the EXOS-B satellite ob-
servations during the period of a weak magnetic storm during a period of August 11-13,
1981. The calculated radial profiles of the electron density shown in Figure 3.7 are in
good agreement with the EXOS-B observation with respect to the absolute density, relative
displacements of the plasmapause and the dynamical feature of the plasmasphere.

Using this plasmaspheric model, the spatial variation of the Coulomb collision lifetimes
of the energetic ions is evaluated; the Coulomb collision loss is comparable to the charge
exchange loss for all major species (HY, He™ and O%) with energies below a few tens of keV
in the plasmasphere as pointed out by Fok et al[1991]. However, the Coulomb collision
loss for energetic ions is almost restricted within the core plasmasphere. Therefore, during
a magunetic storm, the Coulomb collision loss hardly affects the jons that contribute to

the ring enrrent flowing at L ~J4-6 because the plasmasphere shrinks due to an enhanced
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convection field.
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Chapter 4

Enhancements of a differential flux
of energetic ions associated with a

substorm

4.1 Introduction

The energetic particles injected from the near-carth plasma sheet have a characteristic
energy dispersion signature when they penctrate into the inner magnetosphere due to their
energy and pitch angle dependent drift trajectories. Especially, a 'nose’ structure can be
secn as a common feature in an cnergy versus time diagram of ions in the energy range of
1-100 keV when a satellite passages in the afternoon region of L ~4-6. The characteristics
of the mose’ structure were clarified by Smith and Hoffinan [1974] and were statistically

examined by Ejiri ef al. [1980]. Several interpretations of the 'nose’ formation have been
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attempted [e.g., Chen, 1970; Grebowsky and Chen, 1975; Konradi ct al., 1975; Ejiri et al.,
1978; Ejiri et al., 1980 |

The Explorer 45 satellite was launched on November 15, 1971, into an elliptical orbit
having an apogee of 5.24 Re, a perigee of 224 ki, an inclination of 3.6° and a period of
7.8 hours [Longanecker and Hoffman, 1973; Gloeckler et al., 1975]. Explorer 45 measured
the directional differential flux of energies of 0.84-872 keV for ions and energies of 0.84-403
keV for electrons by the electrostatic particle detector for lower energies and the solid state
detector for higher encrgies.

On February 13, 1972, the Explorer 43 satellite observed an ion 'nose’ dispersion structure
in the dusk-midnight sector during a main phase of a moderate storm with a minimum Dst
of -47 n'T [Caehill ¢t al., 1975; Konradi et al., 1975; Ejiri, 1978; Ejiri et al., 1978; Efiri et
al., 1980].

E-t (encrgy versus time) diagrams of the ion differential flux observed by Explorer 45
during the main phase of the storm are shown in Figure 4.1; the top panel for a pitch angle
of 90° and the bottom panel for 30°. The "nose’ structure can be seen in the both diagrams;
the differential flux suddenly enhances at 1145 UT (L=5.1, MLT=18.5 h) around energies
of 45 keV. The flux enhancements began to spread to both higher and lower energies at
Ligh L and the enhancements remain to be the high flux intensity beyond the apogee. The
orbit of Explorer 45 in the L-MLT coordinates is shown in Figure 4.2. Threc geomagnctic
indices during this period, 2.5-minutes valne of AL (conrtesy of Dr. T. Iyemori), Dst and
Ixp, are shown in Figure 4.3. Iip increases up to 57 at 0900 UT and decreases gradually.

There are three signilicant activities of auroral clectrojets as indicated by AL during the
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main phase. Identified from ground magnetograms, a storm sudden commencement (SSC)

was recorded at 0939 UT and a first substorm onset at 1110 UT.

Explorer 45 lon Differential Fiux on Feb. 13, 1972
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Figure 4.1. E-t (euergy versus time) diagrams of the directional differential flux from
1100 UT Lo 1530 UT on Fehruary 13, 1972, The magnetic latitudes during the period are
within from -10.22° Lo -14.15°. Top and bottom panels indicate the differential flux of pitch
angles of 90° and 30°, respectively.

Explorer 45 orbit
on February 13, 1972
(#2B0) 2r

10h

Figure 4.2. Explorer 45 orbit at 1000-1610 UT on February 13, 1972 m the L-MLT

coordinates.

This "nose’ structure was often observed during the development of the main phase [Smith
and Hoffman, 1974; Fari et al, 1980], and/or during Ligh substorm activities indicated

by AL [Ejirs el al., 1980]. The 'nose’ structure has been considered to be cansed by the
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Figure 4.3. From top to bottom panels, 2.5-minutes value of AL, Dst and Kp indices
during a moderate storm on February 13-14, 1972

energy and pitch angle dependence of ions' trajectories nnder time-dependent convection
electric ficld [e.g., Smith and Hoffman, 1974]. Ejiri [1978] and Ejiri et l[1978, 1980
numerically confirmed the formation of the ‘nose’ structure by particle tracing under the
time-dependent convection field. To demonstrate the nose structure, Ejfiri et al[1978)]
assumed the particles’ start points to be L=10; they determined the injection start time
by backtracking the observed 8 kel ions, as a test particle, from the first observed location
(L = 5.1 and MLT=18.5 h} to the assumed boundary location of L=10.

The backtracking trajectory nnder the time-dependent clectric field is shown in Figure
4.4, indicating the starting time being 0925 UT if the start points are taken to be L=10.

However, as Ejiri [1978; pp. 4809] mentioned, there are ambiguitics of the estimated
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Figure 4.4. Backtracked trajectory from 1145 UT at L = 5.1 and MLT=18.5 to L=10
under time-dependent convection field. The initial energy and pitch angle at L = 5.0 are
8 keV and 90°, respectively.

starting time of the injection aud the start points (L=10 Re). The ambiguity of the source
location does not affect mnch the particle trajectories because the drift motion at high L
(> 7 Re) are dominated by the E x B drift that is independent of their energis, charges
and pitch angles.

If the substorm-associated injection commmeneces at the first ground substorm onset of 1110
UT, there should exist an additional large-scale or localized clectric field over the back-
ground convection ficld to push energetic particles from the boundary location of L=10into
the inner magnetosphere rapidly, i.c., an induction electric ficld due to dipolarization, when
a stretelied magnetic field becomes a dipole-like configuration in the near-carth magnetotail

rapidly, may be a primary source. The indunced cleetrie ficlds have often been observed by
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satellites directly [e.g., Aggson et al., 1983; Pedersen ef al., 1985; Maynard et al., 1996).

Although direct satellite observations show that electric fields during an expansion of a
substorm tend to be irregular with magnitudes of several millivolts per meter in the near-
carth plasma sheet [e.g., Pedersen et al., 1985], the induced electric field has its dominant
polarity in dawn-dusk direction [Aggson et al,, 1983; Maynard ct al., 1996]. Recently,
Maymard ct al [1996] reported that the impulsive clectric fields were observed at the region
of L>5.2 and MLT from 2100 b to 0000 I with their intensity more than 4 mV/m and a
time scale of a few minutes.

Although the induction field associated with a substorm often observed by satellites,
the spatiotemporal structure of the induction field is still unknown. Birn et al. [1997a,
1997h, 1998] investigated the particle injection on the basis of geesynchronous observations
in the dynamic fields of a three-dimensional MHD simulations of magnetotail nentral line
formation and dipolarization. There are, however, many ambiguous parameters for the
MHD simmlation; physical meanings of the parameters remain as a matter of debate.

The other manner to model the distribution of the induction ficld is to calculate the
Faraday’s law directly by using two specified magnetic configurations given by empirical
models [e.g., Tsyganenko, 1987; 1989]. Fok et al. [1996] modeled the particle injection
under the indnction ficld derived by this manner. However, it has been pointed out that the
magnetic fields in the near-carth magnetotail given by the empirical model of Tsyganenko
[1989] obviously lack the magnetotail current during an expansion and a recovery phases
of a substorm [Pulkkinen et al., 1992; 1994], i.c., the empirical magnetic field model hardly

reprosents the actual magnetic field during a substorm-associated dipolarization event.



Moreover, the induction field given by the Faraday’s law by using the magnetic field model
seems to be lacking any physical meanings because of using the empirical models.
Therefore it. is extremely difficult to model the spatiotemporal distribution of the induc-
tion field. In this chapter, using a simplest model of the induced clectric field described
below, the sudden flux enhancement associated with a substorm injection observed by

Explorer 45 is numerically examined.

4.2 Model description

4.2.1 Induction electric field model

The actual induced electric field associated with a substorm may be a function of local

time{¢), L-value(L) and time(t), that is,

Ey = Eylt 9, L), (4.1)

where £ is the azimmthal component of the induced electric field. Here, a simplified model

expressed as

Ey = Eofi(t)f2(9) [3(L), (4.2)

where Eg, fi(t), fa(@) and f3(L) are a maximum intensity of the clectric field, normalized

functions of time, MLT and L, respectively, is introduced. The normalized functions,
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filt), fa(¢) and fy(L) are simply written here as

Lt 2
hH(t) = exp (—[i-i'}")r (4.3)
A
[ (1=10F) (1=10"52) fordy <o <
falé) = 3 ( ) ( ) . (4.4)
\[] forg < ¢ org>dgs
1 — 10~ for L> L,
fai(L) = 9 (4.3)
| 0 for L < L,
(4.6)
anl
_ —(at)2)7 .
.f"l. — Tg—[}-—l—1 {41’:]

where ¢ and ¢ are the azimuthal boundary of the induced electric field (¢ < ¢2), L, is
an inner edge of the induced electric field, At is a time scale of the electric field, and A¢
and AL are characteristic widihs of the boundary regions on MLT and L, respectively. The
normalized functions are illustrated in Figure 4.5. The peak time of the induced field &g
is given by the substorm onset time #' plus At /2; the onset time ' should be determined
by the observation.

This induction field is superposed on the corotation ficld and the large-scale convection

field whose electric potential is expressed by the Volland-Stern type [ Volland, 1973; Stern,
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Figure 4.5. Substorm-associated induction field model. From top to bottom, normalized
functions fi(t), fa(@) and f3(L), where t, ¢ and L are time, magnetic loeal time (MLT) and
Mellwain's L-value, respectively, constituting the inductive electric field model due to the
dipolarization associated with the substorm.

1975] as

& = AR"sin g, (2.53)

where T 1s a geocentric distance, 5 a shiclding factor and A a factor indicating the strength
of the convection. Here, the shielding factor v is taken to be 2. Following Maynard and

Chen [1973], the intensity factor A as a function of Kp is given by

0.045
A = LA S .!2 3 5
(1 = 0.1539Kp + 0.0093 1 p?)* (kV/Re?) (2.56)
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4.2.2 Drift trajectory

Drift trajectories of particles having various energies and pitch angles are traced by
bounce-average approximation under a dipole magnetic field, a time-dependent convection
electric field and a corotation electric field. The followings arc assumed in this model; (1)
the first two invariants are conserved, (2) field lines arc equipotential and (3) motion of
particles induces no additional field. The numerical method to trace the bounce-average
trajectory is deseribed in Ejiri [1978]; time development equations of the hounce-average

drift motion becomes

dX G £,
= e XTYe B 3
5 ?_‘L cos ¢ + BRI, (4.8)
d‘i’ e 1.0q 1y o L : 3}((’:{:1{0]
i = wN 51N ¢P + w _I'F}'?_E}L_r?‘ 'l:?..ﬁ"-l:}
R
XE— ;
R (2.66)

where gq,w, p, R,y and G are particle charge, angular velocity of earth's rotation, first
adiabatic invariant (magnetic moment), a geocentric distance of a stagnation point at
MLT of 18h for a zero energy particle, a shielding factor being taken to be 2 and a function
of an equatorial pitch angle given by Efird [1978], respectively. The second term in the

right haud side of Eq.(4.8) is the radial drift velocity due to the induced clectric field.
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4.2.3 Directional differential number flux

The manner to calculate an equatorial differential flux is as follows: First, all packet
particles including real number of particles are gathered into a small phase space bin
(AL, A¢, AW, Ay), where L, ¢, 1V and y are Mcllwain’s L-value, MLT, the kinetic energy
and a sine of a pitch angle, respectively. Next, the directional differential flux in the

equatorial plane jo(L, @, 1V, y) as

A P"'Tb in

Jo( L., W,y) = 2n STyAyAW’ (3.42)

where ANy, S5 and 7, are the real number of gathered particles in the bin, the arca of a

virtual detector in the equatorial plane and the bounce period of a particle, respectively.

4.2.4 Loss effects of 1ons

Ions are lost by the charge exchange and the Couloml collision loss as examined in
Chapter 3. Number of ions lost by the both loss processes are calculated along with their

bounece-average trajectories. This process can he numerically expressed as

5 I (3.41)

ot T’
where [ and 7 are the phase space density and the lifetime of an ion, respectively. The

lifetime of an ion is given by

oS (3.40)

T Tl'ﬂ' Tr '
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where 7, and 7. are the lifetime due to the charge exchange and the Coulomb collision,

respectively. The ions are also lost by the convection outflow.

4.3 Comparison with Explorer 45 satellite observa-
tion

4.3.1 Observed spectra of the differential flux

Figure 4.6 shows spectra of the ion differemtial flux observed by Explorer 45 at 1145
UT (left panel) and 1200 UT (right panel) on February 13, 1972, when Explorer 45 began
to observe the flux enhancement along the outbound path in the near equatorial plane (a
magnetic latitude of ~ —11°). There are two noticeable characteristics: (1) The differential
fluxes with energies from 20 to 80 keV are drastically enhanced, whereas, the background
flux with energies below ~10 keV is relatively steady; the ions with the energy range of
20-80 keV are selectively transported into the satellite position of L ~3 in the dusk region.

(2) The finx with a pitch angle of 90° is higher than that of 30°.

4.3.2 Parameters of the inductive electric field model

In this chapter, the following assumption is made: (1) The ions that cause the flux en-
hancement beginning at 1145 UT are rapidly transported from the near-earth plasma sheet
azimuthally located at L=8 by a substorm-associated induction ficld. (2) The injection is

initiated at 1110 UT when the gronnd substorm commenced. (3) The characteristic time
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Figure 4.6, Spectra of the directional differential flux of ions observed by Explorer 45 at
1145 UT (left) and 1200 UT (right) on February 13, 1972. A solid line and a dashed line
indicate the flux for pitch angles of 90° and 30°, respectively.

scale of the induction electric field At is 10 minutes, that is, the peak time of the field 5
is taken to be 1115 UT. To model this process, indefinite parameters of the inducted field

model as expressed by Eq.(4.3), Eq.(4.4) and Eq.(4.5) are determined here.

Radial width of the induction field

Figure 4.7 illustrates backtracked trajectories of ions having initial energy of 50 keV at
the start point; backtracking starts at 1145 UT at L=5.1 and MLT=18.1 h where Explorer
45 began to obscrve the flux enhancements, and lasts until 1110 UT when the first ground
substorm were commenced. From comparing between pauels of (a) and (1), it is clear that
an inner edge of the induction field (L) shonld be lower than 4.5, From comparing between
pancls of (a) and (¢), it is also clear that a maximum intensity of the electric field (Ep)

should be greater than 6 mV/m to push ions from the boundary located at L=8 to the
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position where Explorer 45 began to observe the flux enhancement. Thus, the parameters,

L and Ep, are determined as 4.5 and 6 mV/m, respectively.
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Figure 4.7. Backtracked trajectories of ions whose initial energy is 50 keV from 1145 UT
to 1110 UT. Backtracking starts at L=>5.1 and MLT=18.5 h where Explorer 43 was situated
at 1145 UT. The parameters of the induction field are taken to be (a) L,=5.5 and E;=6
mV/m, (b) L,=6.5 and Ey=6 mV/m and (¢) L,=5.5 and Ey=4 mV/m. A solid linc and a
dotted line indicate trajectories for ions with pitch angles of 90° and 30°, respectively.

Azimuthal width of the induction field

Next, the azimuthal width of the induction field is determined. Figure 4.8 also repre-
sents the backtracked trajectories of 1ons having initial energies of 30 keV, 70 keV and 110
keV, respectively, and their equatorial piteh angles are 90°. The trajectories are caleulated
under the inductive electric field with the parameters determined in the previous subsec-
tion (L,=4.5 and Ey=06 mV/m). It is also clear that the azimuthal width should be from
MLT=21 I to 3 I, i.c., ¢ and ¢y should be 21 h and 3 L, respectively, to push ions (with
cnergies of 30-110 kel at L = 5.1) from the boundary located at L=8 to the location of

Explorer 45 of 1145 UT.
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Figure 4.8. Backtracked trajectories of ions whose initial energies are 30 keV, 70 keV and
110 keV from 1145 UT to 1110 UT. Backtracking starts at L=5.1 and MLT=18.5 h where
Explorer 45 was situated at 1145 UT.

Souree distribution funetion

The parameters for the induction field model, L,, ¢, ¢, and Ey have been determined. In
this subsection, using the observed spectra of the ion differential flux, the source distribution
function at the source boundary located at L=8 is deduced by particle tracing. Here, two
assumptions are made; (1) the source distribution function being isotropic Maxwellian and
(2) the source distribution function being independent of MLT and time.

Figure 4.9 shows the calculated and the observed spectra at 1145 UT and 1200 UT. The
number density at the boundary is fixed to be 0.3 em ™, but the temperature is varied from 3
keV to 7 keV. As the sonrce temperature increases, the energy of the maximum differential
flux also increases; the sonrce temperature of 5 keV may be smtable for cxplaining the

observed spectra.
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Figure 4.9. Spectra of the differential flux at 1145 UT (left panels) and at 1200 UT (right
panels). The calenlated spectra indicated by filled lines are compared with the observed
spectra indicated by lines. The number density at the boundary is fixed to be 3 em™, but

the temperature are varied from 3 keV to 7 kel
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Figure 4.10 shows the calculated and the obscrved spectra at 1145 UT and 1200 UT.
The temperature at the boundary is fixed to be 5 keV, but the number density is varied

from 0.1 to 0.5 em™3,

As the source number density increases, the peak flux increases
linearly; the source nnmber density of 0.3 em™ may be suitable. From Figure 4.9 and
Figure 4.10, the suitable distribution function at the boundary is deduced as isotropic
Maxwellian with the temperature of 5 kel and the number density of 0.3 em .

Using the deduced parameters for the induction field model, the caleulated E-t (energy
versus time) diagram of the differential flux is compared with the observed diagram by
Explorer 45 as shown in Figure 4.11. The absolute quantity of the calculated differential
flux and its energy dispersion siructure illustrated in the middle panel are in good agrecment
with the observed spectra given by Explorer 45 represented in the bottom panel. In the
calenlated diagram shown in the middle panel, a banded structure with its energy of ~100
keV appears from 1227 UT. This structure is so-called *drift echo’, that is, newly injected
ions, which are penetrating into the inner magnetosphere by the transient induetion electric
field, drift around the earth westward and they return to the same local time. The drift
echo feature associated with a substorm is well observed at the geosynchronous satellites

[e.g., Arnoldy and Chan, 1969; Belian ct al., 1978; Baker et al., 1978 |. However, the "drift

echo’ feature is not clearly seen in the observed diagram.
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Figure 4.10. Spectra of the differential flux at 1145 UT (left panels) and at 1200 UT (right
pancls). The calenlated spectra indicated by filled lines are compared with the observed
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but the density are varied from 0.1 to 0.5 em ™2,
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4.4 Discussion

4.4.1 Magnetic response to an isolate substorm injection

The magnetic response at the center of the earth to an isolate subsiorm-associated in-
jection 1s examined here. The manner to calculate the magnetic disturbance due to the

particles’ motion s described below.

Plasma pressure

The perpendicular and parallel pressures, ) and B, are given by
Br— f mv’ F(w) cos® adw, (3.45)
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1
P = fimt:?f"'{ﬂ)sin*odv, (3.46)

where F' is the velocity distribution function and m the particle’s mass. The pressure can
be expressed by using the directional differential flux j instead of the velocity distribution

function F as

P = ?rw.#?*.rnff VW sin® adadw, (3.47)
o W
B = 2av2m f _/I;f JVW cos® a sin adadW. (3.48)

Current density

The current density perpendicular to the magnetic field in the ring current has been
considered as a combination of the three currents [Parker, 1957); the magnetization current

J s, the enrvature drift current Jg and the grad-B drift current J;. The total current

density J | is given hy

Jyi=Jy+Jp+ Ty,

B

_ (B-V)B
L= ﬁx

VP4 (P = P ] (2.3)

J e

A detail for the derivation of the current density Jj is described in Appendix B. In the

dipolar magnetic field, the azimuthal component of the current density J4 becomes

Jy = i S — B,

1 {B.aP, ar,
B2\ r A ar
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1 B, 8B aB
+5 (A-P) (25 -B5) (49)
3
M (1 + 3sin )
2 8P, apP,
— Bummea ik e
[ = sin I cos A EP
B - I’_._ uﬁsinﬁkcesh
e a7y +3cos) ], (4.10)

where B,, By,r and A are the radial component of the magnetic field, the latitudinal
component of the magnetic field, the radial distance from the center of the earth, and the

magnetic moment of the earth, respectively.

Magnetic disturbance and corrected Dst*

After integrating the three-dimensional distribution of the current density, the magnetic
disturbance induced by the current can be derived from the Biot-Savart’s law. Especially,
the magnetic disturbance paralle]l to the earth’s dipole at the center of the earth ABg is

given by
M&:ijjmﬂﬁwhﬂﬁﬂﬁ, (4.11)
4 Jr o Jo

where pip 1s the permeability in vacuum and J4 the azimuthal component of the current

density J .
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Results

The results are illustrated in Figure 4,12, Figure 4.13 and Figure 4.14. Figure 4.12
shows a time series of the plasma pressure perpendicular to the magnetic field Py in the
cquatorial plane during the period from 1120 UT to 1220 UT on February 13, 1972, At
1120 UT, it can be seen that the ions just begin to drift azimuthally after they are quickly
mjected into the magnetosphere radially by the induced electric field. At 1220 UT, the
pressure distribution forms a ring’. lons with high energies drifting westward encounter
ions with low energies dominantly drifting eastward by E x B drift in the dawn region.
The "zipper’ distribution [c.g., Fennel et ol., 1981, Kayce et al., 1981] can be seen around
there.

In Figure 4.13, a time series of the azimuthal component of the current density J,
in the equatorial plane is shown. At 1120 UT, the azimuthal current densities reached
maximum intensitics of 3.2 nA/m? for eastward current al L of 4.9 and 2.5 nA/m? for
westward current at L of 5.6 in MLT of 24 h. Until 1200 UT, after 50 minutes from the
commencement of the injection, the current density distributes a 'partial ring current’. At
1220 UT, the distribution of the current density becomes 'symmetric’,

The calenlated Dst* responding to the isolated injection is shown in Figure 4.14. The
calenlated magnetic disturbance at the center of the earth parallel to the carth’s dipole A B¢
(or Dst*) is compared with the observed Dst*. Dst* is so-called corrected Dst, indicating

the strength of the ring current. The ealculated Dst® indicated by a solid line starts with
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Figure 4.12. A time series of the plasma pressure perpendicular to the magnetic field P
in the equatorial plane during a period 1120-1220 UT on February 13, 1972, A color code

indicates the intensity of the perpendicnlar pressure.
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Dst* of 0 because the magnetosphere is initially empty. The observed Dst* is obtained by
Dsts = (Dst = a Pl +c2) /€, (412)

where P;,. is the dynamic pressure of the solar wind, which is given by N, ,mV2 , and € a
coefficient for the earth’s induction which is taken to be 1.5, and ¢; and ¢ are empirical
coefficients, respectively. Typically, the coefficients, ¢; and ¢z, are 0.2 nT/(eV em™3)!/?
and 20 nT, respectively [e.g., Gonzalez et al., 1994]. Using the OMNI data sets provided
by NASA /NS5DC, the solar wind dynamie pressure Py, is calculated. There is a time lag
between the peaks of the inductive electric field and Dst* by 65 minutes. The minimum
Dst*, however, is quite small, being only —1.8 uT, even though the intensity and the
duration of the induction field are enough large and are comparable to a major substorm

[u.g.‘ Maynard et al., 1996]. Hence, an isolate substorm-associated injection hardly affects

DstL*.

4.4.2 Ring current buildup caused by multiple injections

Historically, a magnetic storm had been considered to be composed of substorms. Chap-

man [1962] stated that:

A magnetic storm cousists of sporadic and intermittent polar disturbances, the
lifetimes being usually one or more hours. These I call polar substorms. Al-
though polar substorms oceur most often during magnetic storms, they also

appear curing rather quiet periods when no significant storm is in progress.
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Figure 4.14. Change of Dst* responding to the substorm-associated induection field. In-
tensity of the induced electric field (top panel) and calculated Dst* (bottom panel) are
indicated.

If it is true, the intensity of a magnetic storm can simply be determined by number of

substornms as

A storm consists of Zsul)fsl;orm.

In this subscetion, following this coneept, the ring current buildup is examined by super-
posing many substorm injections. Although the definition of the word of 'substorm’ has
been controversial, it is assnmed that the word of 'substorm’ includes the meanings of the
followings in this chapter; (1) particle injection due to dipolarization in the magnetotail, (2)
the transient development of the anroral electrojets, which can be seen in the high-latitude

magnetograms, and (3) the transient development of the enrrent wedge, which can be seen
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in the mid- and low-latitude magnetograms.

To identify the substorm onset times, magnetograms observed by 27 stations are used.
Geographic latitudes, longitudes and maguetic latitudes of the stations are listed in Table
4.1. Taking criteria to identify substorm onsets are a positive bay for mid- or low-latitude
stations in the nightside region, and a sudden decrease for auroral latitude stations, there
are 13 substorm onscts during a main phase of the storm on February 13, 1972; the onset
times are 1113, 1200, 1230, 1550, 1610, 1635, 1720, 170, 1930, 2000, 2130, 2240 and 2330
UT.

The followings arc assumed for this simulation; (1) the injections occur at the onset times
identified above, (2) the source distribution function for all injections are corresponding
to that of the first injection that is mentioned in the previous subsection, i.c., isotropic
Maxwelllian with the temperature of 5 keV and the density of 3 em™3, (3) the spatiotem-
poral structure of the inductive electric field for each injection is also corresponding to that
of the first injection.

The result is shown in Figure 4.15. There arc three characteristics to be noted:

1. Decrease of observed Dst® starts with <10 0T and reaches its minimum of -36 T at

2300 UT ou February 13.

2. Caleulated Dst™® is responding to the substorm onsets; cach sudden decrease of ecal-
culated Dst® is initiated by the induction electric field. The enrve is composed of 13

notches. Caleulated Dst* reaches its minimum of -26 0T at 2340 UT on February 13.

Although calenlated Dst* resembles that of observed Dst™® in the decrease rate and in-
tensity of the decrease, the calenlational result seems to be unnatural for the reasons: (1)
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Station Name Geographic Lat. Gerographic Long. Magnetic Lat.

e DO | | (deg)
Barrow 71.30 203.25 G8.8
Dixon 73.95 80.57 63.1
Dourhes 50.10 4.60 51.7
Dumnt d'Urville -66.66 140.01 -7o.4
Eskdalemuir 55.32 356.80 58.2
Fort Cliarchill 58.80 265.90 G&8.8
Fredericksburg 38.20 282.63 49.5
Gnangara. -31.78 115.95 -43.1
Godhavn . 69.23 306.48 79.6
Great Whale River 55.30 282.25 66.5
Guam 13.58 144,87 4.2
Hartland 50.98 355.52 54.3
Honolulu 21.32 202.00 21.3
Huancayo -12.05 284.67 -0.7
Irkutsk 52.17 104.45 40.8
I<akioka 36.23 140.18 26.3
Iianoya 31.42 130.88 20.7
IKiruna 67.83 20.42 65.1
Leirvogur 64.18 338.30 69.9
Leningrad 29.95 30.70 56.1
Meanook 54.62 246.67 G2.0
Moscow 2348 or.32 all.7
Murmansk 68.25 33.08 G3.3
Narssarssuagq 61.20 314.60 71.0
Novolazarevskaya -70.77 11.82 -66.5
Taliti -17.34 211.00 -14.8
Tixie Bay 71.58 125.00 G0.6

—— e e —

Table 4.1. Station list with geographic latitude, longitude and magnetic latitudes. Magne-
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In general, the notch feature responding to the induction field (or an injection) during a
main phase of a storm hardly appears in the low-latitude magnetograms. The decrease of
Dst or an H-component of low-latitude magnetogram during a main phase of a storm is
relatively smooth. (2) More than 50 substorm-associated injections (or more than 50 major
substorms) will be required for the development of an intense storm having minimnm Dst of
-100 nT, however, such number of major substorms secins to be unrealistic for an ordinary
storm. Hence, it is dedueed that the storm time ring current is hardly developed by the
sum of snbstorm-associated injections alone, that is, a storm is not composed of substorms
ouly; other sources play an important role for storm time ring current development. In the
next chapter, the storm time ring current buildup controlled by the solar wind and IMF

will be examined.

Substorm Cnsets
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Figure 4.15. Caleulated Dst* (solid line) and observed Dst* (dotted line) in the weak
storm on February 13, 1972, Arrows indicate the substorm onscts.
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4.5 Conclusion

In this chapter, a 'mose’ energy dispersion structure |e.g., Grebowsky and Chen, 1975;
Konradi et al., 1975; Ejiri et al., 1978; Ejiri et al, 1980] has been examined by using
particle tracing scheme to explain the sudden enhancement of the ion differential flux
observed by Explorer 45 in the dusk region on February 13, 1972 associated with an isolate
substorm. If the ions contributing the flux enhancement observed by Explorer 45 started
at the first substorm on the weak storm of 1115 UT in the near-earth plasma sheet, an
additional electric ficld superposed on the convection field was required to push ions into
the inner magnetosphere radially. To explain the flux enhancement, a simple induction
field model is introduced and parameters are deduced from single particle tracing. Using
the additional induction electric field, the results is obtained; the calculated differential
flux is in good agreement with the observed differential flux in the absolute quantity of the
flux and its energy dispersion structure.

The magnetic disturbance at the center of the carth due to the isolate substorm mnjection
is investigated. The result of the simulation shows that the isolate injection hardly affects
the magnetic disturbance; the intensity is approximately ~ 2 n'T. Next, following the
concept that a storm is composed of substorms, the ring current buildup is examined
by superposing many substorm injections. There were 13 substorms during the storm
of Febrnary 13, 1972, Parameters for 13 injections are corresponding to those of the
first injection. The result snggests that the curve of calenlated Dst® is unmatural for
this particnlar weak storm and that an intense or a large storm are hardly explained this

coneept. Therefore other parameters’ dependent sonrees as well as other mechanisms of
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particle Hux enhancements may play an important role for the storm time ring current

buildup.
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Chapter 5

Solar wind and IMF dependent

model of the ring current

5.1 Introduction

Many authors have numerically modeled the ring current development. Lee ef al. [1983],
Wodnicka [1989] and Takahashi et al. [1990] have examined energy transport from the
near-carth plasma sheet to the ring current under a simple assumption that the number
density and the temperature in the plasma sheet are steady. Their primary results are that
the encrgy transport due to an enhanced convection electric field has a potential for realistic
change of the magnetic disturbance in the earth’s surface during a main phase of a magnetic
storm. Chen et al. [1994] traced bonnee-average trajectories of ious and they caleulated
temporal evolution of equatorial normahized phase space density during a magnetic storm.

Their model caleulation inelnding radial diffusion due to impulsive finctuation of the large



scale electric field with a time scale of 20 minutes shows a reasonable radial distribution
of the energy density and magnetic disturbance in the equatorial plane. Kistler et al.
[1989] studied the time evolution of the equatorial phase space density of ring current ions
by point-to-point mappings. Fok et al. [1993, 1995] and Jordanova ct al. [1994, 1996]
examined the decay of the storm time phase space density of HY, Hetand Otions by
solving the Fokker-Planck equation. An initial condition of their model is given by encrgy
spectra observed by AMPTE/CCE. Sheldon et al.[1993] examined diffusive ion transport of
ring current ions due to magnetic and electric fluctuations for the quiet time ring current.
Noél[1997] studied the ring current decay by using a Monte Carlo type caleulation, showing
the result that the charge exchange is the dominant energy loss process of the ring current
for a particular storm. Ebihara et al.[1998] concluded that the decay of ring current ions
15 mainly due to the charge exchange process.

The numerical models described above mainly discuss on the transport and the decay of
ring current ions. So far, the quantitative study on the storm time ring eurrent buildup,
being one of topics on the magnetic storm, has been superficial. Receuntly, Jordanova
et al.[1998] numerically showed that the superdense plasma sheet is one of main sources
for the ring current buildup for a particular storm. Indeed, their model whose boundary
condition is given by direct observations by two geosynchronous satellites well explains the
ring current buildup as indicated by Dst for a particular storm. They coneluded that there
are two main factors contributing to ring current buildup; the plasma sheet population of
ions aud the convection clectrie field.

After examining the solar wind density and the near-carth plasma sheet density, Borovsky
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et al. [1997] and Terasawa et al. [1997] have concluded that they are highly correlated.
As shown in Figure 5.1, Borovsky et al. [1997] statistically examined that the relation
between the solar wind density Ny, and the plasma sheet density N, is well fitted by
Ny = 0.020N,, + 0.12 (em™) with a linear correlation coefficient of 0.69 at the geocentric
distance of 17.5 to 22.5 Re, and N, = 0.040N,, + 0.48 {cm“3) with a lincar correlation
coefficient of 0.67 at the geosynchronous altitude. This means that the near-carth plasma
sheet density is well responsive to change of the solar wind density. However, the physical
mechanism of the transport of ions from the solar wind into the plasma sheet is still

unknown.
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Figure 5.1. The plasma sheet dewsity NV, as a function of the solar wind density N,,.
The top panel shows the relation observed at L=17.5-22.5 and the bottom pauel shows the
relation observed at L=6.6. (After Borowvsky ¢t al., 1997)

If the plasma sheet density 1s well correlated with the solar wind density, the source
density of the ring current lons in the near-carth plasma sheet can be divectly estimated
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from the solar wind density, that is, a satellite observing in the magnetosphere is not
necessary to give the boundary condition for a ring current model as Jordanova et al.[1998]
modeled. In this chapter, the ring current buildup depending on the solar wind is mainly
examined based on the assumption that the plasma sheet density is well correlated with
the solar wind density. In Section 5.2 the relation between the solar wind density and the
plasma sheet density is statistically examined by using WIND and GEOTAIL satellite. In
Section 5.3, a simulation scheme of this ring current model is described. In Section 5.4,
results of the numerical simulation are shown and are compared with ground and satellite
observations. In Section 5.5, the following items are discussed; (1) the energy injection rate
from the near-earth plasma sheet into the ring current, (2) dependence of corrected Dst
on the plasma sheet temperature, (3) electric current distribution of the ring current, (4)
effects of charge exchange loss, (5) energy composition of the pressure, (6) response time of
the plasma sheet density to the solar wind density, (7) the relation of total kinetic energy
of the ring current ions, and (8) a diamagnetic effect of the ring current. In section 5.6, a
conclusion is described.

In this chapter, the contribution of electrons to the ring current is not mentioned because
the plasma sheet temperatnre of electrons is approximately 5 times lower than that of ions
[c.g., Baumjohann et al., 1989]; the clectrons may slightly contribute to the ring current

formation.
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5.2 Statistical analysis of the solar wind dependence

of the plasma sheet density

5.2.1 Data and criteria

As mentioned above, Terasawa et al. [1997] and Borovsky et al. [1997] reported that
the number density in the plasma sheet is well correlated with the solar wind density.
Terasawa et al. [1997] statistically investigated the solar wind dependence of the plasma
sheet density at the geocentric distance of 15-30 Re observed by GEOQOTAIL and they found
that the relation between them obviously has the dependence of the polar angle of IMF.
They speculated from the statistics as follows: When IMF points northward, the solar wind
1ons diffusively penctrate into the plasma sheet through the LLBL with a time scale of ~6
hours. On the other hand, when INF tuwns southward, the solar wind ions are directly
carried into the plasma sheet by the reconnection with a time scale of ~1 hour. Borovsky
et al. [1997] also studied their relation at the geocentric distance of 6.6 Re (geosynchronons
altitude) and 17.5-22.5 Re but they described that there is no IMI dependence between
them.

So far, the statistical analysis of the solar wind dependence of the plasma sheet density
has been examined at the geocentric distance of 15-30 Re [ Terasawa et al., 1997], 6.6 Re and
17.5-22.5 Re [Borowsky et al., 1997]. The geocentric distance of 215 Re is quite too far for
the boundary condition of the ring enrrent model assuming a dipolar magnetic field becanse
the carth’s magnetic field around there is dominated by the 'tail current’; the magnetic
ficld at the geocentrie distance of 215 Re is hardly approximated by a dipole field. The
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geosynchronous altitude, the geocentric distance of 6.6 Re, is too near for the boundary
condition because it is well known that the ring current flows beyond the geosynchronous
altitude. Therefore the geocentric distance of 8-10 Re is considered to be appropriate for
the boundary condition of the ring current model. However, the relation between the solar
wind density and the plasma shect density at the geocentric distance of 8-10 Re has never
yet been examined. Fortunately, the GEOTAIL satellite during the near-earth orbital phase
has been passing through the near-earth plasma sheet at the geocentric distance of > 9
Re with wide azimuthal coverage. In this section, by comparing the plasma sheet density
observed by GEOTAIL at the geocentric distance of 9-11 Re with the solar wind density
observed by WIND simultaneously, the relation between them is statistically investigated
to derive the boundary condition at 10 Re of the ring current model.

The GEOTAIL satellite was lannched on July 24, 1992. The primary purpose of the
mission is to study the structure and dynamics of the tail region of the magnetosphere. The
GEOTAIL mission is divided into two phases. During the first two years, the GEOTAIL
satellite surveyed the distant magunetotail (about 200 Re). In February 1995, the second
phase commenced as the apogee was reduced to 30 Re and the perigee 10 Re. The perigee
was, morcover, reduced to 9 Re in the northern snmmer of 1997,

The nunber density and temperature of ions in the plasma sheet are provided by GEO-
TAIL LEP [Mukai et al., 1994], and the magnetic field is provided by GEOTAIL MGF
[Kokubun et al, 1994]. The solar wind and the IMI7 data sets are provided by SWE
[Ogilvie et al., 1995] and MFI [Lepping et al., 1995] instruments aboard the WIND satel-

lite, respectively., The momentum data sets for the plasma sheet density and temperature
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provided by the GEOTAIL LEP term are used. The momentum data is calculated from
the observation of the energy-per-charge analyzer (EA-ion) of GEOTAIL LEP which gives
three-dimensional velocity distributions of ions over the energy-per-charge ranges of 32
eV/q-39 keV/q. The criteria to select the available data sets are listed in Table 5.1.
To except the data observed in the lobe, identified from high ion beta valie defined as
211N kT [ B2, where k and T' are Boltzmann’s constant and the temperature, respectively,
the high ion beta value is added to the criteria. The data observed during umbras and
penumbras of GEOTAIL are also excepted. A time lag from WIND to the earth is ad-
justed by using the solar wind velocity being fixed to be 400 km/s. However, the delay
of the penetration of the solar wind medium into the plasma sheet is not considered here.
During the periods when the perigee of GEOTAIL was located in the plasma sheet (April
1995 - August 1995, May 1996 - October 1996, April 1997 - October 1997), there were 89
GEOTAIL orbits and 170 thirty-minutes intervals which satisfied the criteria. Position of

GEOTAIL satisfying the criteria listed in Table 5.1 is shown in Figure 5.2,

GEOTAIL LEP available
MLT of GEOTAIL 21h - 3L
Radial distance of GEOTAIL 9 - 11 Re
|GSM-Z| of GEOTAIL <2 Re
Radial distance of WIND =15 Re
lon beta {=2;mﬂk}:{:ﬂz) >0.8

Table 5.1. Criteria for the selection of GEQTAIL and WIND data sets.
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Figure 5.2. Position of GEOTAIL satisfying the criteria in 1995-1997. Top and bottom
panels show the position in the GSM-X-Y plane and the GSM-Y-Z plane, respectively.

5.2.2 Results

The result of the statistical analysis is shown in Figure 5.3. As shown in Figure 5.3,
the plasma sheet density N, in the near-carth plasma sheet at the geocentric distance of
9-11 Re 1s well correlated with the solar wind density N,,,; the result is consistent with
the previous studies [Terasawa et al., 1997; Borovsky et al,, 1997]. The data indicated in
Figure 5.3 can be fitted by N,, = 0.025N,,. + 0.395 (cm™). The color codes indicate
the IMF-Bz averaged in the cach interval, however, the dependence of the IMF-Bz is not
clear. The fitted equation derived here is nsed to estimate the plasma sheet density at the

geocentric distance of 10 Re for the honudary condition of this ring enrrent model.
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Figure 5.3. The plasma sheet density at the geocentric distance of 9-11 Re (N,.) as a
function of the solar wind density (N, ). The color codes indicate the GSM-Z component
of IMF.

5.3 Simulation scheme

A simulation scheme i1s schematically summarized in Figure 5.5. All ions whose distri-
bution function is assumed to be sotropic Maxwellian are injected through the 'injection
houndary’ azimuthally located at L ol 10 with MLT of 21h-3h. The temperature at the
boundary is fixed to be 5 keV and the number density depends on the solar wind density.
After tracing the ions under a dipole magnetic field, the corotation clectric field and the
Volland-Stern type convection field with its intensity depending on the solar wind velocity
and IMF, the directional differential flux i the equatorial plane is calenlated. The ions
are lost by two processes; the charge exchange with the nentral hydrogen and the con-
veetion outflow. Becanse of the reason that the differential flux in the equatorial plane

has information of a pitch angle, the ofl-cquatorial differential flux can he mapped from
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the equatorial differential flux. By integrating the differential flux in velocity space, the
plasma pressure and the current density are obtained. The magnetic disturbance due to
the current density can be directly obtained by the Biot-Savart integral over the whole

three-dimensional distribution of the calculated current density.

5.3.1 Convection electric field model depending on solar wind

and IMF

Many coupling functions between the polar cap potential and the solar wind condition
have been proposed since Reiff et al[1981] examined coupling functions by direct satellite
observations. Recently, Boyle et al.[1997] reexamined the previously presented coupling
functions using more than 58000 polar passes of DMSP with stringent criteria to provide
updated estimates of the polar cap potential. Boyle et al.[1997] found that the function

expressed as

Ppe = =414 0.5sin(9 + 0.056 + 0.0155,(uT))

(1-1 x 107V, (km/s)® + 11.1B; 3 p(nT) 51‘13{5’]!3:&'}"2}) (kV), (3.1)

where @pe, ¢, By, Vi, Brage and 050 are the polar cap potential, magnetic local time, a
GSM-Y componcut of IMTF, a bulk velocity of the solar wind, a magnetic intensity of IMF
and a polar angle of IMF, respectively, has the highest correlation with satellite obscervations
in the functions that they examined. After removing the skewed angle of the potential,

Eq.(5.1) can be applied to the Volland-Stern type convection ficld model [Volland, 1973;
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Stern, 1975] with a shielding factor of 2 in the equatorial plane as

P =~ [1.1 x 107"V (km/s)? + 11.18;3¢p(nT) sin® I[E;MFIE]] sin ¢ ( R

2
(%) ) 62)

where ¢, It and Hy are the electric potential, the geocentric distance and the geocentric
distance of the magnetopause at MLT of 6 hour or 18 hour, respeetively. In a dipolar
magnetic field, the geocentric distance of the magnetosphere boundary Ry in the equatorial

plane is given by

Rp=——b— (B8}, (5.3)

CDSE }LPG

where Ape is a latitude of the polar cap boundary, which is taken to be 72° corresponding
to Ity of 10.47 Re. Although the magnetosphere boundary R is sensitive to the solar wind
dynamie pressure [e.g., Spreiter and Hyett, 1963; Sibeck «t al., 1991; Shue et al., 1997], the
magnetosphere boundary 7 is assumed to be steady in this simulation.

An example of the estimated polar cap potential is shown in Figure 5.4. The potential
derived from the Kp dependent model by Maynard and Chen[1973] is also shown in the
same panel to make a comparison. The solar wind bulk velocity (Vi,), the intensity of IMF
(Byarp) and the polar angle of IMF (@) are plotted in the first three pancls of Figure
5.4; these quantities are used to estimate the polar cap potential $pc as expressed in
Eq.(5.2). The solar wind and the IMI data sets are provided by SWE [Ogilvie ef al., 1993]
and MFI [Lepping et al,, 1995] instruments aboard the WIND satellite, respectively. The

fourth panel indicates the Kp history for the Kp dependent potential model [Maynard and
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Chen, 1975]. Two lines in the fifth panel of Figure 5.4 indicate the polar cap potential
®pe estimated by the solar wind velocity and the IMF dependent model [Boyle et al.,
1997] (thick line) and Kp [Maynard and Chen, 1975)] (thin line). Both estimated potentials
resemble each other exeept for a sudden increase of Kp index at 0300 UT on April 11, 1997,
There are two reasons to use the solar wind and IMF dependent model better than the
Kp dependent model: One is the time resolution of controlling quantities; Kp indices are
provided only 3 hours values. Another is due to a physical meaning; the solar wind and
IMF are considered to control the polar cap potential dircetly though IKp is one of resultant

quantities indicating the magnetospheric activity.

5.3.2 Distribution function at an ’injection boundary’

All ions pass through an 'injection boundary’ azimuthally located at L of 10 Re with
MLT of 21 h to 3 h. The distribution function at the injection boundary located at L of 10
is assuned to be isotropic Maxwellian with the temperature of 5 keV and various densities.
The distribution function is independent of MLT. As examined in Section 5.2, the plasma

sheet density N, at the injection boundary is given by the solar wind deusity Ny, as

Nps{em™) = 0.025 N, (em ™) + 0.395.

The temperature of plasma sheet hardly depends on the solar wind temperature [e.g.,
Terasawa ef al., 1997], but Bawmhohann [1996] and Birn ct al. [1997] statistically examined
aud concluded that the plasma sheet temperature increases after substorm onscts, However,
from two reasons, the plasma sheet temperature is assimmed to be steady in this simalation:
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Figure 5.4. From top panel, the solar wind bulk velocity (15, ), the magnetic intensity of
IMF (Byarr), the polar angle of IME (6;4rr), the IXp history, the total polar cap potential
drop @ pe:, Dst indices on April, 9-26, 1997, when three successive magnetic storms oceurred.
The solar wind and IMF quantitics are hourly averaged. A thick line in the fifth panel
indicates the polar cap potential drop caleulated by Doyle ef al. [1997] depending on
Viw, Brarr and Bappe. A thin line indicates the potential caleulated by Maynard and Chen

et al. [1975] depending on IKp indices.
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First, the determination of a substorin onset is too difficult. Second, the time scale of a
temperature enhancement associated with a substorm is quite shorter than the time scale
of a storm; the typical enhancements of the temperature last within an hour. On the other
hand, typical main phases of moderate or intense storms sustain for more than a half of
a day. The dependence of the temperature on the ring current buildup as indicated by

corrected Dst is examined in Section 5.5.2.

5.3.3 Drift trajectories

Drift trajectories of packet particles including the real number of ions in a small phase
space bin (various encrgies and pitch angles) are traced by bounce-average approximation
under a dipole maguetic field, a time-dependent convection electric field and a corotation
electric field. The follows are assumed in this model; (1) the first two invariants are
conserved, (2) field lines are equipotential and (3) motion of particles induces no additional
field. The numerical method to trace the bounce-average trajectory is described in Ejiri

[1978]; time development equations of the bounce-average drift motion becomes

% = -ZXT*cos, (2.63)
deb . 3Gl
E :u},"“smé-i-w"- qTEYE}’ (2.64)
: iR
.."t = R_al KEIGG}

where g,w, g, e,y and G are particle charge, angnlar velocity of carth’s rotation, first

adiabatic invarviant (magnetic moment), a geocentric distance of a stagnation point at
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MLT of 18h for a zero energy particle, a shielding factor being taken to be 2 and a function

of an equatorial pitch angle given by Ejiri [1978], respectively.

5.3.4 Charge exchange loss process

The ions are lost by two physical processes; the charge exchange with the neutral lLy-
drogen and convection ontflow due to arrival at the magnetopause azimuthally located at
L=10. The charge cxchange is one of siguificant loss processes of ring current ions [e.g.,
Frank, 1967; Swisher and Frank, 1968; Priilss, 1973; Tinsley, 1976; Lyons and Evans, 1976;
Smith and Bewtra, 1978; Smith et al., 1981 |. The lifetime of an ion due to the charge

exchange 7. is given by

o (3.36)

Mo gt ;

where ny is the density of neutral hydrogen, oy charge exchange the cross section and
v thermal velocity of an ion. A trapped ion bouncing between northern and southern
mirror points experiences different density of the nentral hydrogen aligned with its bouncing
trajectory. The bounce-average density of the neutral hydrogen for an bouncing ion is

introduced and is given by

oy = L2 (3.37)
) = i T
_I"‘mds
n'
r ﬁ (3.38)



where v, ds, j,ny and A,, are parallel velocity of an ion, a line element aligned with a field
line, an approximate factor, the equatorial density of the neutral hydrogen, and the mirror
latitude, respectively. After substituting Eq.(3.38) into Eq.(3.36), the charge exchange

lifetime for a trapped ion can be rewritten as

(3.39)

Following Smith and Bewtra [1978], the approximate factor 7 is taken to be 3.5.

A spherically symmetric model derived by Chamberlain [1963] is used to obtain the
number density of the neutral hydrogen. Parameters for the Chamberlain model are given
by Rairden et al. [1986]; the parameters are exobase temperature, 1050 I; exobase density,
44000 em~*; geocentric distance of exobase 7., 1.08 Re (500 km altitude); and a critical
radius for satellite atoms, 3.0 r,. The fitting parameters was derived from the ultraviolet
photometer imaging by DE-1 satellite [Rairden et al., 1986].

Number of ions lost by the charge exchange is calculated along with their bounce-average

trajectories. This process can be numerically expressed as

# L (3.41)

il Tow

where [ is the phase space density,
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5.3.5 Directional differential number flux

The manner to calculate an equatorial differential flux is as follows: First, all packet
particles are gathered into a small phase space bin (AL, Ag, AW, Ay), where L, ¢, W and
y are Mcllwain’s L-value, MLT, the kinetic energy and a sine of a pitch angle, respectively.
Next, the directional differential flux in the equatorial plane jo( L, ¢, W, y) is calculated as

‘ri"'ﬁrbiu
2 STRyAyAW '

Jo(L, 6, W,y) = (3.42)

where AN, S5 and 7, are the real numnber of gathered particles in the bin, the area in the
equatorial plane and the bounce period of a particle, respectively.
The off-equatorial differential flux jg at a latitude of A can be derived from the Liouville’s

theorem [Rﬂcd,'cﬂ:r, 1970] as

J{Lsés}‘rﬁ"s y} IJQ(L:é1 v, h{}.}y.}: {343}

with

cos® A
(1 + 3sin® A)V/1°

h(A) = (3.44)

5.3.6 Plasma pressure

The perpendicular and parallel pressures, Py and By, are given by

Py = fjrm"‘af"'(v]c:tmz aduv, (3.45)
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P, :f%mvzf‘(ﬂjsiniudﬁ, (3.46)

where F' is the velocity distribution function and m the particle’s mass. The pressure can
be expressed by using the directional differential flux 7 instead of the velocity distribution

function I as

P i ] fw VTV sin® adadW, (3.47)
£

B = Ewu"?mff VW cos? a sin adadWV. (3.48)
o JW

5.3.7 Current density

The current density perpendicular to the magnetic field in the ring current has been
considered as a combination of the three currents [Parker, 1957]; the magnetization current
J yi. the curvature drift current Jg and the grad-B drift current Ji. The total current

density J | is given by

Ji=Juy+Jdp+Jdy,

B B-V)B
.IJ_:—“—-X ‘?P‘;‘I-[ﬁ—fﬂ}%

= (2.3)

A detail for the derivation of the current density J | is deseribed in Appendix B. In the

dipolar maguetic field, the azimuthal component of the current density Jy becomes

_ 1 {B,oP, apr,
7= (TH =g )
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B, 8n aB
— (P - PL) (T'é,f - BAE) (4.9)

T.‘]

M (1 + 3sin?X)
5 . 8P, P,
= Zsin A - cos

[ip) or

Bi— Py { 6Gsin® Xcos)
i sx) ], :
( -+ 3e0s ] (4.10)

where B,, By, r and M are the radial component of the maguetic field, the latitudinal
component of the magnetic field, the radial distance from the center of the earth, and the

magnetic moment of the carth, respectively.

5.3.8 Magnetic disturbance and corrected Dst*

After integrating the three-dimensional distribution of the current density, the magnetic
disturbance induced by the current can be derived from the Biot-Savart's law. Especially,
the magnetic disturbance parallel to the earth’s dipole at the center of the carth AB¢ is

given by
ABp=LL fffmqﬂ.,, v, A, @)drdAde, (4.11)

where jip is the permeability in vacuum and Jg the azimuthal component of the current
density J . Here, ABg is considered to be egquivalent to corrected Dst (hereinafter referred
to Dst*®).

Corrected Dst, which is widely accepted as a good indicator of the strength of the

ring current, is given hy subtracting Dep (due to the Chapman-Ferravo enrrent) from the
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observed Dst and removing the earth’s induction as

E-el

Dstx = (Dst — P’ + ) /€, (4.12)

where P, is the dynamic pressure of the solar wind, which is given by N, ,mVZ2 and £ a
coefficient for the earth’s induction, and ¢; and e, are empirical coeflicients, respectively.
Typically, the coefficients, ¢; and ¢z, are 0.2 nT/(eV em™3)1/? and 20 nT, respectively
[e-g., Gonzalez et al., 1994]. Dessler and Parker [1939] mentioned that the observed Dst is

1.5 times larger than the impressed field in the vicinity of a perfectly diamagnetic earth.

Therefore the coefficient for the induction £ is taken to be 1.5.

5.3.9 Simulation flow

The simulation flow is as follows.
1. Set the solar wind density N, the solar wind bulk velocity Vj,, and IMF.

2. Calculate the polar cap potential @ pe: deduced from the solar wind velocity and IMF.

Also calculate the plasma sheet density N, deduced from the solar wind density N,

3. Inject ious, having a distribution function of isotropic Maxwellian, passing through
the injection boundary azimuthally located at ;=10 Re. Each packet particle has a

real numboer of 1ons.

4. Trace bounee-average trajectories of the particles under a dipole magnetic field and

the time-dependent convection field.
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Figure 5.5. A block diagram of this simulation depending on the solar wind and IMF.
Rectangles and ronnd rectangles indicate physical quantities and physical process, respec-
tively. The primary output of this simulation is the directional differential flux in the
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Convection Out Flow

equatorial plane.
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5. Calculate the directional differential flux at every time step.

G. After calculating the charge exchange lifetime for each ion, the number of particles

i the phase space are lost.

. Return to 1.

=]

5.4 Magnetic storm in April, 1997

5.4.1 Outline of the storm

In this section, three successive magnetic storms occurred in April 1997 are examined.
The solar wind bulk velocity (4, ), the solar wind proton number density (N, ), the GSM-
N, -Y and -Z components of the interplanetary magnetic field (IMF-Bx, -By and -Bz), and
the final Dst index during the storms are plotted in Figure 5.6. The solar wind data
and the IMF data are obtained from SWE [Ogilvie et al., 1993 and MFI1 [Lepping et al.,
1995] instruments aboard the WIND satellite, respectively. NOAA (National Oceanic and
Atmospheric Administration) reported that there were three major storms in April 1997;
the storms began at 1300 UT on April 10, 1997 (hercinafter denoted as Storm I), at 1320
UT on April 16 (Storm IT) and at 0500 UT on April 21 (Storm IIT), which are indicated by
vertical lines in Figure 5.6. An SC (sudden commencement) was clearly observed at the
beginning of the Storm I1. The minima of Dst are -82 uT, -77 nT and -107 u'T, respectively.

Therefore the storms are categorized to a moderate or an intense storm.  Especially, the

Storm ITT was cansed by a passage ol a large magoetic clond with an estimated diameter
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of 0.4 AU [R. Lepping, personal communication, 1998].

5.4.2 Model calculation

Ebihara and Ejfiri [1998] examined the ring current buildup and its decay of the same
storms in April, 1997 using the convection electric field depending on the IKp index. Instead
of the Kp dependent convection model, the solar wind and IMF dependent model is used
in this chapter. The magnetosphere is initially empty, and the injection begins at 0000
UT on April 9, 1997 before a commencement of the storm I. The calculation summarized
in Figure 5.5 continues with a time step of 5 minutes and lasts at 0000 UT on April 26,

1997,

5.4.3 Comparison with the observed Dst*

In Figure 5.7, calculated Dst* is compared with observed Dst* during the period of
April 9-25, 1997. Because the maguctosphere is initially empty, calenlated Dst* begins
with Dst* of 0 at 0000 UT on April 9, 1997. Before a commencement of the Storm I,
botl calculated and observed Dst* decrcase in response to a negative excursion of IMF-Bz
during a period of 1640-2200 UT on April 9, 1997. After then, three successive storms
began at 1300 UT on April 10, 1997 (Storm I), at 1320 UT on April 16 (Storm II) and at
0500 UT on April 21 (Storm III), respectively.

It can casily be found that calenlated Dst* is mn fairly good agreement with obscrved
Dst* for these particular storms except for periods aronnd minima of Dst*. Details of

comparisons are mentioned below.
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Figure 5.6. The solar wind, IMF and Dst during a period the storms on April 9-25, 1997,
From the top to the bottom panels, the solar wind bulk velocity 15, the number density
of the solar wind protons N,,., the GSM-X, -Y and -Z compouecnts of the IMF and final
Dst are shown. Vertical lines indicate the start times of the storns.
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Figure 5.7. Comparison between calculated and observed Dst*. From the top panel, the
plasma sheet number density deduced from the solar wind density, the polar cap potential
drop derived by Boyle et al. [1997] and calenlated Dst™ (thick line) with observed Dst*
(dotted line) during the period of April 9-25, 1997 are shown.

Storm I

Figure 5.8 shows calculated and observed Dst* during the Storm 1. After a commence-
ment of an initial phase of the real Storm I at 1300 UT on April 10, 1997, a main phase
began at 1900 UT on April 10. Since the effect of Chapman-Ferarro magnetopause current
flowing castward is removed from observed Dst, the change of phases from the initial phase
to the main phase, usually identificd from a commencement of a negative excursion of Dst,

is ambiguous. The decrease of calenlated Dst* (corresponding to the ring eurrent buildup)
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begins at 1100 UT on April 10, 1997 due to an enhancement of @pe. While calculated
Dst* reaches its minimum of -55 n'T at 0100 UT on April 11, the decrease of observed Dst*
lasts until 0600 U'T on April 11 with its mininmun Dst* of -65 nT; calculated minimum
Dst* is lacking by 15 % of observed minimum Dst*, and calculated Dst* recovers faster
than observed Dst*. One possible reason for the time lag between the minima is that the
plasma sheet density responds to the solar wind density with a time lag | Terasawa et al.,
1997], however, the time lag is ignored in this simulation. The time lag between them will
be examined in Section 5.5.6. The other reasons for the difference is the underestimated
polar cap potential @ pe; observed Dst® begins to increase at 0600 UT on April 11 when
the IMF-Bz suddenly turns northward. Therefore the actual polar cap potential & pe may
be continuously enhanced until 0600 UT on April 11 though the deduced ®pe begins to
decrease at 0100 UT on April 11.

In the recovery phase, a second decrease of Dst™® appears during a period of 2100-2200
UT on April 11. The southward turning of IMF and the enhanced solar wind density up
to 30 em~? canse the second deercase in the recovery phase of the storm. The decrease
is in agrecment with the observation. After then, small fluctuations also appear; these

fluctuations are caused by change of polar cap potential.

Storm 11

Figure 5.9 shows calculated and observed Dst* during the Storm IL Since the polar
cap potential is highly fluctuated during the main phase, observed Dst*® decreases with

nmltiple steps. While observed Dst* peaks to its minimum of -37 0T at 0500 UT on April
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Figure 5.8. Comparison between calculated and observed Dst* for the Storm 1. From the
top panel, the plasma sheet number density (NV,,) deduced from the solar wind density, the
polar cap potential (®pe) derived by Boyle et al. [1997], the polar angle of IMF (frarF)
and calculated Dst* (thick line) with observed Dst* (thin line) during the period of April
10-1G, 1997 (Storm I} are shown.

17, caleulated Dst* peaks to the minimum of -39 0T at 2200 UT on April 16; the time for
the peak of calculated Dst*® is carlier than that for the observed peak by about 7 hours,
however, their minima of Dst* resemble cach other.

In the recovery phase, there are three obvious enhancements of the polar cap potential
at 1800 UT on April 17, 1997; at 0000 UT on April 18 and at 0430 UT on April 18,
respectively. As the polar cap potential enhances, observed and calculated Dst* decrease

in response to the enhancements. Although both onset times of the deercases resemble cach
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other, the absolute value of the caleulated decrease is smaller than that of the observation.
This may be caused by the underestimated plasma shect density. Terasawa et al. [1997]
concluded that the solar wind ions diffusively penctrate into the plasma sheet through the
LLBL with a characteristic time delay of ~G hours when IMF points northward. Therefore
the long duration of northward IMI leads the plasma sheet to become 'cold and dense’.
Thus it is speculated that the real plasma sheet may be 'cold and dense’ just prior to the

enhancements becanse northward IMF lasts for about two hours.
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Figure 5.9. Same as previons figure except that caleulated and observed Dst® during the
period of April 16-21, 1997 (Storm II) are plotted.
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Storm 111

Figure 5.10 shows caleulated and observed Dst* during the Storm III. As described
above, this storm is caused by a large magnetic cloud accompanied with a positive excursion
of IMF-Bx and a bipolar excursion of IMF-Bz. Calculated minimum Dst* is -51 0T whereas
observed minimmm Dst* is -74 n'T; calenlated minimum Dst® is Jacking by 32 % of observed
minimum Dst*. While a recovery phase of calculated Dst* begins at 1800 UT on April 21,
the recovery phase of observed Dst* begins at 2300 UT on April 21; the tiine lag of 5 hours

between them is similar to the case of the Storm 1.

Dpc(kV)

8 ..(deg)

AR s P e s e 2
21 22 23 24 25
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Figure 5.10. Same as previous except that calenlated and observed Dst* during the period
of April 21-25, 1997 (Storm 111} are plotted.
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Summary of the comparison

In general, the differences between calculated and observed Dst* arise from some possible
reasons listed below,

First, although it is assumed in this simulation that the plasma sheet density responds
to the solar wind density immediately, Terasawa et al. [1997] statistically examined and
found that the plasma shect density responds to the solar wind density with characteristic
time lags of ~ 1 hour for north IMF and ~ 6 hours for south IMF; no time lag between
them seems to be unrealistic. The effect of the time lag to the ring current buildup will be
examined below.

Secondly, high energy ions with energies above ~ 80 keV which are mainly transported
by the radial diffusion also contributes to the ring current |e.g., Smith and Hoffman, 1973;
Lui et al., 1987; Hamilton et al., 1988]. However the ions transported by the diffusion arc
ignored in this simulation. The contribution of the higher energy ions will be discussed
below in more detail.

Thirdly, this simulation considers no other ion species, especially O*. Energetic Otions
dominantly increase as a storm develops. Hamilton ef al. [1986], Roeder ¢t al. [1996] and
Daglis [1997] reported that the encrgy density of O%ions iu the ring current dominates the
H'ions during a strong magnetic storm. However, for a moderate storm with minimum
Dst of -80 uT, the composition rate of the Otenergy density rose only up to 30 % [Daglis,
1997]. This fact supports that the enhanced OYenergy density is a reasonable reason for
the difference between the calenlated and observed minimum Dst* because the calenlated

Dst* being lacking by 15 % for the Storm T and by 32 % for the Storm TI1
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Fourthly, an induction electric field due to dipolarization during an expansion phase of a
substorm may change the energy injection rate into the ring current. Although the effect of
the induction field hardly contributes to a major variation of storm time Dst* as discussed
in the previous section, a minor variation with a short time scale of Dst® may be a result
of the substorm effect.

Fifthly, there is an ambiguity of the estimated polar cap potential due to an empirical
model. Furthermore, the solar wind and IMF observed by WIND is not always corre-
sponding to the quantities in the vicinity of the carth’s magnetosphere. In fact, the WIND
satellite was in far away from the earth at the geocentric distance of ~200 Re in April,

1997.

5.5 Discussion

5.5.1 Energy inject rate

As shown in Figure 5.5, nummber of ions passing through the 'injection boundary’ is
determined by the polar cap potential @ pe: and the plasma sheet mumber density N, In
order to reveal the efficiency of them to the ring current buildup as indicated by Dst*, two
situations are set and are examined; one is the steady convection with @ pe of 20 kV, and
another is the steady plasma sheet density with N, of 0.4 em™.

Figure 5.11 shows the results for the two cases. For the case of the steady plasma shect

density N, indicated by a thick solid line, the ring current is changed by the polar cap

potential ®pe only. Ou the other hand, for the case of the steady polar cap potential ¢pe



indicated by a solid line, the ring current is changed by the plasma sheet density Ny, only.
By comparing the two curves with observed Dst* indicated by a thin line, it 1s concluded
that the major variation of Dst* is mainly due to the polar cap potential ®p- and the
plasma sheet density N, as well; these two curves, for the steady convection and for the
steady plasma shect density, are quite different from the observed Dst*. This means that
the convection field itself cannot contribute to the ring current buildup alone for these
particular storms.

The result can be explained by an analytical expression. To do this, an input rate of
total kinetic energy into the ring current is formulated here. In the first, the total energy

I injected from the near-carth plasma sheet through the 'injection boundary’ is defined as

I = f %muzF{'u}dmdv (5.4)
= f%mv?F{u}dAvdfcusn v?dQdv

= E:Tmffi.d[F[ﬂ}::"Sﬁ{y}ydydtl. (5.5)

where F(v),m, A,a,y, 7, and Sy(y) are the veloeity distribution function, the mass, the
arca, a pitch angle, a sine of a pitch angle, a bounce period and an mtegral quantity

defined as

. —1f2
e 2
2 -
= ;51.(.?1}: (5.7)

where 3, and ds are a magnetic ficld at a mivror point, a line clement align with a field
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Figure 5.11. Plasma sheet density (top), polar cap potential drop (middle) and Dst*
(bottom). Three curves in the bottom panel indicate observed Dst® (thin line), calculated
Dst* with steady convection field of 20 kV (thick line) and calenlated Dst™ with steady
plasma sheet density of 0.4 e~ (dashed thick line), respectively.

line, respectively.

In dipolar geometry, S, can be obtained by

S5, = 21f,

fly) =~ 1.38 — 0.32(y + 4'/?) + 0.035y'* — 0.0374** — 0.074y + 0.056y"*, (2.46)

where fis a function depending on an equatorial piteh angle. An approximate formula of
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f is given by Eyiri{1978].
Since the velocity distribution function at the 'injection boundary’ is assumed to be an

isotropic Maxwellian in this simulation, the velocity distribution function F becomes

N, v?
F=—E_cp (— —) . 58
(re)** T\ o

where N, and vg are the number density in the plasma sheet and the most probable
velocity, respectively,

In polar coordinates, the area dA4 in the equatorial plane is given by

dA = RydddR

dR

E.

= Rodgdt f (5.9)

where Iy, ¢ and Ey are the geocentric distance of the 'injection boundary’, the local time

and the azimuthal component of the electric field, respectively. If the convection field is

expressed by the Volland-Stern type, the azimuthal component of the electric field is casily
led as
1 g
Ey, = —— 3.
= ARvosg, (5.11)
v = Qe ?
A = TR (5.12)



where &, Rp and @ pc are the electric potential, the geocentric distance of the magnetopause

and the polar cap potential, respectively. Then the area dA becomes

®pc [ Ro\? »
dA = — | — te . ;
5B (Rﬁ) “hsenads (i)

After substituting Eq.(5.8), Eq.(5.9) and Eq.(5.13) into Eq.(3.5), the total energy I' is given

by

—E I I % &)? . 5.1
L= > NpuEop (Rﬂ fd!ft.usqﬁdcﬁ-/.ﬁ'bydh (5.14)

where Ep is the temperature, being corresponding to mu3 /2. Now, the energy input rate

v is introduced as

v = 1‘;]@1

_ 3Nps EgP pe (H[;)E o e R P S
= e 2P (20 Y(R) f cos pde (in watt), (5.15)
Y(Ry) = f Sy(y)yely. (5.16)

The quantity Y as a function of geocentric distance is summarized in Table 5.2,
After substituting the quantities, Ry of 10 Re, ¢ of 21 h - 3 h (27 h) and Ry of 10.47

Re, which are nsed in this simulation, into Eq.(5.13), the energy inpul rate 5 becomes

v = 0.286N,,(cm )0 pc(kV)Ep(keV) (in gigawatt). (5.17)

Eq.(5.17) indicates that the energy injection rate is proportional to the number density in



R(Re) Y(Re) R{Re) Y(Re)

p 1.83 9 8.23
3 2.74 10 9.14
4 3.66 11 1y
] 4.57 12 11.0
6 5.49 13 11.9
T G.40 14 12.8
8 7.1 1o 13.7

Table 5.2. ¥ as a function of the radial distance R. Y is used to derive analytically the
energy input rate into the magnetosphere.

the plasma sheet (N,) times the polar cap potential drop (®p¢) times the temperature in
the plasma sheet (Ep).

Because the plasma sheet temperature is insensitive to Dst™ as mentioned below (Section
5.5.2), the energy inpnut rate is approximately as a function of the plasma sheet density N,
and the polar cap potential ®pe. Since the plasina shect temperature Ey is fixed to be 5

keV in this calculation, the cnergy injection rate becomes simply as

7 = 143N, (em™) P pe(kV) (in gigawatt).

For a typical case in a main phase of a storm, the quantities are N, of 1.5 em™, Ey of
5 keV and @pe of 120 kV. Then the energy input rate for the typical case becomes 260

gigawatts.



5.5.2 Dependence of Dst* on plasma sheet temperature

The temperature at the 'injection boundary’ located at L of 10 is fixed to be 5 keV in this
simulation. Indeed, the average temperature in the near-carth plasma shect is ~5 keV [e.g.,
Peterson ef al., 1981; Lennartsson and Shelley, 1986; Baumjohann et al., 1989; Paterson
et al., 1998]. The temperature in the near-earth plasma sheet is poorly correlated with
the solar wind average energy [e.g., Terasawa et al., 1997]. However, Baumjohann [1996]
statistically concluded that the ion temperature in the near-earth plasma sheet between 10
to 19 Re increases after a substorm expansion determined by AE index, and furthermore,
Birn et al. [1997] also statistically shows that the temperature in the near-carth plasma
sheet at 6.6 Re increases around a substorin onset as indicated by a dispersionless particle
injection,

As mentioned in the previous subsection (Section 5.5.1), the analytic expression of the
cnergy input rate (Eq.(5.17)) indicates that the energy input rate into the ring current is
a function of the temperature in the near-carth plasma sheet Ey as well as the polar cap
potential and the plasma shecet deusity. As the plasma sheet temperature increases, the
relative nnmber of ions with higher encergies increases but the relative number of ions with
lower energies decrcases. Beeause ions with higher energies tend to drift azimnthally, it
becomes hard for the high energy ions to move radially inward. Therefore these ions flow
away in the magnetosphere immediately, slightly contributing to the ring enrrent buildup;
the strength of the ring enrrent as indicated by Dst™ is not proportional to the plasma
sheet temperature.

Figure 5.12 shows minimmum Dst* of the Storm T on April 10-11, 1997 as a funetion of
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the plasma sheet temperature Ey. It is revealed that the ring current buildup as indicated
by Dst*® is insensitive to the temperature in the near-earth plasma sheet for the temperature
above 3 keV with the variation being within 10 %. However, for the temperature below 3

keV, minimum Dst* is sensitive to the plasma sheet temperature.

The storm on April 10-11, 1997

ﬂ T T Y T T 7 T

Minimum Dst*{nT)

-

\;_.__hh.___. oo _.,_Ar—’""

-60 R :
2 4 6 8 10 12
Plasma Sheet Temperature (keV)
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Figure 5.12. Temperature dependence of the ring current buildup. A curve indicates
mininnun Dst™ as a function of the plasma sheet temperature for the Storm [ oceurred on

April 10-11, 1997.

5.5.3 Electric current distribution

An equivalent westward line current flowing at the geocentric distance of 4-5 Re has
been previously considered to explain a storm time negative bay of Dst (references to
be surveyed). However, the classieal idea is incorrect. The actual distribution of clectric

currents is complex as Akasofu and Chapmnan [1961] and Hoffman and Bracken [1963, 1967)



presented, which is not a wire current. In this subsection, the spatiotemporal distributions

of the plasma pressure and the current deusity during a magnetic storm are examined.
Figure 5.13 shows the temporal evolution of the plasma pressure perpendicular to the

maguetic field Py and the current density perpendicular to the magnetic field J; in the

equatorial plane in the Storm L There are three characteristics to be noted:

1. At the beginning of the Storm I (at 1800 UT on April 10, 1997; labeled as 4), a
pealk of the plasma pressure is located at the geocentric distance of 6.0 Re with the

perpendicular plasma pressure of 53 nPa in the dusk region.

2. As the storm most develops at 0100 UT on April 11 (labeled as B), the plasma
pressure drastically increases in the dusk region; the peak is located at 5.3 Re with
the perpendicular plasma pressure of 20 nPa, that is, the peak of the pressure shifts 0.7
Re inward and its intensity increases simultancously due to the enhaneced convection.
Moreover, both westward and eastward currents also enhance simultaneously. The
peak of the castward current is located at 4.5 Re and westward current at 7.0 Re. The
spatial structure of the currents is classified as the 'partial ring current’ in classical

terms becanse the currents partially intense in the dusk region.

3. In the recovery phase at 0700 UT on April 11 (Jabeled as C), the previously enhanced
plasma pressure and the curvent density decreases. The peak of the plasma pressure
is still located at 5.3 Re, but the presswre decreases to 9 nlPa. The spatial structure

is classified as the 'symmetric ring current’ in classical terms.
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Figure 5.13. Temporal evolution of the equatorial pressure and current density in Storm
I. Top panel shows calenlated Dst®. Middle and bottom panels show the pressure perpen-
dicular to the magnetic field and the enrrent density perpendicular to the magnetic field
in the equatorial plane, respectively, at 1800 UT on April 10, 1997 ({left panels; denoted as
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(right panels; denoted as C'). In the bottom panels {current density), the pseudo-color code
indicates the strength of the azimuthal component of the current density; red as westward
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To examine details, cross sections of the electric current and the plasma pressure in the
equatorial plane at MLT of 18h are presented in Figure 5.14. Four curves in the top pancl
in Figure 5.14 indicate the total azimuthal current Jg, the magnetization current Jyy, the
curvature drift current Ji and the grad-B drift current Jg, respectively. The maxima of
the magnetic drift currents (the curvature drift current Jgy and the grad-B drift current
Ji) are located at L of 6.0, which correspond to a maximum of the plasma pressure. Since
the anisotropy of the plasma pressure, defined as Fj /P, is approximately equal to 1.2, it
is dednced that the total azimuthal current density J, is approximately produced by the
VP term in Eq.(2.3) because the second term in the right hand side of Eq.(2.3) can be
negligible.

Next, the contribution of eastward and westward currents to Dst* are examined. The
total current Jy has peaks of 8 nA/m?® at L=>5.3 for the eastward current and 10.8 nA/m?
at L=6.9 for the westward current, Therefore the ratio of the current density between the
peaks is approximately 1.4. Because the total amount of the volume where the westward
current flows dominates the volume where the eastward eurrent flows, the negative magunetic
disturbance at the center of the carth dominates the positive magnetie disturbance. The
dominance of the total volume where the westward current flows is clearly seen in Figure
5.15 showing the cross section of the current density and the plasma pressure at MLT of
6 h and 18 h.

[t is impossible for observed Dst™ to be divided into two components; Dst*® induced by
the westward ring current and Dst® induced by the castward ring eurrent. Three lines

in Figure 5.16 indicate Dst* mduced by the westward ring current, the castward ring
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Figure 5.14. Cross sections of the equatorial current density (top panel) and plasma
pressure (bottom pancl) as a function of L in the meridian at MLT of 18h at 2200 UT on
April 10, 1997, Tu the top panel, solid, dotted, dashed and dashed-dotted lines indicate the
total azimuthal current Jg, the magnetization current Jyy, the curvature drift current Jg
and the grad-B drift ewrrent Jyy, respectively. The positive quantity denotes the westward
current. In the bottom panel, a solid line indicates the perpendicular plasma pressure P
and a dashed line the parallel plasma pressure ).

current and Dst* induced by both currents, respectively. It is found that Dst* induced by
the westward current is approximately 3~ times larger than Dst™ induced by the castward

currecnt.
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Figure 5.15. Top and bottom panels show the azimuthal current density J; and the per-
pendicular plasma pressure ) , respectively, in the cross section of the dawi-dusk meridian
at 2200 UT on April 10, 1997,

5.5.4 Effects of charge exchange loss

The loss effect of energetic ions on the ring current due to the charge exchange is examined
here. The charge exchange loss effect on the Dst™* during the storms is elearly shown in
Figure 5.17. Two curves that indicate the observed Dst* (thin solid line) and calenlated
Dst* with the charge exchange loss (thick solid line) are corresponding to the bottom panel

of Figure 5.7. A dotted line indicates caleulated Dst¥* without the charge exchange loss;
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Figure 5.16. Calculated Dst* during the period of April 9-25, 1997 (thick line; denoted as

'both’). Thin lines indicate Dst* induced by the westward current (denoted as 'westward’)
and Dst* induced by the eastward current (denoted as "castward’).

the convection outflow is the only loss process. It is noted that Dst* without the charge
exchange loss begins to recover rapidly when recovery phases begin. This means that the
initial rapid recovery in the carly recovery phase is mainly due to convection outflow. After
flowing out major energetic ions due to the convection, Dst* decays slowly due to the charge
exchange in the late recovery phase. Dst* with the charge exchange loss recovers slowly
within 4-5 days, being resemble to observed Dst*. On the other hand, Dst* without the
charge exchange hardly recovers in the late recovery phases; thie next storm occurs before
the ring current decays sufficiently. Thercfore the base value of Dst* decreases with time;
this is unrealistic.

The plasma pressure as a function of L at 0000 UT on April 16, 1997, just before the

beginuing of Storm 11, is shown in Figure 5.18. It is noted that the plasma pressure
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Figure 5.17. Decay of the perpendicular plasma pressure due to the charge exchange loss
effects. Observed Dst* (thin line), calculated Dst* with charge exchange loss process (thick
line) and caleulated Dst* without charge exchange loss process (dotted line) are plotted
for the period of April 9-25, 1997.

(equivalent to energy density) are strongly lost by the charge exchange; the perpendicular
pressure decreases from 5.2 to 1.7 nPa (decrease to 32.7 %) at L=6, from 8.1 to 0.8 nPa
(9.9 %) at L=5, from 6.2 to 0.2 uPa (3.2 %) at L=4.

The effect of the charge exchange on the pressure (energy density) is also clearly seen in
Figure 5.19. Two pancls of Figure 5.19 show a time scries of the perpendicular pressure
as a function of time and L. A left panel shows the pressure in the case including the
charge exchange loss and a right panel in the case excluding the loss. After beginning
of recovery phases of the storms, the previously enhanced pressure beging to decrease
drastically, decaying fast at low L because the charge exchange lifetime of an ion is short

r

at low L. For example, the charge exchange lifetime for an ion with the energy of 10 kel

165



is roughly within a day in the region of L < 5 [Figure 7 in Ebihara ct al., 1998b].
White lines in Figure 5.19 indicate the peak L-value of the perpendicular pressure. The
peaks of the pressure locate at L of 5-6 in the case including the charge exchange loss and

at L of 4.5-5.5 in the case of excluding the loss.

="

o N O o O

" MLT= 18h ]

_ without charge exchange loss —

Pressure (nPa)

——

April 16,1997 0000 UT

Figure 5.18. Cross scction of the plasma pressure terms as a function of L at MLT of 18l
at 0000 UT on April 16, 1997

5.5.5 Energy composition of the plasma pressure

The differential perpendicular pressure, which is defined as dP, /dE having a dimension of
number density, is introduced here. Figure 5.20 shows the calculated differential pressure
at different L-value of 4, 5 and 6. White lines in Figure 5.20 indicate the peak energy
of the differential perpendienlar pressure dPy/dE, i.c., ions having the energies indicated
by the white lines most contribute to the perpendicular pressure. It is noted that a major

contributor to the perpendicular plasma pressure is the ions with an energy range of o~
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Figure 5.19. Perpendicular plasma pressure with the charge exchange loss (left) and
without the loss (right) as a function of L and time. Top panels show calenlated Dst* and
middle panels show the polar cap potential (PCT) drop deduced from the solar wind and
IMF. A white line in the bottom panel indicates the peak L-value of the pressure.

15-30 keV for L = 4, =~ 30-40 keV for L = 5—06 during a main phase and an early recovery
phase, while the energy of a major contributor is ~ 15 keV in quiet periods. Compared
with the panel (a) of Figure 5.20 for the case of the steady convection, the rise of the
most contribution energy to the perpendicular pressure is due to the enhancement of the
convection fleld. For example, ions with a kinetic energy of 30 keV at L=4 only appear
when the polar cap potential ®p- strongly enhances,

As the convection field enhances, an open-close boundary of drift trajectories of enerpetic
ioms shrinks [e.g., Ejiri, 1978], and then more energetic ions can penetrate into the inner
magnetosphere. Figure 5.21 indicates the equipotential lines which satisfy ¢® + pB =
constant, where j is the magnetic moment of an ion. The equipotential lines are equivalent

to drift trajectories for an ion with the magnetic moment of 61.94 keV /0T (corresponding
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Figure 5.20. The differential pressure defined as d?, (nIa)/dE(keV) at {a) and (b) L = 4,
{c) L =35, (d) L =06 in cross section at MLT of 18h at 0000 UT on April 16, 1997, White
lines indicate a peak of the differential enerpy. Especially, Top left panel (a) is the case
of the steady couveetion @ pe of 20 kV. Each panel shows caleulated Dst* (top), the polar

cap potential @ pe (middle) and a time series of the differential pressure (bottom).
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to the kinetic energy of 30 keV at L=4} with an equatorial pitch angle of 90°. For the polar
cap potential of 20.0 kV (left panel in Figure 5.21), the open-close boundary drawn by a
closed thick line intersects the MLT of 18h at L=4.7, that is, the newly injected ions with
kinetic energy of 30 keV cannot be found in the region of L <4.7 at MLT of 18h. On the
other hand, nnder the enhanced convection field with the polar cap potential of 58.0 kV
(right panel), the open-close boundary intersects MLT of 18h at L=4, that is, if the polar
cap potential enhances above ®pe of 58.0 kV, the newly injected ions with the energy of

30 keV ean be found at L=4 of MLT=18h.

Dpes=20.0 kV @,,=58,0 KV

p=B61.94 ke\inT p=61.94 kellinT
(W=30 ke at L=4) {W=30 ke al L=4)

Figure 5.21. Equipotential lines satisfying @ + 3 = constant, where p is the magnetic
moment. The lines indicate the drift trajectories for an ion with an equatorial pitch angle
of 90 ® with the magnetic moment of 1=61.94 keV/nT corresponding to the kinetic energy
of 30 keV at L=4. Left and right panels show the case of the polar cap potential $pe
of 20.0 kV and 38.0 KV, respectively, A thick line represents a separatrix of the potential
lines. Especially, a inner closed thick line is called an open-close boundary (or a last closed
cquipotential line).

From the nmmerical simnlation, it is found that the ions with energies of aronnd 15-40

keV oat L=4-5 in the dusk region most contribute to the perpendicular pressure. Previons
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satellite observations by the AMPTE/CCE satellite (Active Magnetospheric Particle Tracer
Explorer/Charge Composition Explorer) [ Williams, 1985] show that there is another peak
around energies of 100 keV in the dusk region [Gloeckler et al., 1985b]. AMPTE/CCE is
the satellite placed into a nearly equatorial orbit with an apogee of 8.8 Re and an initial
perigee altitude of 1108 kin. Figure 5.22 shows the differential number density observed by
AMPTE/CCE in a main phase of a large storm on September 5, 1984 when AMPTE/CCE
was between L=3.7-4.7 on the inbound pass, being reported by Gloeckler et al.[1985b]. The
differential number density defined by Gloeckler et al.[1985b] corresponds to the differential
pressure defined above. A curve of the differential number density versus the energy for
Htions shown in Figure 5.22 has prominent peaks around energies of 15-20 keV and
80-200 keV. The double peaks were also observed by the Explorer 45 satellite [Smith and
Hoffman, 1973]. The first peak with energies of 15-20 keV observed by AMPTE/CCE
is in agreement with the model calculation, that is, the first peak appears due to the
convective transport from the near-carth plasma sheet. However, the second peak with
energies of 80-200 keV obscerved by AMPTE/CCE is hardly explained by the convective
transport; a strong enhanced convection ficld, the polar cap potential $pp exceeding 563
kV, is necessary to push an ion with magnetic moment of 0.413 keV/n'T with an equatorial
pitch angle of 90° (corresponding to the kinetic encrgy of 200 keV at L=4) from L of 10
mto L of 4. This highly enhanced polar cap potential may be unrealistic.

One possible reason for the appearance of the sccond peak is due to the radial diffusion
caused by flnctuation of the magucetic field or the electric field. Under the sunple estimation,

Lyons and Schulz [1989] suggests that the radial diffusion due to fluctuation of the large-
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Figure 5.22. Differential number density versus energy /charge in the energy range of 1
- 300 keV/q observed by the AMPTE/CCE CHEM instrument for HY, Ot Hett, Ot
He*, and [C + N + O]*5 at L=3.7 to 4.7 in a main phase of the storm occurred on
September 5, 1984. The local time of the satellite was in 1400 - 1800 LT. (After Gloeckler
et al. [1985b].)

scale clectric field associated with a substorm leads to move ions with energies above 40 ke
at L=3 inward during a main phase of a storm. Moreover, Chen et al. [1994] investigated
the radial diffusion effect by a guiding-center particle simulation with an impulsive enhanced
convection whose cross-tail potential is 200 - 400 kV (corresponding to a large storm) with
time scale of 20 minute., Then they concluded that the ious with these higher energies
can be transported by the impulsive convection electric field during storms having long
duration of main phases. Additionally, Chen et al [1997] deduced that the effectiveness of

the impulsive finctuated convection limits to a particular main phase having a time scale



above 12 hours. The time scale of 12 hours of a main phase is relatively comparable to or
longer than a characteristic time scale of a main phase of a moderate or an intense storm
[e.g., Yokoyama and Kamide, 1997]. Thercfore it is suggested that the diffusive transport
due to the fluctuated convection field may be less effectiveness than the convective transport
for the storm time development of the plasina pressure (or the ring current) for a moderate
or an intense storml.

In the previous subsection, it was shown that the peak of the calculated pressure is
located at L=5-5.5 in the dusk region during the storms (Figure 5.19). However, in
general, most of observational results of the ring current have shown that the peak of the
pressure is approximately located at L=3-3.5 during a magnetic storm [Frank, 1967; Hoff-
man and Bracken, 1965; Hoffman and Cahall, 1968; Smith and Hoffman, 1973; Williams,
1981; Krimigis et al., 1983; Lui et al., 1987; Hamilton et al., 1988; Roeder et al., 1996).
Besides, the peak of the pressure is also located at L=3-3.5 during magnetically quiet
periods [e.g., Williams, 1981; Lui and Hamilton, 1992; De Michelis et al., 1997 . If the
actual pressure observed by satellites consists of ions transported by the convection ouly,
an unusual strength of the convection field is necessary to push ions originated in the
plasma sheet into the inner magnetosphere. Furthermore, the actual peal of the pressure
should strongly depend on the strength of the convection if the ions are transported by the
convection only. However, the peak of the pressure remains relatively steady at L=3-3.5
during quiet and active periods. Indeed, Lui ef al. [1987] veported the time evolution of the
pressure profile of ions with encergics of 25 ke - 1 MeV during main and recovery phases

during a storm on September -5, 1984, showing that theve 1s no significant change in the



pressure profile around the peak during the phases of the storm. The fact can be explained
by considering the pressure composed of two constituents; one is due to the convective
transport (for lower energies) that is responsible to the convection field, and another is due
to a diffusive transport (for higher energies) that can push high energy ions into the inner
magnetosphere L ~3 - 3.5, not depending on magnetic activities [e.g., Korth and Friedel,
1996, Figure 4]. This idea is schematically drawn in Figure 5.23; this is consistent with
the time evolution profile of the pressure that were directly observed by AMPTE/CCE

with energy range of 23 keV - 1 Me\ [Lui et al., 1987].

- y ——————— m———— -

— F

/“ - Pm-.‘a‘uﬂ.n-l' p:unn:l.l.n
e
w

P‘lill-'l!'!.l!1 ve

Pressure

Figure 5.23. Schematic storm time pressure as a function of L for the MLT of 18h. A
thick solid line indicates the pressure due to the convective transport Poonwcetive, 8 thick
dashed line the pressure due to the diffusive transport Pyigrisive and thin line the total
pressure { Pavsdtive Py fusive )

If the pressure can be separated into the two compounents, the eurrent density perpen-

dicular to the magnetic field J, is also separated into two terms as
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H -
_{_}_33 X [?F '\ dif fusive + (P diffusive = Pdif fusive) 52 (5.18)
= J.L,no'rruc:tl'iac =+ J.L.i‘-fifj'us:'rc: (519}

where the subscripts convective and di f fusive represent quantities due to the convective
transport and the diffusive transport, respectively. Moreover, the magnetic disturbance

AB induced by the current density J; also can be separated as

AB = ﬂchwcﬂiuc + &Bdt'_ffu.-rl'ucn {52{}]

As shown in Figure 5.7, caleulated Dst* deduced from Jj conveerive (n0t including
J1 dif fusive) 18 in relatively good agreement with observed Dst*, except for the most dis-
turbed periods; e.g., 0100-1200 UT on April 11, 1997 and 1200 UT on April 21-1200 UT on
April 22. The diffusive transport during a storm may be one of candidates for the difference
between caleulated and observed Dst* around their minima. In future, the effect of the
diffusive transport on temporal and spatial changes of the pressure, the current density

and Dst* during a storm should be examined.

5.5.6 Response time of the plasma sheet density to the solar

wind density

As mentioned above, it is assumed that the plasma sheet density responds to the solar
wind density immediately in this simmlation. However, Terasawa et al. [1997] statistically

examined and found that the plasma sheet density responds to the solar wind density with



a characteristic time delay of ~ 1 hour for northward IMF and ~ 6 hours for southward
IMF. Because the plasma sheet density is one of major sources of the ring current buildup
as discussed in Section 5.5.1, the time delay of the response will be one of essential elements
for the ring current buildup.

Figure 5.24 shows the effects of the time delay of the plasma sheet density responding
to the solar wind density for the three storms. Curves for no delay time are indicated by
open squares in each panel and they are corresponding to Figure 5.8, Figure 5.9 and
Figure 5.10. A curve indicated by filled squares shows caleulated Dst* with a delay time
of 3 hours, and a curve indicated by filled circles shows calculated Dst™ with a delay time of
7 hours. It is clear that the caleulated Dst* with the time delay of 7 hours is resemble the
observed Dst*. The time delay affects Dst™ drastically when the solar wind density changes
noticeably in a main phase such as the Storm Il and the Storm II1. It seems reasonable to
concluded that the time delay causes a significant change to Dst* during a main and an

carly recovery phases wlen the solar wind density changes noticeably.

5.5.7 Dst* and total kinetic energy of the ring current ions

The magnetic disturbance has been calculated by the Biot-Savart integral over the whole
three-dimensional distribution of the caleulated current density in this simulation. Al-
though the Biot-Savart infegral is a complete method to calculate Dst*, the method has
hardly been used becaunse the actual calenlation of the integral spends a lot of time and
many computer resources. Therefore the well-known Dessler-Parker-Sckopke (hereinafter

referred to DPS) relation [Dessler and Parker, 1939; Schopke, 1966) has been used. The
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Figure 5.24. Effccts of the time delay of the plasma sheet density responding to the solar
wind density for the three storms; the top panel for Storm I, the middle panel for Storm 11
and the bottom panel for Storm III. Three solid lines in a panel indicate calculated Dst*
with no time delay (open square), with 3 hours delay (filled square) and with 7 hours delay
(fillel civele), respectively. A dashed line indicates observed Dst*. A vertical line in a pancl
indicates the commencement time of a storm reported by NOAA.
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DPS relation is the relation between the total kinetic energy of ring current protons and

the magnetic disturbance at the center of the earth, and is expressed as

AB(T) = 2.495 x 1071, (Joule), (5.21)

where W, is the total kinetic energy of protons perpeadicular to a magnetic field, i.e.,
the DPS relation indicates that the magnetic disturbance parallel to the earth’s dipole
at the center of the earth is proportional to the total kinetic energy of protons. The
manner to derive the DPS relation is described in appendix A, Figure 5.25 shows the
relation between caleulated Dst™® and the total kinetic energy during the storms. The
calculational result indicates that the magnetic disturbance obtained by the Biot-Savart
integral is approximately proportional to the total kinetic encrgy of ring current ions; the
ratio is approximately 0.5 to 1.0x10=" uT/J. From comparing with the DPS relation
expressed in Eq.(5.21), it is concluded that the magnetic disturbance obtained by the DPS
relation is overestimated with an approximate factor of 2.5 to 5. The overestimation of the
DPS relation may be arising from the unrcalistic assumption of its derivation; the DPS5S
relation is derived under the assumption that the magnetic disturbance is caused by grad-B
drift eurrent of protons with a pitch angle of 90° and the protons’ dipole magnetic moment
due to gyration. In fact, the grad-B drift current Jp is canceled by one of terms of the
magnetization current Jy,. Moreover, an essential of the magnetization effect is not the

dipole moment produced by gyrating protons, but the pressure gradient V2.
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Figure 5.25. Top and bottom panels show Dst* (solid line) and total kinetic energy
(dashed line), and the ratio of Dst* and total kinetic encrgy, respectively, during the period

of the storms.

5.5.8 Diamagnetic effect

Previous works

Existence of the high plasma pressure causes distortion of local magnetic fields; this is
called the diamagnetic cffect. In fact, the distorted magnetic field due to the ring cur-
rent has been observed by satellites; Explorer 6 [Smith et al., 1960], Explorer 26 [Cahill,
1966; Hoffman and Cahill, 1968], Explover 45 [c.g., Cahall, 1973] and AMPTE/CCE [e.g.,
Potemra et al., 1985]. The characteristic feature of the observed distortion of the equa-
torial magnetic ficld has been explained by existence of the ring current.  Akasofu and

Chapman [1961] initially developed the symmetric ving enrrent model nsing an ideal parti-
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cle distribution, and they compared with the satellite observation by Explorer 6. Hoffman
and Bracken [1967] caleulated radial distribution of the distorted magnetic field includ-
ing self-consistent effects. Recently, Chen et al. [1994, 1997] traced newly injected ions
with a highly fluctnated convection field in order to consider the radial diffusive transport.
After obtaining a radial profile of the pressure, they calculated the magnetic disturbance
by assuming that the pressure distributes axially symmetric and that the currents flow
in the equatorial plane. Therefore the local time depeadence of the distorted magnetic
field cannot be discussed by their model calculation. However, it is expected that the dis-
torted magnetic ficld due to the ring current distributes asymmetrically because the storm
time pressure develops partially. In this subsection, spatial distribution of the distorted

magnetic field is examined.

Spatial distribution of equatorial distorted magnetic field

A time series of contour plots of the distorted equatorial magnetic field induced by the
ring current during the main and the carly recovery phases of the storm on April 10-11,
1997 is shown in Figure 5.26. The distorted field is derived from the Biot-Savart integral
over the whole three-dimensional distribution of the calculated enrrent density; this is the
same manner as Dst™® is calculated. Since this calculation includes no self-consistency, the
current density is obtained under an assumption that the magnetic field is fixed to be
dipolar,

If the magnetic field is purely dipolar, the contour lines become axially symmetrie. How-

ever it is clear that the magnetic ficld is highly distorted by the ring eurrent. There are
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five characteristics to be noted:

1. At a commencement of the main phase (1300 UT, April 10, 1997; labeled as (a)), the
magnetic ficld is slightly distorted by ions which are newly injected under the wealk
convection field and the lower plasma sheet density. In the cross section at MLT of
180, the weak ring eurrent decreases the the equatorial magnetic field AB of ~10-20
nT at the region of L < 8, while the equatorial magnetic field is increased at L >90.

A reversed 'S’ structure in the contour appears in the dusk region at L >8.

2. After 3 hours from the commencement {1600 UT, April 10; labeled as (b)), the
contour becomes complicated; the reversed 'S’ structure is expanding in the dusk to
the noon region. As the main phase develops, the structure shifts slowly to the early

local time.

3. A 'depression’ of the equatorial magnetic field can be seen in the panel of (d) in the
region of MLT=12-15 h and L ~ 8. The 'depression’ is the region where each vector

of VB points to inside.

4. A 'll’ of the equatorial magnetie field can be seen in the panel of (e) in the dusk

sidle. The 'hill” is the region where cach vector of VB, poiuts Lo inside.

5. In gencerally, the distortion is prominent in the dnsk region rather than the dawn
region beecanse the ring enrrent develops partially in the dusk region as shown in
Figure 5.13.

The coutonr is a line cqguivalent 1o the drift trajectory due to V3. A particle having

a sufficiently high kinetic energy (greater than a few hundreds keV) with a pitel angle of
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Figure 5.26. Distorted equatorial magnetic ficld due to the ring current. Top panel
indicates caleulated Dst*. Each panel labeled as (a)-(f) shows a coutour map of constant
cquatorial magnetic fields during the main and the carly recovery phases of the storm on
April 10-11, 1997 at (a) 1300 UT, April 10, 1997 (b) 1600 UT, (c¢) 1900 UT, (d) 2200 UT,
(¢} 0100 UT, April 11 and () 0400 UT, April 11. Quantitics written in the contonr are

the intensity of the magnetie fickl in nanotesla.
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90° drifts along the contour line because the drift motion of such a high energy particle is
dominated by the VB drift; the F x B drift can be ignored under the ordinary convection
(except for a sudden compressive shock such as a SC). Although the drift trajectory of VB
is axially symmetric in a dipole maguetic field, the dvifl trajectory is drastically changed
due to the distorted magnetic field. For example, considering ions whose equatorial pitch

angle is 90°, the VB drift trajectories can classify into four categories;
1. an ion drifting aronund the earth westward (Type 1),

2. an ion drifting around the earth westward but partly drifting eastward in the reversed

'S’ shape structure (Type 2),
3. an ion locally drifting around the 'depression’ anticlockwise (Type 3),
4. an ion locally drifting around the 'hill’ elockwise (Type 4).

The trajectories for electrons are opposite to the case of 1ons. Type 2 is the trajectory that
a particle can radially drift in the reversed 'S” shape structure (more than 2 Re). Type 3
and Type 4 are the trajectories that a particle is locally trapped, never drifting around the
carth. These categorized trajectories are schematically shown in Figure 5.27.

[t scems that the distorted magnetic field due to the ring current affects drift motion of
the radiation belt particles. Willinms et al. [1968] reported that counts of the relativistic
clectrons suddenly decreased in the onter radiation belt during a mam phase of a storm,
and began to increase when a recovery phase commenced, After then, many authors have
been studied the negative exenrsion of the relativistic electrons’ flux during a main phase of
a magnetic storm [e.g., Korth and Friedel, 1997; Li et al, 1997; Obam cf al., 1998 |. Most
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Characteristic grad-B trajectories of an ion
in the distorted magnetic field

Tpel | Type2 |
S

Type 3 Type 4

around magnetic ‘depression’ around magmetic hill'

Figure 5.27. Schematic VB drift trajectories of an ion. The trajectories are categorized
into 4 characteristics.

of the anthors have speculated that the storm time decrease of the relativistic clectrons’
flux is caused by the adiabatic cooling of the electrons due to the depletion of the equatorial
magnetic ficld. However, a whole mechanism which leads the drastic change of relativistic
electrons’ flux in the outer radiation belt during a storm has never yet been understood.
From the calenlational results, it is expected that not only the adiabatic effect due to the
depletion of the magnetic field but also the drastic change of the drift trajectories of the
relativistic electrons due to the distorted magnetic field affect the storm time change of the
clectrons’ flux in the outer radiation belt. In future, the dynamies of relativistic electrons
should be studied by using a realistic ring current model.

[t is also expected that the distorted mamnetic ficld may change the drift motion of ions
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that contribute to the ring eurrent. If the drift motion changed by the ring current affects
the ring current itself, the effect is considered to be non-linear. The non-linear effect on

the ring current ions also should be studied in future.

Cross section of the distorted magnetic field

A cross section of the equatorial distorted magnetic field at 0100 UT on April 11, 1997
as a function of L is shown in Figure 5.28. A left panel of Figure 5.28 represents the
distortion of the equatorial magnetic field parallel to the earth’s dipole ABz due to the
ring current at different MLT of Oh, Gh, 12l and 18h; it is clear that the distortion has
strong local time dependence. In the dusk region (MLT of 18h), the distortion ABz reaches
minimum of -110 n'T. On the other hand, in the dawn region(MLT of 6h), the magnetic
ficld slightly decreases. In fact, the strong local dependence of the distortion was observed
by AMPTE/CCE [Potemra et al., 1983] in a main phasc of a large storm at 0330-0450 UT
on September 5, 1983; the magnetic distortion reached its minimum AR of -130 n'T" in the
dusk side, while the magnetic field slightly distorted in the dawn side.

A right panel of Figure 5.28 shows the intensity of the magnetic field Iz as a function
of I at MLT of 18h. A peak of the distorted magnetic field is located at L=06.6, and the
ficld exceeds the intensity of a dipole ficld indicated by a dotted line in the region of L >7.8.
The feature is similar to previous satellite observations.

It is remarkable that the caleulated distortion is deduced from the current density con-
stituted by the ions that are transported by the convection. The contribution of the ions

transported by the diffusion is not included in Figure 5.28. Therefore, as discussed in the
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Section 5.5.5, the actual peak of the distorted magnetic ficld may be located at L of 3-3.5

due to the pre-existing or relatively steady ring current.

)
MLT=18h |

~..Dipele field

Distorted fiel

L
|
1

0100 UT on April 11, 1997

Figure 5.28. Distorted equatorial magnetic field parallel to the earth’s dipole Bz as
a function of L due to the ring current. Left panel shows the MLT dependence of the
distortion. Right pancl represents the magnetic field at MLT of 18h; a dashed line indicates
the dipole field and a solid line the distorted field.

5.6 Conclusion

In this chapter, the ring current buildup depending on the solar wind and IMF, and its
spatiotemiporal structure have been examined. The plasma shect density as a boundary
condition located at L=10is given by the statistical analysis using two satellites, GEOTAIL
for the plasma sheet density at L=9-11 and WIND for the solar wind density. The result
of the statistical analysis shows that the plasma slicet density at L=9-11 is well correlated
with the solar wind density; this is consistent with the previous studics. After tracing
newly injected ions having various piteh angles and energies under a dipole magnetic field

and the Volland-Stern type convection ficld depending on the solar wind and IMF, the
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three-dimensional distribution of a directional differential flux, plasma pressure and current
density are calculated. All ions pass through an "injection boundary’ azimuthally located at
L of 10 with MLT of 21-3h. A distribution function of the ions at the ’injection boundary’
independing of MLT is assumed to be isotropic Maxwellian with the temperature of 5 keV
and the number density depending on the solar wind density, The ions are lost by two
processes; the charge exchange and convection outflow. The magnetic disturbance induced
by the ring eurrent can be directly obtained by the Biot-Savart integral over the whole
three-dimensional distribution of the caleulated current density.

As an example, three successive storms in April, 1997 are studied. The calculated mag-
netic disturbance at the center of the carth is compared with observed corrected Dst{Dst*),
and it is found that caleulated Dst* is in fairly good agrecment with observed Dst*. There

are five noticeable characteristics:

1. The major variation of Dst* is mainly due to the convection clectric field and the
plasma sheet density dednced from the solar wind density as well. This result can be
explained by an analytical expression; the energy injection rate into the ring current is
given by 0.286 Np(em™) @ pe(kV) Eg(keV) in gigawatt, where Ny, ®pe and Ey are
the plasma sheet density, the polar cap poteutial and the plasma sheet temperature,
respectively.  However, the plasma sheet temperature Fy is insensitive to the ring

current. buildup for the temperature above 3 keV.

2. Dst* induced by the westward current is approximately 3~4 times larger than Dst*

idneed by the eastward enrrent.
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3. The ions with energies of around ~13-30 keV at L =4, and around ~30-40 keV at

on

=1

L=>5-6 in the dusk region most contribute to the perpendicular pressure. The most
coutribution energy rises due to an enhancement of the convection field during a main

phase of a storm.

. Previous satellite observations by AMPTE/CCE show that there is another peak,

the energy of around 100 keV in the dusk region. Because an unusual convection
stronger than ¢ of 563 kV is necessary to push an jon with kinetic energy of 200 keV
at L=4 convected from L=10, the second peak observed by the satellite is considered

to be transported by the radial diffusion.

Therefore, the pressure and the current density can be separated into two terms; one
is due to the convectional transport and another due to the diffusive transport. Since
the convectional transport well explains the time scale of the decrease of Dst® during
a main phase, the ring current buildup as indicated by Dst* is mainly due to the

convectional transport for these particular storms.

From comparing with Dst* derived from the well-known Dessler-Parker-Sckople (DPS)
relation, it is deduced that Dst* given by the DPS relation is overestimated with an
approximate factor of 2.5 to 5. The overestimation of the DPS relation may be arising

from the nnrealistic assinption of its derivation.

The equatorial distorted maguetic field due to the ring current is calculated. The
distortion is prominent in the equatorial dusk region. The coutour showing the equa-

torial distorted magnetic field is equivalent to the drift trajectory due to VI3, that
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is, a high energy particle (greater than a few hundreds keV) with a piteh angle of 90°
drifts along with a contour line. The drift trajectory of such a particle is drastically
changed due to the distortion. Considering ions with a pitch angle of 90°, the drift
trajectories can classify into four categories; (1) an ion drifting westward around the
carth (Type 1), (2) an ion drifting eastward aronnd the earth but partly drifting cast-
ward in the reversed 'S’ structure (Type 2), (3) an ion locally drifting anticlockwise
around the magnetic 'depression’ (Type 3) and (4) an ion locally drifting clockwise
aronnd the magnetic "hill’ (Type 4). The trajectories for electrons with a pitch angle
of 90° are opposite to the case of ions. Therefore trajectories of the high energy
particles with a pitch angle of 90° are complicated during a main phase of a storm.
This is considered to be one of reasons for the cause for the storm time flux decreasc

of relativistic electrons.
There are differences between observed and calenlated Dst*; caleulated minimum Dst®
is lacking by 3 % - 32 % of obscrved Dst* and the peaks of caleulated minimum Dst*® are
carlicr than the observed peak by about 5 - 7 hours. These differences arise from some

possible reasons:

1. It is assumed that the plasma sheet density responds to the solar wind density im-
mediately in this calenlation. It has been reported that there is a characteristic tine
delay between them, ie., about 1-6 hours. A delay of 7 hours from the solar wind

density fo the plasma sheet density well explains the time lag between the peak times,

2. The ions that are radially transported by the diffusion are not included. The jons

having relatively higher energies transported by the diffusion also contribute to the
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ring current. Although the characteristic time scale of the diffusive transport the ions
is still unknown, the contribution of the diffusive transported ions may be negligible
because the ions transported by the convection well explains the ring current buildup

both in the time scale and in strength.

3. The other ion species, especially O%, may be contribute to the ring current buildup.
In the solar minimum, it is speculated from the previous direct observation that 30

% of O% ions contribute to the ring current.

4. An induction electric field due to dipolarization during an expansion phase of a sub-
storm may also contribute to the ring current. However, the estimation of the sub-

storm effect is difficult,

In future, the followings should be examined for understanding the physics of a magnetic

storm,
1. contribution of ions transported by the radial diffusion to the ring current,
2. contributions of O% ions and electrous to the ring ~urrent,

3. characteristic delay time of ion transport from the solar wind to the near-earth plasma
¥ I

sheet,
4. non-linear effects of the ring current itself due to the diamagnetic effect,

5. dynamics of relativistic particles during a main phase of a magnetic storm.



Concluding remarks

In this dissertation, the dynamic behavior concerned with the development and decay of
the ring current has been studied by using newly developed particle simulation scheme.

The general introduction toward the objects of this dissertation is described in Chapter

The historical survey of the dynamics of the ring current and related phenomena as-
sociated with a magnetic storm is made in Chapter 2. Particles’ motion in the dipolar
magnetic ficld and the concept of the differential fiux arc also mentioned.

Iu Chapter 3, after constructing time-dependent three-dimensional plasmaspheric model,
the Coulomb collision loss of ions in the magnetosphere is evaluated. This plasmasphieric
model is derived from the total flux tube content model with the assumptions; (1) the
primary cold ion species is HY, (2) cold ions distribute in hydrostatic equilibrium align a
ficld line and (3) bulk motion of cold ions are governed by the Kp dependent Volland-Stern
type convection field and the corotation field. The acenracy of this model is examined
by comparing with the EXOS-B satellite observations during a weak maguetic storm; the
caleulated radial profiles of the thermal plasma are in good agreement with the EXOS-B

observation with respect to the absohue density, relative displacements of the plasmapause.
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Using this plasmaspheric model, the spatial variation of the Coulomb collision lifetimes of
the energetic ions is evaluated; the Coulomb collision loss is comparable to the charge
exchange loss for all major species (H*, Het and O%) with encrgies below a few tens
of keV in the plasmasphere. However, the Coulomb collision loss for energetic ions is
almost restricted within the core plasmasphere. Therefore, during a magnetic storm, the
Coulomb collision loss hardly affects the ions that contribute to the ring current becausc
the plasmasphere shrinks due to an enhanced convection field.

In Chapter 4, an enhancement of the differential flux accompanied with a 'nose’ energy
dispersion structure has been examined by using particle tracing simulation. Results of the
calculation well explain the sudden enhancement of the ion differential flux observed by
Explorer 45 in the dusk region on February 13, 1972 associated with an isolate substorm.
An additional temporal electric ficld having its maximum intensity of 6 mV/m and a
time scale of 10 minntes is introduced to push ions suddenly from the necar-carth plasma
sheet into the inner magnetosphere where Explorer 45 observed the dispersion. Using this
additional electric field, the calenlated differential flux fairly agrees with that observed.
The additional electric field is considered as a substormi-associated induction field. The
maguetic disturbance at the center of the earth (Dst* ficld) due to the particle injection
by this substorm-associated induction field is examined. The result shows that the isolate
substornn injection hardly affects the maguetic disturbance with its minimum intensity of
~2 1T, Next, following the concept that a storm is composed of substorms, the ring current
buildup is examined by superposing many substorm injections. There were 13 substorms

during the storm of Febmary 13, 1972; the result suggests that the accunulation of the
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substorm injections hardly explains the actual magnetic disturbance as compared with the
observed Dst® index. This means that other mechanisms may play an important role for
the storm time ring current buildup.

[1 Chapter 5, a model that deals with the ring current buildup and its decay depending
on the solar wind density and the interplanetary magnetic field (IMTF) is developed. First,
the plasma sheet density as a boundary condition located at L=10is given by the statistical
analysis using two satellites, GEOTAIL for the plasma sheet density and WIND for the solar
wind density. The results indicates that the plasma sheet density is well correlated with the
solar wind density; this is consistent with the previous studies. After tracimg newly injected
ions having various pitch angles and energics under a dipole magnetic field and the Volland-
Stern type convection field depending on the solar wind and IMF, the three-dimensional
distribution of a directional differential flux, the plasma pressure and the current density
arc calculated. A distribution function of the ions at the 'injection boundary' independing
of MLT is assumed to be isotropic Maxwellian with tlie temperature of 5 keV and the
number density depending on the solar wind. The ions are lost by two processes; the
charge exchange and couvection outflow, The Coulomb collision loss is ignored because
the plasmasphere during storms drastically shrinks so that the Coulomb collision with the
plasmasplieric thermal plasma can be ignored for the ring current ions as compared with the
charge (*x:-hmigﬁ loss, The magnetic disturbanee induced by the ring current can he directly
obtained by the Biot-Savart integral over the whole three-dimensional distribution of the
calenlated current density. This is a new attempt; previous models caleulate the maguetic

cisturbance at the center of the earth (Dst*) by the well-known Dessler-Parker-Sckophe
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relation.

Three successive storms in April 1997 are studied for instance. The calculated magnetic

disturbance at the center of the earth (Dst*) is compared with observed one, and it is

found that calculated Dst* is in fairly good agreement with observed Dst*. There are five

noticeable characteristics:

1. The major variation of Dst* is mainly due to the convection electric field and the
; A

plasma shect deunsity deduced from the solar wind density as well. This result can be
explained by an analytical expression as the energy injection rate into the ring current
being 0.286 N, (cm™)® pe(KV)Eg(keV) in gigawatt, where N, ®pe and Ey are the
plasma sheet density, the polar cap potential and the plasma sheet temperature,
respectively. The plasma shect temperature Ejy is insensitive to the ring current

buildup for the temperature above 3 kel
Dst* induced by the westward current is approximately 3~4 times larger than Dst®.

The fons with cnergies of around ~15-30 keV at L =4, and around ~30-40 keV at
L=5-6 in the dusk region most contribute to the perpendienlar pressure. The most
contribution energy rises dne to an enhancement of the convection field during a main

phase of a storm.

Previous satellite observations by AMPTE/CCE show that there is another peak,
the energy of around 100 keV in the dusk region. Becanse an nnusnal conveetion
stronger than @ of 363 kV is necessary to push an ion with kinetic energy of 200 keV

at. L= convected from L=10, the second peak obscrved by the satellite is considered
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to be transported by the radial diffusion.

Therefore, the pressure and the current density can be separated into two terms; one
is due to the convectional transport and another due to the diffusive transport. Since
the convectional transport well explains the time scale of the deercase of Dst* during
a main phase, the ring current buildup as indicated by Dst® is mainly due to the

convectional transport for these particular storms.

From comparing with Dst* derived from the well-known Dessler-Parker-Sckopke (DPS)
relation, it is deduced that Dst* given by the DPS relation is overestimated with an
approximate factor of 2.5 to 3. The overestimation of the DPS relation may be arising

from the unrealistic assumption of its derivation.

The equatorial distorted magnetic field due to the ring current is calculated. The
distortion is prominent in the equatorial dusk region. The contour showing the equa-
torial distorted magnetic field is equivalent to the drift trajectory duc to VB, that
is, a high energy particle (greater than a few hundreds keV) with a pitch angle of 90°
drifts along with a contour line. The drift trajectory of such a particle is drastically
changed due to the distortion. Considering ions with a pitch angle of 90°, the drift
trajectories can classify into fonr categories; (1) an ion drifting westward around the
carth (Type 1), (2) an ion drifting castward around the carth but partly drifting cast-
ward in the reversed 'S’ structure (Type 2), (3) an ion locally drifting anticlockwise
aronnd the magnetic “depression’ (Type 3) and (4) an jon locally drifting clockwise

around the magnetic "hill’ {Type 4). The trajectories for electrons with a piteh angle
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of 90° arc opposite to the case of ions. Therefore trajectories of the high energy
particles with a pitch angle of 90° are complicated during a main phase of a storm.
This is considered to be one of reasons for the cause for the storm time flux decrease

of relativistic electrons.
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Appendix A

Dessler-Parker-Scopke relation

For an equatorial ring current of strength of I flowing the radins of », the magnetic

disturbance at the center of the carth is given by

(A.1)

_ ppd
T

o0,

where jig is the permeability in vacuum. For a single particle drifting in the equatorial

plane, the current produced by drift is

(A.2)

U
2wy

1

¥

where vy is the drift velocity and ¢ the charge. In a dipolar ficld, the equatorial drift

velocity vy is given by
3B *
. (A3)

= — ———
! r;rI'EBU'

196



where a is carth's radius, F; the particle’s kinetic energy perpendicular to the local mag-
netic field, and By the magnetic strength at L=1. Combing these relations, the magnetic
disturbance due to the particle’s drift is

3;1[|EJ_

6B = — .
& dra’ By

(A.4)

The effect of gyration as well as drift is also included. A single gyration particle creates
dipole due to a current loop with its moment antiparallel to the earth’s field. This dipole

creates a positive axial field at the center of the carth as
6B = o (A.5)

where ji is the dipole moment. The dipole moment of a gyration particle is

Ey

wy LR (A.6)

Thus the maguetic disturbance due to the drift is given by

kL .
60y = '_-_—l?fﬂuﬁ::- (A.T)

Summing the two contributions, the magnet i cdisturbance can be written as
83 = &0, +480,
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po ks
— =, A8
27 Bya® Sl

The total magnetic energy outside the earth’s surface Uy, is generally given by

. 1 sy
g = — V A
L_u E,l'h_]. B tf x {fjk 9}

where V' is volume and B the magnetic strength. In the dipolar field, the total magnetic

field -U,u is

Uy = —- /[ET? sin 8 B3%dédr
2/t
6
_ ma Bﬂj‘fsmﬂ (1+ 3ens? H}dﬂdr
o
- B, (A.10)
Aty

Combing the relations, the magnetic disturbance as a function of the total perticle’s energy

is finally written as

o5 _ 28, .
Hy U I
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Appendix B

Current density in the ring current

For the case of no gravity force, no inertia force and steady fields, the current density

perpendicular to the magnetic field J, can be express as [Parker, 1957]
Ji=Jdy+Jdr+Jdy, (B.1)

where Jy;,JJ i and Jp; ave the magnetization current, the enrvature drift current and the

grad-B drift current, respectively.

B.1 Magnetization current

Counsidering loop enrrents produced by the Larmor motion of charged particles in a locally

uniform field, the net currents appears only at the edge of a small snrface €. Thercfore
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the net current penetrating the small surface C' is given by

{ = %-—u{ﬂ'ribj - ;—:qd!

= —f? X (nm'ib%q) - dS

= /J__U ‘IIS, {B.E}

where n, 1, b, w,dl,dS and g are the number density, the Larmor radius, a unit vector of
the local magnetic field, the gyro angular velocity, a line element around the surface C,
the area of the surface C and charge, respectively. Then the magnetization current Jy, is

given by

dg = =V x (H- émvi . BEE)
B
= -VX (Pj_ﬁ) 1 (B.3)
b 1 ) o4
= —vﬂxﬁ-mvﬁxb--ﬁi(vxb), (B.4)

where m is mass and B is the local magnetic field.

B.2 Curvature drift current
The centrifugal foree due to a curved mangetic ficld is

nwi"E .
W= FR’ {E-'-‘J
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where R is the position vector. The drift velocity owning to the centrifugal foree vy is

deduced as

FHX.B
Vg = ————

g B2
mcﬁR x B
¢B?R?

_ ™y pxB

= —!Bx(B:V)B

where P, and P are the plasma pressure peppendicular to the magnetic field and the
pressure parallel to the magnetic field, respectively. Then the eurvature drift current density

J i 1s given by

all

Jp= B

B x (B V)B. (B.6)

B.3 Grad-B drift current

Since the drift velority due to grad-B vy, is expressed as

imiVE x B

tl” _ ITB'I! 1 {.D‘TJ
the prad-B drift cwrrent J i becomes
Py
J” = T:ﬁB ® Vi {BS)
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B.4 Total currents

After snmming up the three currents, the total perpendicular current J; is obtained as

Ji = Ju+Jp+du

b 1 P, A P,
= —?PiXE—I’J?Exh—E{?xb]+FBx{B?}H+—B-EB>¢?B
2 'y
- %Bx?ﬁ’lm%%ﬂxvﬂ—%ﬂx(3~?}ﬂ
B Py
+ B x(B-V)B+ 5Bx VB
- F
s %x[‘{?FL+H|—B§—l{B-?}B | (B.9)
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