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Abstract

The proliferation of wide band wireless networks and the availability of abundant services
through the Internet have necessitated a ubiquitous access to the Internet by mobile hand-held
devices such as hand phones, laptop computers, and personal digital assistants (PDAs). Re-
searches on mobility management of a single mobile node in the existing cellular networks as
well as in the IP-based networks have extensively been done by the respective research commu-
nities. However, as new networking systems such as network mobility and overlapped heteroge-
neous access networks have been emerging, mobility management of mobile nodes to maintain
seamless network connectivity in these systems is being a challenging task. In this disserta-
tion, we present our research on designing, modeling, evaluating, and optimizing the mobility
management solutions in regard to these networking systems.

Network mobility management: Network mobility (NEMO) management concerns with
mobility management of an entire network (called mobile network) that provides an uninter-
rupted Internet connectivity to many mobile devices moving together in the mobile network.
Although the NEMO basic support protocol, developed by the Internet Engineering Task Force
(IETF), offers basic operations of NEMO management, it has the side effect of increasing packet
delivery overheads due to pinball routing and multi-layer encapsulation of data packets. More-
over, the protocol does not address the large handover latency that causes a large number of
packet losses and, consequently, communication service interruption of all the mobile nodes
belonging to the mobile network. We address these problems by developing route optimization
and handover management schemes.

We propose a mobile router-assisted route optimization (MoRaRo) scheme to reduce the
delays and overheads associated with data delivery paths. This scheme is simple to implement
because it requires only a slight change in the implementation of the NEMO basic support
protocol in the local components of a mobile network, such as mobile routers and mobile nodes.
No change is required in correspondent nodes, home agents, or any other network components
located in domains beyond the mobile network. The MoRaRo scheme enables a correspondent
node to forward packets directly to the mobile network without any tunneling. It thereby reduces
packet delays and encapsulation overheads in the core network. We evaluated the performance
of the MoRaRo scheme in terms of the packet delivery overheads, efficiency, and delay between
correspondent nodes and mobile network nodes. We found that the scheme improved the packet
delivery efficiency of the network mobility support protocol by about 100%. In addition, the
packet delivery delay was significantly reduced.

We also propose a cooperative mobile router-based handover (CoMoRoHo) scheme for



long, vehicular-multihomed mobile networks. This scheme exploits the advantage of a mul-
tihoming environment of a long, vehicular mobile network that can have two or more mobile
routers spatially separated by a certain distance. It makes the packet loss independent of the
handover latency by establishing a local tunnel between an access router and a mobile router of
the mobile network by using only one signaling message. We compared the performance of the
CoMoRoHo scheme with the Fast Handover for Mobile IPv6 protocol by formulating analyti-
cal models, and found that this scheme outperformed in regard to the number of packet losses,
signaling-message overhead and packet-delivery overhead in the access network. CoMoRoHo
has good scalability because it works well, even when the access network is overloaded.

Overlapped heterogeneous networks: The other type of access network environment
we are considering for mobility management is the overlapped heterogeneous wireless sys-
tem. When there are different types of wireless networks available at a place, a mobile user
with multi-mode network interfaces should be capable of effectively carrying out the following
two functions: (a) select an optimal access network for a given application, and (b) gracefully
transfer a connection from one access network to another when the previous one becomes sub-
optimal or unavailable. In this dissertation, we address the issue of an optimal network selection
by evaluating network performances from the user’s perspective, and consequently proposing
an access network selection algorithm. Similarly, to optimize the connection transfer process,
we develop a graceful vertical handover mechanism by harmonizing the functions performed
by different layers of the networking system.

To select an optimal network that maximizes user satisfaction, we formulated the bandwidth
utility functions (BUF) for three types of applications: rigid, elastic, and adaptive. We use this
BUF and handover latency to derive the user satisfaction function. Through analysis, we found
that selecting a high bandwidth access network does not guarantee higher user satisfaction if
the user happens to perform a handover to a lower bandwidth network. It is also observed
that after getting an estimate of the user’s movement, we should assign the network with most
availability to the user’s call request so that the user can remain in the same network throughout
the call duration. By doing this, we can prevent the user satisfaction from being degraded. In
accordance with the evaluation, we propose an algorithm for selecting an access network that
maximizes user satisfaction in heterogeneous networks.

When the selected network becomes suboptimal or unavailable due to some reason such as
mobility and increasing network congestion, a mobile node has to perform a vertical handover
to a new network, in most cases, to an inferior one. In such cases, to smoothen the inevitable
performance change caused by the resource limitations of the new network, we have devised
a graceful vertical handover scheme. This scheme harmonizes the functions performed by dif-
ferent layers, i.e., from the link layer to the application layer, and consequently smoothens the



change in the throughput and reduces the handover-related data losses in the network. Through
simulations, we evaluated the TCP performance with the graceful handover, which is signifi-
cantly better than the performance without one. The graceful handover avoids packet losses by
smoothing TCP sending rates and establishing a route to the previous access router via a relay
node.

Keywords: mobility management, network mobility (NEMO), route optimization, MoRaRo,
handover management, CoMoRoHo, heterogeneous wireless networks, optimal access network
selection, graceful vertical handover.
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Chapter 1

Introduction

Wireless networks such as the GSM (Global System for Mobile communications) networks,
third generation (3G) cellular networks, wireless local area networks (LANs), and PHS (Per-
sonal Handy phone System) networks are composed of many small units of coverage called
cells. When mobile devices like hand phones, personal digital assistants (PDAs), and laptop or
palmtop computers move from one cell to another, they have to carry out a number of tasks to
remain connected to the network and continue ongoing communication services. The process
of managing these tasks is called mobility management of mobile devices or mobile nodes. The
mobility management operation should be carried out transparently to mobile users such that
the users are unaware of the process and time of changing cells; otherwise, mobility will ad-
versely affect the network service quality perceived by the users. Moreover, it should be very
efficient in terms of both the network resource (e.g., bandwidth) consumption and the mobile
nodes’ battery and computational power consumption.

1.1 IP Mobility Management

In the existing wireless systems, mobility of mobile nodes that move within the same type
of wireless network is managed by the link-specific mechanism, which works well only for the
given link-access technology. However, the next generation of mobile communication networks
is expected to be a heterogeneous multimedia system widely comprising different radio access
networks. Each of these networks may possess some advantages over the others in terms of
bandwidth, coverage, cost, reliability, etc. To exploit these advantages, the heterogeneous sys-
tem may appear in an overlay form [1, 2]; one access network (e.g., wireless LAN) overlapping
the service area of the other access networks (e.g., 3G networks). In such networking environ-
ments, a mobile node may access any wireless network that best serves the user’s requirements.

1



2 Chapter 1. Introduction

For instance, the wireless LAN may be accessed for a bulk data transfer, whereas the 3G cellular
networks may be used for low-bandwidth voice calls. Therefore, having a common mechanism
that can manage the mobility of all mobile nodes in all types of wireless networks is being an
essential requirement for realizing the future ubiquitous computing systems. For heterogeneous
wireless systems, Mobile IP protocols (for IP version 4 as well as version 6) [3, 4] are consid-
ered to be universal solutions for mobility management because they can hide the heterogeneity
in the link-specific technologies used in different networks. Although Mobile IP protocols deal
well with the mobility of a single mobile node on the Internet topology, they are not sufficient
to handle emerging new types of networks, such as moving or mobile networks. Moreover,
besides maintaining the IP layer connectivity, there are other issues of mobility management,
such as optimal network selection in heterogeneous overlay systems and smooth transfer of
connections from one network to another when the previous one becomes suboptimal. This
dissertation investigates these new type of problem domains and proposes some solutions.

1.2 Network Mobility Management

In vehicles or personal area networks, a number of wireless devices move together and change
their Internet connection points simultaneously. For example, when a number of wireless de-
vices are carried by a person, these devices move together when the person moves; or when a
number of communicating devices are installed on moving vehicles such as buses, trains, ships,
and aircrafts, these devices along with the mobile devices carried by the passengers move to-
gether when the vehicles move. In such cases, managing mobility of individual devices via
the devices themselves would be inefficient and sometimes unfeasible [19]. Therefore, having
a mobile network to serve the group of mobile nodes that move together, and then managing
mobility of the mobile network instead of the individual mobile nodes would provide better
mobility management solutions. Considering this fact, the Network Mobility (NEMO) work-
ing group [20] within the Internet Engineering Task Force (IETF) has proposed a conceptual
architecture of mobile networks and developed the NEMO basic support protocol [22].

A mobile network, which is composed of one or more IP subnets, moves as a single unit on
the Internet topology [21]. It has at least one mobile router and many mobile network nodes
(MNNs). The mobile router uses the NEMO basic support protocol to provide uninterrupted
connectivity to MNNs. When the mobile router moves away from its home link, it configures
a care-of address in the visited link and registers the address with its home agent by sending a
prefix-scope binding-update message. The home agent then creates a binding cache entry asso-
ciating the mobile network’s subnet prefix with the mobile router’s care-of address. Following
the registration, the home agent intercepts data packets addressed not only to the mobile router
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but also to any MNNs that have obtained an address from the mobile network’s subnet prefix.
The home agent then tunnels the packets to the mobile router’s current location.

Although the NEMO basic support protocol offers the basic operation of NEMO manage-
ment, it has the side effect of increasing packet delivery overheads and delays due to pinball
routing and multi-layer encapsulation of data packets. Moreover, the protocol does not address
the large handover latency that causes a large number of packet losses and communication ser-
vice interruption of all the mobile nodes belonging to the mobile network.

To solve these problems, we have extended the NEMO management operation by develop-
ing a mobile router-assisted route optimization (MoRaRo) [8] scheme and a cooperative mobile
router-based handover (CoMoRoHo) [9] scheme. With MoRaRo, a mobile node performs route
optimization with a correspondent node only once at the beginning of a communication session,
and on handover, i.e., when the mobile network moves, the mobile router performs route opti-
mization on behalf of all active mobile nodes. The virtue of MoRaRo is that it requires only a
slight modification of the implementation of the NEMO basic support protocol at local entities
such as the mobile router and mobile nodes, leaving entities in the core or in other adminis-
trative domains untouched. The MoRaRo scheme enables a correspondent node to forward
packets directly to the mobile network without any tunneling, thus reducing packet delay and
encapsulation overheads in the core network. To enable the scheme to be evaluated, we present
the results of both mathematical analysis and simulation.

The basic idea behind the CoMoRoHo scheme is to enable different mobile routers of a
multihomed mobile network to access different subnets during a handover and cooperatively
receive packets destined for each other. That is, when a mobile router is performing handover
to a new subnet, it requests the access router of the old subnet to tunnel packets to some other
mobile router that is still located in the old subnet. The other mobile router then forwards the
packets to the mobile router that has requested the access router for tunneling. Similarly, when
the mobile router completes its handover to the new subnet, it helps the other mobile router to
perform a lossless handover to the new subnet. To evaluate the CoMoRoHo scheme, we carried
out its performance modeling in regard to the handover latency, packet loss, signaling overhead,
and packet delivery overhead in access networks.

1.3 Access Network Selection and Graceful Vertical Handover

A mobile node with multi-mode network interfaces can take advantages of the availability of
overlapped wireless networks only when the mobile node is equipped with mechanisms that se-
lect an optimal network and smoothly transfer a connection from one access network to another
when the previous one becomes suboptimal or unavailable. Without such mechanisms, mobile
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nodes always try to access higher bandwidth networks because bandwidth-hungry multimedia
applications are increasing on the Internet. However, if all the mobile nodes try to use the high
bandwidth network, they have to frequently perform a vertical handover to lower bandwidth
networks due to various reasons, such as limited coverage and increasing network congestion.
Consequently, the handover latency and the change of bandwidth during a communication ses-
sion may greatly affect the quality of service perceived by the user.

We address the issue of selecting an optimal wireless network by defining a user satisfac-
tion function as a function of bandwidth utility and handover latency [11]. The bandwidth utility
function of a network service, in turn, is a measure of the degree of network capability to fulfill
bandwidth requirements of multimedia applications. We analyze how a user’s movement across
heterogeneous networks having varied bandwidths affects user satisfaction. We also investigate
the effect that the change in user contexts such as call holding time and user movement proba-
bility has on the satisfaction function. We found that selecting a high bandwidth access network
does not necessarily guarantee higher user satisfaction if the mobile user happens to perform
a vertical handover to a low bandwidth network soon after the beginning of the call. It is also
observed that after getting an estimate of the user’s movement, we should assign the network
with the most availability to user’s call request, so that the user will remain in the same net-
work throughout the call duration, thus maximizing user satisfaction. Based on the evaluation,
we proposed an optimal network selection algorithm to maximize the user satisfaction in the
overlapped heterogeneous network environment.

In case the optimal network chosen by the above algorithm becomes unavailable or sub-
optimal, the mobile node has to perform a vertical handover to a new network, in most cases,
to an inferior one. Because of the disparities in the overlay networks’ such characteristics as
bandwidths, latencies, and loss rates, the handover process may result in an abrupt change in
the throughput, a large number of packet losses, and disruption of the communication services
[52, 66]. To solve these problems, we present a new scheme for vertical handover management,
which we call the graceful vertical handover scheme. This scheme provides a graceful degra-
dation of performance by smoothing the throughput change and reducing the possible packet
losses during a handover. To achieve such a gracefulness in performance change, this scheme
implements its functionalities in the link layer, IP layer, and TCP or application layer. Through
simulations, we evaluated the TCP performance with the graceful handover, which is signifi-
cantly better than the performance without one.
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1.4 Organization

This dissertation is organized as follows. In Chapter 2, we overview related work on IP network
mobility and heterogeneous networks. The subsequent first two chapters deal with network mo-
bility and the next two chapters present the schemes for optimal access network selection and
graceful vertical handover in heterogeneous overlay wireless networks. We present a mobile
router-assisted route optimization (MoRaRo) scheme in Chapter 3, and a cooperative mobile
router-based handover (CoMoRoHo) scheme in Chapter 4. In Chapter 5, we define a user satis-
faction function, evaluate the impact that different parameters such as user mobility, call holding
time, and handover latency have on the user satisfaction function, and propose an optimal net-
work selection algorithm. We describe a graceful vertical handover mechanism in Chapter 6.
Finally, we summarize the dissertation and outline future work in Chapter 7.



Chapter 2

Background and Related Works

2.1 Node Mobility – Mobile IP Protocols

The proliferation of wideband wireless networks and the availability of abundant multimedia
services through the Internet have necessitated a ubiquitous access to the Internet using mobile
handheld devices, such as hand phones, laptop or palmtop computers, and personal digital as-
sistants (PDAs). Mobile IP protocols [3, 4] play a major role in bringing the IP-technology in
the mobile world. These protocols aim at maintaining the IP-layer connectivity between mobile
devices and the network to provide uninterrupted communication services to mobile devices,
irrespective of their mobility in the IP-based wireless access networks. Since Internet Proto-
col version 6 (IPv6) is superior in many aspects, such as mobility management, security, and
efficient routing, to its precursor Internet Protocol version 4 (IPv4), and IPv6 is expected to
be an indispensable protocol for the near future Internet, we choose Mobile IPv6 [4] and its
derivatives for our this research.

In Mobile IPv6 (MIPv6) protocol, besides mobile devices, called mobile nodes, there are
home agents (HAs) and correspondent nodes (CNs). The mobile node and the correspondent
node are peer nodes exchanging data packets between them. Whereas, the home agent is a
router on the mobile node’s home link, which forwards packets to/from the mobile node when
the mobile node is away from its home link. The mobile node possesses two addresses: a home
address (HoA) to identify the node, and a care-of address (CoA) to locate the node. The HoA
is an IP address assigned to the mobile node from its home subnet prefix on its home link. The
CoA, on the other hand, is configured from a foreign subnet prefix when the mobile node is
attached to the foreign link away from home. Upon having a CoA, the mobile node registers
it at the home agent by sending a Binding Update message that creates a binding between the
mobile node’s HoA and CoA at the home agent.

6
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Figure 2.1: Triangular routing in Mobile IPv6.

Figure 2.1 shows the packet forwarding paths in MIPv6 protocol. A correspondent node,
which may be a stationary node or a mobile node, initially knows only the HoA of a mobile
node. When the correspondent node initiates a connection to the mobile node, it thus sends
packets to the HoA of the mobile node. These packets reach the home link of the mobile
node, where the home agent intercepts the packets and tunnels them to the current location, i.e.,
CoA of the mobile node using IP-in-IP encapsulation [7]. The mobile node, on the other hand,
can send packets directly to the correspondent node, without going through the home agent.
Therefore, a triangular routing occurs among the mobile node, correspondent node, and home
agent. To eliminate the triangular routing problem, the mobile node can provide its location
information to the correspondent node by performing a correspondent registration. For this
purpose, the mobile node first performs a return routability test to get authentication information
from the correspondent node, and then sends a binding update message to establish a binding
between the mobile node’s HoA and CoA at the correspondent node. After the registration, the
correspondent node addresses the mobile node by its CoA. As a result, the packets are routed
directly to the current location of the mobile node.

To localize signaling messages and reduce the handover latency of frequently moving mo-
bile nodes, the Internet Engineering Task Force (IETF) has extended the MIPv6 operation to
access networks and drafted two protocols: Hierarchical MIPv6 (HMIPv6) [5] and Fast Han-
dover for MIPv6 [6]. The first protocol assumes a hierarchical structure of routers in the foreign
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domain to localize signaling messages, whereas the second protocol assumes the cooperative
routers that provide packet-tunneling services between them during a handover of mobile nodes.
However, both of these schemes require a special configuration of the foreign networks, which
may not be feasible in heterogeneous mobile network systems where the component networks
may have no relationship or cooperation amongst them.

2.2 Network Mobility – NEMO Basic Support Protocol

Network mobility (NEMO) concerns itself with the mobility management of a moving network
or mobile network. A mobile network, which is composed of one or more IP subnets, moves
as a single unit on the Internet topology [21]. As shown in Fig. 2.2, a mobile network uses a
mobile router (MR) as a gateway to provide Internet connectivity via an access router (AR) to
the mobile network nodes (MNNs). The MNNs are categorized into three groups: local fixed
nodes (LFNs), local mobile nodes (LMNs), and visiting mobile nodes (VMNs). The home
HoAs of the LFNs and LMNs are associated with the mobile network’s subnet prefix, whereas
the HoAs of the VMNs are associated with other networks. Therefore, a MIPv6-enabled VMN
arriving at a mobile network first configures a CoA from the mobile network’s IP prefix and then
registers the CoA with its home agent (HA). A VMN may represent a single host or a network
itself, such as a personal area network (PAN), resulting in nested mobility. In the case of
nesting, MRs belonging to each mobile networks form a hierarchy, with the (upper) parent-MR
providing connectivity to (lower) sub-MRs. Only the top-level or root-MR performs mobility
management when the whole mobile network moves as a single unit, with other sub-MRs and
MNNs (local as well as visiting) remaining unaware of network mobility.

The NEMO basic support protocol [22], which is developed by the IETF, provides unin-
terrupted connectivity to MNNs by enhancing the operation of MIPv6 in mobile routers and
their home agents. The basic operation of the protocol is illustrated in Fig. 2.2. When a mobile
router moves away from its home link, it configures a CoA in the visited link and registers the
CoA with its home agent by sending a binding update message. The binding update message in
NEMO is slightly different from that in MIPv6. In MIPv6 a binding update message contains
the CoA and HoA of a mobile node, whereas in NEMO the message contains additional infor-
mation – the IP subnet prefix(es) of the mobile network, which is called the mobile network
prefix (MNP). The presence of an MNP in the message directs the home agent to create a bind-
ing cache entry associating the MNP with the mobile router’s CoA. Following the registration,
the mobile router’s home agent intercepts data packets addressed not only to the mobile router
but also to any MMNs that have obtained an address from the MNP, and tunnels the packets to
the mobile router’s current location.



2.2. Network Mobility – NEMO Basic Support Protocol 9

ARMR’s HA

MR’s home link

visited link

MR registration

VMN’s HA

VMN

Bidirectional
tunnel

MR

LMN
Mobile
network

MNN

LMN data

VMN registration

VMN data

Internet

Correspondent Node

Figure 2.2: Conceptual architecture of mobile network and NEMO basic support protocol op-
eration.

With the NEMO basic support protocol, only the mobile router configures and performs
prefix scope binding updates with its home agent when the mobile network moves. As the
MNNs are not required to configure and register their CoAs as long as they are inside the
mobile network, the signaling volumes in wireless as well as wired networks are significantly
reduced [23].

A correspondent node (CN) normally sends data packets to the HoA of a mobile node.
As the HoAs of the local nodes are associated with the MNP, the mobile router’s home agent
intercepts the packets destined for local nodes and tunnels them to the mobile router’s CoA.
Similarly, packets addressed to a visiting mobile node first arrive at the node’s home agent,
which tunnels the packets to the nodes’s CoA. Since the visiting mobile node’s CoA belongs
to the MNP, the packets go to the mobile router’s home agent, which again tunnels them to the
mobile router’s CoA. For both local and visiting MNNs, the mobile router decapsulates packets
and forwards them on to the interfaces to which the MNNs are attached. Similarly, outbound
data packets originated from the MNNs follow the same route in the reverse direction.

The process of packet delivery between a CN and an MNN is full of overheads because of
multi-angular sub-optimal routing and multi-layer encapsulation. This problem is worse if there
are multiple levels of nested mobile networks where packets need to be tunneled from every
mobile router’s home agent, as shown by “Pinball path” in Fig. 2.3. This multi-angular routing
problem is referred to as pinball routing [24]. Pinball routing consumes excessive bandwidth
not only in the wired part but also in the wireless part of the network. When the access router
forwards a multi-level encapsulated packet to an MNN, the encapsulation headers unnecessar-
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Figure 2.3: Packet routing paths in mobile network.

ily consume the bandwidth of wireless links between the access router and MNN. Moreover,
pinball routing affects the network performance in several ways; it reduces network throughput,
increases delays in packet delivery, and imposes excessive computational overheads on home
agents. To overcome these problems, we propose a mobile router-assisted route optimization
(MoRaRo) scheme. The objective of MoRaRo is to enable packets to travel along an optimal
path from source to destination as indicated by “Desirable path” in Fig. 2.3. Previous work
related to the route optimization in NEMO will be discussed in Chapter 3.

The mobile network concept described above finds an appropriate application in vehicles,
especially in fast-moving, long vehicles such as trains. In such vehicles, a mobile router can
provide Internet connectivity to a large number of MNNs. However, as the vehicle moves fast,
the mobile router has to perform handovers frequently. In IP networks, a handover process gen-
erally consists of three sequential operations: link switching, CoA configuration, and binding
update [4]. The handover latency, namely, the sum of times taken by these operations, can be
sufficiently large to lead to the loss of a large number of packets belonging to many MNNs.
This may result in impairing the quality of multimedia communications. Addressing this issue,
we propose a cooperative mobile router-based handover (CoMoRoHo) scheme that minimizes
packet losses of a long vehicular mobile network during a handover. We will explain more
about previous work on network mobility handover management in Chapter 4.
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2.3 Moving Networks in the 3GPP System

The 3rd Generation Partnership Project (3GPP) includes Moving Networks in its All IP Net-
works (AIPN) specifications [16]. The 3GPP’s Moving Network concept is similar to the mobile
network of the IETF, except that in the former the consolidated traffic is routed through a gate-
way that can be a moving base station, wireless access router, or mobile router. We describe
about these gateways in the subsequent paragraphs.

A moving base station, which is part of an access system and is owned by the AIPN operator,
is responsible to provide radio access to all the mobile devices of the Mobile Network. The
mobile devices therefore have to use the wireless technology supported by the AIPN access
system. In this case, mobility of the Moving Network is fully managed by the AIPN access
system.

A wireless access router (e.g., a wireless LAN access point) can be owned by a third party
network operator to connect to the AIPN access system. The wireless access router has free-
dom to implement its own radio technology to connect the user mobile devices. Moreover, the
wireless access router is free to select any AIPN access system that best suits its requirements.
In this case, mobility management functions are divided between the AIPN and the access sys-
tems. The access system manages mobility when the wireless access router moves between the
cells of the same access system, whereas the AIPN manages mobility when the wireless router
moves across the access systems.

The purpose and functions of a mobile router in Moving Networks are similar to that in
the mobile networks defined by the IETF. The mobile router is equipped with some wireless
technology to connect to the AIPN directly, i.e., without going through an access system. In
this case, mobility of the mobile router is handled completely by the AIPN.

As explained in the previous section, the IETF mobile networks use only the mobile router
to provide Internet connectivity to the mobile devices, and mobility of the mobile router is
managed by the IPv6 network. In addition to the mobile router, the 3GPP AIPN’s Moving
Network may include moving base stations or wireless access routers. However, in our research
we follow the IETF model of mobile networks and consider only the mobile router.

2.4 Heterogeneous Wireless Networks

Up until the last decade, voice and data communication networks were being independently
developed. However, for the last few years the demarcation between voice networks and data
networks has been vanishing as both networks are attempting to provide multimedia services
over IP-based wireless mobile networks. For instance, the 3G networks provide both voice
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and limited-bandwidth data services to mobile users, and the wireless LAN based on the IEEE
802.11 standards, which was initially designed for larger-bandwidth data services, is being
developed to support voice services.

Nonetheless, the fact is that none of the networks are perfect in all aspects; the 3G networks
provide wider coverage but limited bandwidths (i.e., less than 2 Mbps), whereas the wireless
LANs provide larger bandwidths but limited coverage. Therefore, to utilize all the good points,
we have to integrate these networks into overlay forms [1, 2]; that is, the wireless LAN covers
some areas that have already been covered by the 3G networks.

In such heterogeneous network environments, a mobile node with multi-mode network in-
terfaces, such as the one recently launched by NTT DoCoMo in Japan, can access a network
that best serves the user’s requirement. However, because bandwidth-hungry multimedia ap-
plications supported by wireless networks have been increasing, a mobile user located in the
overlay area will always try to access a network that provides the maximum bandwidth. How-
ever, depending on the location and mobility characteristics, the user has to transfer its network
connection to a lower bandwidth network when the higher bandwidth network becomes un-
available due to various reasons, such as limited network coverage, increasing congestion, and
call admission control policies. The process of transferring a connection from one overlay to
another is referred to as a vertical handover [64]. In particular, a vertical handover that occurs
from a high bandwidth (low coverage) network to a low bandwidth (high coverage) network
is called an upward vertical handover, and one that occurs in the reverse direction is called a
downward vertical handover. On the other hand, the process of connection transfer from one
cell to another of the same overlay is called a horizontal handover. Compared to horizontal
handovers, there are more challenges posed for properly managing vertical handovers.

In a single homogeneous network like the 3G cellular network or wireless LAN, the hori-
zontal handover is generally seamless. The term seamless indicates that the handover process
is so fast and lossless that it goes transparent to user applications [65]. However, it would be
impracticable to say that a vertical handover, especially an upward vertical handover, can al-
ways be seamless if there are large disparities in the overlay network characteristics, such as
bandwidths, latencies, and loss rates [66]. These disparities may result in abrupt changes in
the throughput, a number of packet losses, or disruption of services for some time during the
handover [52].

In this thesis, we analyze the impact that mobility has on the network service quality from
a user’s prospective. We measure the user-centric performance of a network service by a user
satisfaction function [53, 54, 55]. There has been a lot of research on the evaluation of network-
centric performance or network-level quality of service (QoS), which is concerned with opti-
mizing the network characteristics. The network-centric evaluation indicates, for instance, that
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the larger the bandwidth, the better the network performs. However, it cannot answer the fol-
lowing question: how much large bandwidth and smaller latency or loss rate are appropriate for
a user’s application. To answer this question, we need to evaluate the user-centric performance.
The user-centric performance, which is also a measure of the user-perceived QoS, relates user
application requirements with the network service characteristics or quality. Note that a user
requires network resources to be just sufficient enough to satisfy its application’s requirements.
Any extra resource beyond the requirement, may not give any additional benefit to the user.
In such cases, users may not opt for a network that has the highest resources; they may rather
select a network that provides the optimal performance at the lowest user-centric cost. The user-
centric cost includes the price of network service as well as the resource consumption, such as
the battery power of the mobile terminal. It is indisputable that a mechanism should exist that
enables mobile users to carry out intelligent decisions for optimal network selection. Without
such a mechanism, mobile users cannot get benefits from the availability of different types of
networks; instead they would be overloaded with choices.

There are only a few published research papers dealing with this issue, however, from dif-
ferent aspects. Lee et al. [17] applied a software agent based approach in a personal router
(PR) that lies between the user and network. The PR selects a suitable service for the user
based on network information and user preferences. The PR continuously gets feedback of the
user’s subjective evaluation in terms of quality and cost of service, and accordingly adjusts the
user preference parameters. However, their work does not include any quantitative analysis
of the relationship between the user’s requirements and the network’s information. Moreover,
the subjective evaluation of a particular user cannot be universally valid to all users. Altmann
et al. [18] explained a mechanism for enabling users to select a service from a fixed number
of priority-level/price pairs provided by a single network. Their work is more concerned with
improving the efficiency of switching service levels when the observed network performance
changes than evaluating the user-centric performances.

Complementing above work, we develop and evaluate an analytical framework for select-
ing an optimal network in a heterogeneous wireless network environment. In addition, we also
propose a graceful vertical handover scheme, which provides graceful degradation of perfor-
mance by smoothing the throughput change and reducing the possible packet losses during a
handover.



Chapter 3

NEMO Route Optimization

3.1 Introduction

We know from experience with MIPv6 that route optimization (RO) can resolve the problems
of sub-optimal routing. However, the NEMO basic support protocol does not yet include any
mechanism for RO. The use of MIPv6-type RO without any enhancement is inefficient because
a different care-of address (CoA) process is used for mobile nodes in NEMO. In MIPv6, a
mobile node’s CoA gives the actual location of the mobile node and packets are forwarded
directly to that CoA following RO. In contrast to MIPv6, the CoA of a mobile network node
(MNN) in NEMO does not provide the actual location of the MNN as the CoA belongs to the
mobile network prefix (MNP) of the mobile network, which is also moving.

Various approaches to RO in NEMO have been proposed in the literature [24]-[30]. How-
ever, most of them require additional network entities or functionalities to be implemented
outside the mobile network domain, which may hinder their deployment in the existing Inter-
net. Moreover, these approaches provide only partial solutions by optimizing only some sectors
of the route between correspondent nodes and MNNs.

To overcome these problems, we propose a mobile router-assisted route optimization (MoRaRo)
scheme. With MoRaRo, an MNN performs RO with the correspondent node only once, at the
beginning of a communication session. After that, when the network moves, the root-MR per-
forms RO on behalf of all active MNNs, so that network movement remains transparent to the
sub-MRs and MNNs. MoRaRo is simple to implement as it requires only slight modification of
the implementation of the NEMO basic support protocol at the local components, in particular
the MRs and MNNs of a mobile network, leaving network entities in the core or in other ad-
ministrative domains of the MIPv6 or NEMO basic support protocols, such as CNs and home
agents, untouched. This scheme uses the well-established functionality of MIPv6 to enable a

14
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CN to route data packets directly to a mobile network without any encapsulation (or angular
routing). It thus reduces delays in packet delivery and encapsulation overheads in the core
networks.

To evaluate the proposed MoRaRo scheme, we developed analytical models for estimating
packet delivery overheads, efficiency, and delay. We also performed an analysis and simulation
to assess performance during handover in terms of the correspondent binding update latency
and overheads.

This chapter is organized as follows. In Section 3.2, we summarize previous work relating
to route optimization in NEMO. The MoRaRo scheme is described in detail in Section 3.3.
We present an evaluation of the scheme’s performance in Section 3.4, analysis and simulation
results in Section 3.5, and a conclusion in Section 3.6.

3.2 Related Work

RO is a mechanism that not only shortens the data delivery path between a mobile node and
a CN, but also reduces the potential level of encapsulation. Nevertheless, RO requires some
route update signaling and/or additional information in the IP headers of data packets to enable
packets to follow the optimal path and reach their destination intact. The generic consideration
in designing an RO scheme is to use a minimum of signaling and/or additional information in
the packet header.

Since we are proposing an extended MIPv6 type RO for NEMO, we first briefly describe
how MIPv6 RO operates, and then review other solutions available in the literature for NEMO.

3.2.1 Route Optimization in Mobile IPv6

MIPv6 [4] has defined mobile node (MN)-initiated RO mechanism, which is triggered when the
MN receives the first data packet or Binding Refresh Request from a CN tunneling via a home
agent. The RO mechanism consists of two tasks: a Return Routability (RR) address test and a
Binding Update (BU). The MN performs an RR address test to provide the CN with reasonable
assurance that the MN is in fact addressable at both its claimed CoA and HoA. To achieve this,
the MN sends a Home Test Init message from its HoA (via the home agent) and Care-of Test
Init messages from its CoA to the CN. Then, the CN responds with Home Test and Care-of
Test messages, containing authorization data (such as home/care-of init cookies, keygen, nonce
indices), via the MNN’s HoA and CoA, respectively. The MN uses these authorization data,
while sending a binding update to the CN. Successful reception of the binding update by the
CN completes the route optimization process and the CN can then send packets directly to the
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CoA of the mobile node, shunting the home agent. Completion of route optimization thus takes
about 1.5 round-trip times between the MN and CN.

Using MIPv6 route optimization without any enhancement in NEMO creates some prob-
lems. Firstly, as the CoA of an MNN in NEMO is associated with the home link of the MR,
it does not provide the actual geographical location of the MNN. Therefore, the MNN’s CoA
cannot be used as a destination address in an IP data packet for the route optimization purpose.
Secondly, when the MR’s care-of address is used by an MNN to perform RO, a binding update
implosion could occur as all MNNs need to update their bindings at the home agents and CNs
simultaneously when an MR changes its CoA. To resolve these problems, we propose a mobile
router-assisted route optimization scheme for NEMO support.

3.2.2 Other Solutions

Some solutions to the problems of RO in NEMO have been published [24]-[30]. Most of them
essentially require the introduction of new components or mechanisms in the existing network-
ing system. They include generic overviews of various types of route optimization possibilities
in NEMO [19, 24]. Thubert et al. proposed the use of a new routing header, Routing Header
(RH) type 4, also called a reverse routing header (RRH), for MNN-originated outbound pack-
ets, and a modified RH type 2 for inbound packets destined for MNNs [25]. The RH type 4
collects the CoAs of all nested MRs, which are later included in the modified RH type 2 to
reduce the number of nested encapsulations for inbound packets. This scheme, however, opti-
mizes the path between the home agent and the MR serving the MNN, not between the CN and
MR. Moreover, it requires MRs to modify packet headers, which would increase computational
overheads.

Na et al. [26] proposed that the MRs’ HAs should assist RO between a correspondent router
(CR), a router serving the CN, and the MR. However, this scheme has some disadvantages. It
requires preservation of a soft-state at the CR, in addition to that at the MR, and it does not
describe how to inform the CR promptly of changes in the MR’s CoA. Route updating could be
done faster if an MR instead of a home agent initiated the RO process when the network moved.
Our scheme uses an MR-initiated RO approach.

Ohnishi et al. [27] described RO problems relating to nested mobility. This scheme uses
hierarchical configuration of MRs and enables the MNN’s HA to send packets directly to the
root-MR’s CoA, skipping other MRs’ HAs. By optimizing the route between the MNN’s HA
and the root-MR, but not between the CN and root-MR, this scheme again provides only a
partial solution to route optimization problems.

Perera et al. [28] proposed assigning the MR a prefix pertaining to the visited network and
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Figure 3.1: MR-Binding Cache (MRBC) and RO-Binding Cache (ROBC) used for route opti-
mization in NEMO support network. MNP2 and MNP3 are mobile network prefixes of network
containing MR2 and MR3, respectively. MNN is assumed to be a visiting mobile node.

advertising the prefix in a router advertisement to the MNNs. MIPv6-enabled MNNs first con-
figure their CoAs from the prefix using a stateless address auto-configuration, and then perform
RO by sending binding updates to their HAs and CNs. As this scheme requires MNNs to con-
figure their CoAs every time the network moves, it could possibly cause a binding implosion
problem [19]. In contrast to this scheme, our MoRaRo scheme requires the MNN to configure
and register a CoA with the HA only once when it first enters the mobile network.

Ernst et al. [29] proposed a technique in which the mobile network registers a multicast
address on the domain name server (DNS), and uses the address to notify the prefix scope
binding update when the network moves. CNs are required to subscribe to the multicast address
to learn the up-to-date location of the mobile network. Similarly, Wakikawa et al. [30] proposed
the use of optimized route cache (ORC) management protocols in some interior gateway routers.

However, since these proposals advocate the use of additional components or protocols
distributed over the Internet, they would increase the complexity of NEMO deployment in the
existing networks and standards.

3.3 Proposed Route Optimization Scheme: MoRaRo

The proposed MoRaRo scheme requires implementation of RO related mechanisms only at a
mobile network’s local entities, i.e., the MR and MNNs. We describe the operations of the
MoRaRo by considering a nested mobile network that has multiple levels of MRs as shown in
Fig. 3.1. In this scheme, all MRs keep a binding cache, which we call the MR-binding cache
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(MRBC) for all the nested mobile routers behind them. Additionally, the root-MR (i.e. the top-
level MR) keeps another binding, which we call the RO-binding cache (ROBC) for all active
MNNs that have ongoing communication sessions with CNs.

The MRBC is used to store bindings between the CoAs of nested MRs and their MNPs. As
illustrated in Fig. 3.1, when the sub-mobile router MR3 is attached to a parent mobile router
MR2, the former registers its CoA and mobile network prefix (MNP3) with the latter. MR2
uses this information to forward a packet addressed to the MNN’s CoA, which is associated
with MNP3. Similarly, MR2 registers its CoA and all the mobile network prefixes (MNP2 and
MNP3) that are accessible through it with MR1 (the root-MR) so that MR1 can forward data
packets to MNNs that have CoAs associated with MNP2 and MNP3. Every entry in the MRBC
has a lifetime, which must be renewed by re-registering if the sub-MR is going to stay in the
mobile network longer than the time allocated in the previous registration. Moreover, the root-
MR keeps updating the sub-MRs and active MNNs of the root-MR’s CoA and HoA. As NEMO
is an extension of the MIPv6 protocol, it is logical to set the value of the MRBC entry’s lifetime
to MAX_RR_BINDING_LIFETIME (i.e., 420 seconds) of MIPv6. Both the very long and
very short values of the lifetime have disadvantages. If the lifetime is very long, the cache may
contain stale and useless binding information. On the other hand, a short lifetime will require
the sub-MR to refresh binding very frequently, thus increasing signaling overheads.

The ROBC is maintained by the root-MR for two purposes: (1) to obtain the CoA of active
MNNs to enable data packets to be tunneled to them, and (2) to perform a BU with the CNs
on behalf of active MNNs when the network moves. The ROBC includes bindings between the
MNN’s HoA and other information such as the CoA, CN’s address, and authorization data. The
information required for creating the binding is supplied by the MNNs in RO-inform message

(explained below) when they first perform RO with the CNs. To keep the ROBC up-to-date,
every entry has a lifetime, which is renewed by packets traveling between the MNN and its
communication peer, i.e., a CN. If there is no packet traversal between the peers for some
predefined lifetime, the entry is deleted. This lifetime can be less than or equal to the lifetime
of the MRBC entries.

Caches like MRBC and ROBC are very frequently used for packet routing in mobile net-
working systems. Two well established protocols, Cellular IP [37] and HAWAII [38], use caches
to store routing and paging information of mobile nodes.

3.3.1 Route Optimization for Mobile IPv6 Nodes

First, we describe the RO operation of a MIPv6-enabled visiting MNN, which can easily be
extended to non-MIPv6 supporting local MNNs (described in section 3.4). The RO process is
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Figure 3.2: Packet flow sequence in proposed MoRaRo scheme. Dotted arrows show signaling
paths and solid arrows show data paths. ‘S’ and ‘D’ in boxes represent packet header source
and destination address fields, respectively. Both data and signaling messages originated from
or destined for the VMN traverse all nested MRs.

triggered when an encapsulated data packet destined for an MNN arrives at the mobile router
MR3 via the MR3’s home agent. MR3 decapsulates the packet and forwards it to the MNN.
Then, as in MIPv6 RO, the MNN performs a return routability (RR) test with the CN by ex-
changing messages as shown in Fig. 3.2. After the test, the MNN forms a new control message,
RO-inform, containing the MNN’s HoA, CoA, CN’s address, authorization data, etc., and sends
the message to the root-MR. The root-MR uses RO-inform message to create an entry for the
MNN in the ROBC and then replies with an RO-accept to the MNN.

The MNN then formulates a binding update (BU) message using the root-MR’s CoA in the
alternate care-of address option, and sends the BU to the CN. On arrival of the BU, the CN
creates a binding between the MNN’s HoA and the CoA mentioned in the alternate care-of
address option field. The CN then sends packets directly to the root-MR’s CoA using Routing
Header (RH) type 2. RH type 2 is an extension header defined in Mobile IPv6 [4]. When the
MNN leaves the mobile network managed by the MR, it acquires a new CoA and performs the
RO in accordance with the MIPv6 protocol.

3.3.2 Packet Processing in Mobile Network

The root-MR checks the home-address option field of the RH type 2 header of an inbound
packet to get the HoA of the MNN that the packet is addressed to. The MNN’s HoA is used to
search for the corresponding CoA in the ROBC, which in turn is used to tunnel the packet to
the MNN.
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Similarly, MNN-originated outbound packets have the root-MR’s CoA and the address of
the CN in the source and destination address fields, respectively. These packets are tunneled
to the root-MR using the root-MR’s HoA as the destination and the MNN’s CoA as the source
address in the outer IP header. The root-MR decapsulates and forwards the packet normally to
the CN, as depicted in Fig. 3.2.

3.3.3 Mobile Network Handover

When the root-MR performs a handover to a new link and configures a new CoA, it sends a
BU to all CNs that have active sessions with the MNNs. As the root-MR has already stored
the addresses of the CNs and binding authorization data for all active MNNs in the ROBC, it
uses this information to send BU messages on behalf of the MNNs. That is, no RR address
test is performed on handover. The root-MR also notifies all MRs and active MNNs of the
CoA change so that they can use the new CoA as the source address in outbound data packets.
Note that in our scheme, the network handover does not trigger any update in home registration
except in the HA of the root-MR. That means our scheme avoids increasing signaling volume
due to handover management.

3.3.4 Route Optimization for non-Mobile IPv6 Nodes

The MR operates as a proxy for performing RO for non-MIPv6 nodes. The non-MIPv6 nodes
are those nodes that are local to the mobile network; that is to say, they have their IP addresses
from the MNP and can access the Internet only through the MR. In such cases, since the MR’s
home agent tunnels data packets destined for any node that has an IP address associated with
the MNP, the MR receives the tunneled packets addressed to the non-MIPv6 node. The MR
then decapsulates and forwards the packets to the node, and performs RO tasks on behalf of the
node using the MR’s own CoA as the node’s CoA. The operation of the MR in the RO is similar
to the operation of the MIPv6-enabled MNN, as explained above.

3.3.5 Security and Privacy Considerations

We believe the security issues related to the proposed MoRaRo can be resolved with the secu-
rity mechanisms available for the MIPv6 protocol and its derivatives such as the NEMO basic
support protocol and Hierarchical MIPv6 (HMIPv6) protocol [5]. As both the MR and its HA
belong to the same administrative domain, they use their pre-established security association
(SA). The MNN and MR exchange their mutually trusted identities to establish the SA. A
trusted identity can be an IP address or a certificate signed by a Certificate Authority (CA) that
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both the MR and MNN trust. Similarly, the MNN and CN are mutually trusted through the
return routability test. Furthermore, as in MIPv6, all signaling messages exchanged among the
MNN, MR, HA and CN are authenticated by IPSec [31].

Performing route optimization reveals the location of the MNN to the CN. The location
information is considered as personal information, the revealing of which may create a privacy
exposure problem. However, the MNN can use privacy rules to protect its location information
against possible misuse. The privacy rules regulate the CN’s activities regarding the collection,
use, disclosure, and retention of location information of the MNN. In our MoRaRo scheme, the
MNN can perform privacy negotiation with the CN by using the privacy protection frameworks
being developed by the Geographic Location/Privacy (geopriv) working group of the IETF [32].

Although the use of privacy rules protects the location information against misuse, it cannot
conceal the location information from the CN. To conceal the location information of the MNN,
the following two techniques could be helpful.

(a) We can arrange the ARs in hierarchical order and use HMIPv6 to get the address of the
top level AR (i.e, MAP: mobility anchor point) as the CoA of the root-MR. In such case,
the use of the root-MR’s CoA for RO would not reveal the precise location of the MNN,
as the ARs in hierarchical order might be geographically spread over a large area.

(b) Alternatively, we can modify the operation of the proposed MoRaRo scheme to use the
home address (instead of CoA) of the root-MR for the route optimization of those MNNs
that demand a high degree of location privacy. This technique can prevent the location of
the MNN from being revealed at the cost of sacrificing the most optimal data path. It can
optimize the data delivery path partly by allowing packets to travel directly from the CN
to the root-MR’s home agent, without going through the home agents of nested MRs or
MNNs.

For a more general overview of security and privacy in ubiquitous computing environments
we refer the reader to [33].

3.3.6 Advantages and Disadvantages

The MoRaRo scheme has a number of advantages over other schemes.

a. Shortest path selected: In MoRaRo, data packets are routed directly from the CN to the
root-MR. Unlike other schemes [25, 27], our scheme does not require HAs to intercept
packets after RO as no packets go to HAs.



22 Chapter 3. NEMO Route Optimization

b. Little modification of existing system required: Implementing MoRaRo requires modify-
ing the NEMO basic support implementation only at the MR and MNNs. The NEMO-
enabled home agents and MIPv6-enabled CNs are left untouched.

c. End-to-end principle preserved: There is no modification of IP packets, even headers,
between the CN and MNN. There is also no tunneling in the core network. Moreover, to
preserve the end-to-end semantics of IP packet transportation it requires only one tunnel-
ing between the root MR and the MNN irrespective of the nested mobility levels.

d. No additional entity implemented in core network: MoRaRo does not require any ad-
ditional components or mechanisms to be implemented in foreign network domains or
core networks. As the RO functions are completely confined to the mobile network, our
scheme is relatively easy to deploy and, in addition, it does not require any coordination
with other parties or network owners.

e. No need for VMN to perform location update to HA when network moves: As the VMN
retains the same CoA address as long as it stays in the mobile network, there is no need
to perform a location update with its home agent when the mobile network moves.

f. Faster reaction to handover: The root-MR can inform CNs of CoA changes faster than
any other network entities can. Accordingly, as the root-MR performs a BU with the
CNs, the optimal route can be re-established shortly after a handover, avoiding or at least
minimizing disruption of the network service.

The MoRaRo scheme does have some potential disadvantages.

a. Location of MNN exposed: When the MNN performs a BU using the root-MR’s CoA,
its location is exposed to the CN. This problem can be solved as explained in section 3.5.

b. Root-MR is a single point of failure: The root-MR executes two different functions: it
acts as a redirection point for all packets flowing in or out of the mobile network, and it
performs BUs with CNs on behalf of active MNNs when its CoA is changed. The amount
of BU-related workload on the root-MR depends on the following parameters: (1) ratio of
active MNNs to total MNNs associated with mobile network, (2) number of CNs for each
active MNN, and (3) the rate of mobility of the mobile network. We found, through our
evaluation, that given reasonable ranges for these parameters, the improvement in system
performance due to lessening packet delivery overheads exceeded the burden imposed by
BU signaling. In addition, the performance of a root-MR can be improved by using multi-
homing, which enables the root-MR to access the Internet through different interfaces
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[21]. Availability of multi-homing reduces the BU signaling volume over an interface of
the MR.

3.4 Performance Evaluation

In this section, we describe the development of analytical models to evaluate the performance of
the MoRaRo scheme in terms of packet delivery (from the CN to MNN) overheads, efficiency,
and delay. We chose these metrics because they are directly related to the objectives of route op-
timization, i.e., to shorten the data delivery path and hence improve the performance. Although
we evaluated the overhead and delay for inbound packets destined for an MNN, it could easily
be extended to incorporate MNN-originated outbound packets as outbound packets follow the
same paths (and undergo equal levels of encapsulation) as inbound packets.

We also analyzed the performance during handover, especially in terms of delays and over-
heads for correspondent binding updates. While performing the evaluation, we compared the
MoRaRo scheme with the path control header (PCH) [26] and reverse routing header (RRH)
[25] schemes. First, we give a brief overview of these schemes.

In the PCH scheme, when an MR’s home agent receives a packet reversely tunneled from
the MR, it piggybacks a hop-by-hop option header, called a path control header (PCH), on
to the packet, and forwards the piggybacked packet to the CN. When the packet reaches a
CR (correspondent router), the PCH contains the care-of addresses of all the MRs along the
reversely tunneled path. Then, the CR establishes an RO-tunnel between itself and the MR
using a three-way handshake process. Afterwards, any packet destined for the MNN is routed
through the CR-MR tunnel using routing header (RH) type 0 which contains care-of addresses
of all the MRs along the way to the MNN.

In the RRH scheme, when an MR receives a reversely tunneled outbound packet, it replaces
the source address of the outer header with its CoA and appends the previous source address
to RH type 4 slots. After passing through all nested MRs, the slots contain the CoAs of all
the MRs. When it receives the packet, the home agent of the MR serving the MNN creates a
mapping between the MNN’s HoA and the CoAs of all the MRs. These CoAs are used in a
modified RH type 2 inserted in an encapsulation header for redirecting packets to the MNN.

We chose these two schemes because we wanted to compare the MoRaRo with schemes that
use a similar and a different approach. The PCH uses both signaling and header information
for RO, which is similar to our approach in MoRaRo. In contrast, the RRH uses only header
information for RO, which differs completely from our approach.

For the purposes of performance analysis, we define a mobility support node (MSN) as a
network entity, such as an MNN, CN, MR, or HA, which participates in processing data packets
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Figure 3.3: Network configuration for performance evaluation. Numbers represent distances in
terms of IP hops.

Table 3.1: Number of MSNs (Mn) involved in n level of nested mobility and packet delivery
overhead types in different schemes.

Scheme Mn Overhead type
Basic 2n + 2 Encapsulation
PCH n + 3 Encapsulation + RH type 0 + BU
RRH n + 3 Encapsulation + RH type 2(modified)
MoRaRo 3 RH type 2 + Encapsulation + BU

to a greater extent than just normal routing. Processing may include packet encapsulation,
decapsulation, or inserting, deleting or changing routing headers using information maintained
as soft-state at an MSN or contained in the packet header. For a nested mobile network with
n level of MRs, as depicted in Fig. 3.3, the numbers of MSNs (Mn) for different schemes are
shown in the second column of Table 3.1.

3.4.1 Analysis of Packet Delivery Overhead

Packet delivery overhead is the additional cumulative traffic load on the network induced by
mobility management functions [34]. It includes the following two components.

1) Header overhead – caused by additional information in packet headers, such as encapsu-
lation, RH type 0, and RH type 2, required for routing packets from source to destination.
That is, the header overhead does not include the basic IPv6 header, but includes exten-
sion or optional headers.
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2) Signaling overhead – caused by BU signaling required for performing route optimization
with a CN (or CR).

Of the four schemes shown in Table 3.1, the basic support scheme and RRH have only
header overhead, whereas the others have both header and signaling overheads.

We define header overhead as the product of the additional header size and the distance it
travels in the network. Header overhead is measured in units of ‘octet×hop’. The per packet
header overhead of an RO scheme s in a mobile network with n levels of nested mobility is
given as

Ho(s, n) =
∑

R

P+i × Di, (3.1)

where R is the ordered set of MSNs, excluding the MNN, along the data delivery path from a
CN to MNN. That is, R = {MS Ni, i = 0 to m}, where MS N0 is the CN and MS Nm is the MSN
located just before the MNN. The value of m, which depends on both s and n, is equal to Mn−1,
(Mn is shown in Table 3.1). Similarly, Di is the distance in terms of IP hops (routers) between
MS Ni and MS Ni+1, and P+i is the additional header size (excluding the basic IPv6 header) that
is transported over the distance Di. Based on the description of the schemes, P+i for different
schemes can be expressed as shown in Table 3.2. In this table, h and a are the IPv6 header size
(i.e., 40 bytes) and IPv6 address size (i.e., 16 bytes), respectively. Content inside pairs of square
brackets represents an extension header size. n represents the number of nested mobility levels.

Table 3.2: Additional header size (P+i ) in different schemes.

Schemes P+i Conditions
Basic h × i 0 < i ≤ n

h × (2n − i) n < i < 2n
PCH h + [8 + a × (n − 1)] i = 1

8 + a × (n − 1) 2 ≤ i ≤ n
RRH h + [8 + (a × n)] i = 1

[8 + a × n] 2 ≤ i ≤ n
MoRaRo [8 + a] i = 0

h + [8 + a] 1 ≤ i < n

Next we define the signaling overhead. The signaling messages required for RO are carried
in the mobility header (MH), which is an extension header defined in Mobile IPv6 [4]. Based
on the specification, the sizes of mobility headers containing different messages are listed in
Table 3.3. With these messages, we use a similar definition as used for header overhead to
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Table 3.3: Route optimization messages and their size in octets (IPv6 header is not included).

Type Used in Size
Binding Update MoRaRo, PCH 80
Binding Ack. MoRaRo, PCH 40
Binding Request PCH 16
Home Test Init MoRaRo 16
Care-of Test Init MoRaRo 16
Home Test MoRaRo 24
Care-of Test MoRaRo 24
RO-inform MoRaRo 80
RO-accept MoRaRo 40

compute the signaling overhead S o(s, n), which is shown below.

S o(s, n) =
∑

Q

∑

R

S Pi × Di, (3.2)

where S Pi is the size of a signaling packet including one or more IPv6 headers that travel
a distance Di, and Q is the set of messages required to complete the RO process. Like the
header overhead, the signaling overhead is also measured in units of ‘octet×hop’. Note that
in the case of only header overhead, the additional header in an IP data packet (not the basic
IPv6 header and payload) is an overhead-yielding element. However, in signaling overhead, the
whole signaling packet (message plus one or more IP headers) is an overhead-yielding element.

Header overhead is present in every data packet, but signaling overhead is incurred only
once when RO is performed. Therefore, the average signaling overhead per packet can be
computed by dividing the signaling overhead by the number of data packets transmitted over
the optimized path that was established through signaling. Let E(D) be the average number of
packets of a data session forwarded over the optimized path. Then, the average (total) overhead
per packet, To(s, n), is as given below.

To(s, n) = Ho(s, n) +
S o(s, n)
E(D)

. (3.3)

As mentioned earlier, the objective of deploying an RO scheme is to reduce packet delivery
overheads. In other words, the NEMO basic support protocol has large overheads that have to
be reduced by an RO scheme. To check how effective an RO scheme is in terms of reducing
packet delivery overheads, we divide the average overheads of the schemes under consideration
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by that of the basic support protocol and get an overhead ratio Ro(s, n), as given by Eq. (3.4).

Ro(s, n) =
To(s, n)

To(basic, n)
(3.4)

Note that as we expect an RO scheme to produce a lower packet delivery overhead than
the basic support protocol, the overhead ratio should be less than 1. This ratio can be used to
compute the percent reduction of the packet delivery overhead due to deploying an RO scheme
as: (1 − Ro(s, n)) × 100. Therefore, the smaller the ratio, the better the performance of the RO
scheme.

Next we derive the packet delivery efficiency, which measures how effectively the network
resources are utilized for delivering the IP payload. The efficiency is computed by dividing the
total traffic load when an IP packet is routed normally (without using mobility support) from a
source to a destination by the traffic load when the same packet is routed with mobility support
from the same source to the same destination. That is, when a packet is routed normally, there
is no associated overhead as long as the packet is routed through the shortest path as determined
by routing algorithms.

Let P be the size of an IP packet (that includes a basic IPv6 header and payload) and DT L(n)
be the traffic load due to normal routing of the packet from a source to a destination. Then,
DT L(n) is simply,

DT L(n) = P × ds, (3.5)

where ds is the shortest distance between the source and destination. However, when the same
packet is transported using mobility support, the traffic load is larger because of possible sup-
optimal routing and overheads. Let MT L(s, n) be the traffic load in a mobility support network.
Then, MT L(s, n) has three components: (a) traffic load due to an IP packet of size P routed
through MSNs, (b) header overhead, and (c) signaling overhead. After combining the header
and signaling overheads together, we get MT L(s, n) as given below:

MT L(s, n) =
∑

R

(P × Di) + To(s, n). (3.6)

Note that the dimensions of both DT L(n) and MT L(s, n) are denoted by ‘octet×hop’.

Finally, we compute the packet delivery efficiency E(s, n) as follows:

E(s, n) =
DT L(n)

MT L(s, n)
. (3.7)

The packet delivery efficiency of a scheme is less than or equal to 1. The higher the efficiency,
the better the scheme’s performance.
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3.4.2 Analysis of Packet Delivery Delays

Packet delivery delay (also known as routing delay) refers to the length of time required to move
a packet from a source (CN) to a destination (MNN) through the Internet. The delay depends on
several factors, such as the bandwidth of intermediate links, network congestion in links, and
the physical distance to be traveled. Furthermore, mobility support incurs more delay due to
introducing additional functionality at the MSNs. In this evaluation, for simplicity, we assume
that all wired and wireless links have the same bandwidth of Bw and Bwl, respectively. The
network congestion level is considered in terms of the load on the MSNs (or MSN utilization),
which refers to the degree to which the MSN is busy, and is calculated as the ratio of the rate of
packet arrival to packet processing. The physical distance between the source and destination is
considered in terms of the latency of wired and wireless links, say Lw and Lwl, respectively. Let tr

be the routing table look up and processing delay in every hop (router), and tp be the additional
processing (binding table lookup and encapsulation and/or header modification) delay at an
MSN. Let t(Pi) denote the delivery delay of a packet of size Pi (Pi = P + P+i ) from MS Ni to
MS Ni+1. Then t(Pi) can be expressed as follows.

t(Pi) = tp + [tr +
Pi

Bw
+ Lw] × Di, (3.8)

where Di, the distance between MS Ni and MS Ni+1, is assumed to have wired links. We substi-
tute Lw (Bw) in Eq. (8) with Lwl (Bwl) for wireless links.

Since we want to evaluate the effect of the functionality specific to mobility management
on packet delivery delay, we assume that tp is a variable that is dependent on MSN utilization,
whereas, tr is fixed and is the same for all routers. We also assume that the packet inter-arrival
time and processing time in the MSN have exponential distributions with parameters λ and µ,
respectively [35]. Then, processing in the MSN becomes an M/M/1 queuing system [36] and tp

is the mean waiting time in the system. We therefore have

tp =
ρ

λ(1 − ρ)
, (3.9)

where ρ (=λ/µ) is the load or utilization on the MSN. Then, the overall packet delivery delay
from a CN to an MNN in scheme s with n levels of nesting is given as:

T (s, n) =
∑

wired

t(Pi) +
∑

wireless

t(Pi). (3.10)
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3.4.3 Analysis of Handover Delays and Overheads

In the NEMO basic support protocol, the root-MR sends a BU containing a new CoA to its
home agent via the new AR during handover. After that, the home agent sends packets to the
new CoA. With route optimization schemes, however, the root-MR may receive data packets
not only via its home agent but also via other tunnel entry-points such as the correspondent
router in the PCH, the HA of a bottom-level MR serving the MNN in the RRH, and the CN in
the proposed MoRaRo scheme. Therefore, these points also need to be notified by performing
a correspondent binding update (CBU).

In addition, the Mobile IP handover is hard, i.e., the connection to the old AR is broken,
and a connection to the new AR is made (also known as a break-before-make type handover).
Therefore, the old AR has to buffer and redirect in-flight packets that are tunneled by the tunnel
entry-point from the moment when the connection of the root-MR to the old AR is broken
to the moment when the tunnel entry-point receives the CBU from the root-MR via the new
AR. The duration (or latency) of the handover can be broken down into three parts: detection,
configuration, and completion time. The detection time refers to the time that elapses while
the MR detects that it has moved to a new IP subnet by listening to IP-layer beacons. The
configuration time refers to the time taken by the MR to configure a CoA in the new subnet.
Finally, the completion time refers to the time required by the MR to inform the tunnel entry-
point of its CoA change by performing a CBU. Considering that the former two times are the
same for all schemes (and depend on specifications in the Mobile IPv6 protocol), we focus only
on the third part of handover latency, i.e., CBU latency. If this is large, the old-AR will be
required to buffer a huge volume of data packets, which may result in packet loss. Therefore, a
good RO solution should keep this latency as small as possible.

The CBU latency is equal to the one-way delay of a BU packet traveling from the root-MR to
the corresponding tunnel entry-point. Let TX_Y_Z denote the one-way delay of a BU packet from
MSN X to MSN Y via MSN Z. Then the CBU latencies of different schemes are as follows:

T (basic) = TrootMR_HA (via no intermediate MSN)

T (PCH) = TrootMR_CR_allHAs

T (RRH) = TrootMR_HA1 (via no intermediate MSN; position of HA1 is as shown in Fig. 3.3)

T (MoRaRo) = TrootMR_CN (via no intermediate MSN)

It is logical to assume that the PCH and RRH schemes use TCP acknowledgement packets to
carry new CoA information for CBU purposes (since we are evaluating a case of CN-originated
communication). In this case, the sizes of the CBU packets in all the above schemes are roughly
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the same. Therefore, we can infer that apart from the PCH, all other schemes have similar CBU
latency assuming that the distances between any two MSNs in the Internet are approximately
the same.

However, the low CBU latency in our scheme is obtained by requiring the root-MR to per-
form a CBU on behalf of all the active mobile nodes. This results in an additional signaling
overhead, which is analyzed next. We introduce the following new parameters:

tsr – MR’s average subnet/cell resident time;

tpia – packet inter-arrival time of MNN-originated outbound packets;.

tsd – average session duration;

Np – average number of outbound packets from an MNN during a session (i.e., Np =

tsd/tpia).

Let Nh denote the average number of times the MR performs handovers during a session,
which is expressed as Nh = dtsd/tsre. Then the percentage of CBU packets with respect to the
total data packets departing from the MNN via the MR, Pcbu, is given as:

Pcbu =
Nh

Np
× 100. (3.11)

We also carried out a performance simulation to evaluate Pcbu, which is described in the next
section.

3.5 Analysis and Simulation Results

3.5.1 Packet Delivery Overhead and Efficiency

For the purpose of performance comparison, we used the distances between any two MSNs as
specified in Fig. 3.3. Using that configuration we calculated the header overheads in ‘octet×hop’

Table 3.4: Header overheads H(s,n) in ‘octet×hop’.

Nesting level (n) Basic PCH RRH MoRaRo
1 120 144 192 72
2 360 216 280 136
3 720 320 400 200
4 1200 456 552 264
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units for different nesting levels (n) and listed them in Table 3.4. The results show that the
header overhead of the MoRaRo scheme is the lowest of all the schemes. They also indicate
that the header overhead increases with an increasing level of nested mobility. However, in this
situation, our MoRaRo scheme also has the lowest rate of increase. The header overhead in all
the RO schemes is lower than that in the basic support protocol, except when n = 1. In this case,
as the PCH and RRH schemes use RH type 0 and RH type 2 extension headers, respectively,
in the encapsulation header, their overheads are larger than that of the basic support protocol,
which uses only one encapsulating IPv6 header.

Figures 3.4(a) and (b) show the results of the analysis of overhead ratios for n = 2 and n = 4,
with respect to the average number of packets transported, E(D), over an optimal path. It shows
that the MoRaRo scheme performed best when there were a large number of packets. MoRaRo
has relatively larger overheads when only a few packets are transported via the RO path. This
is because it uses a MIPv6-type RO process consisting of a number of signaling messages.
However, as the number of packets increases, the overhead decreases abruptly, becoming the
lowest of all the schemes. It follows that for a smaller data transfer session, use of RO is
undesirable.

If we compare Figs. 3.4(a) and (b), we can see that the packet delivery overhead is largely
reduced by the use of an RO scheme when there are more levels of nested mobility. For instance,
MoRaRo reduces the per packet overhead by 60 and 78% for n = 2 and n = 4, respectively, when
the number of transported packets is 500.

To see how dependent the results were on the distance between two MSNs, we evaluated
the overhead ratios for different distances, as shown in Fig. 3.5. For simplicity we assumed that
the distances between any two adjacent MSNs in the wired network section were the same. Fig-
ure 3.5(a) shows that MoRaRo outperformed all other schemes with 2 levels of nested mobility
at a distance of more than one hop. Moreover, for a nested mobility level of 4, as shown in
Fig. 3.5(b), our scheme always performed best in terms of the packet delivery overhead. That
is, the advantages of our scheme are greater with longer distances. Although we have shown the
curves of overhead ratios for E(D) = 100, we found that the tendency of MoRaRo performance
was similar for other values, except when E(D) was very low (fewer than 50 packets). For very
low values of E(D), as the overheads were larger, MoRaRo required longer distances between
MSNs to outperform the other schemes.

Figure 3.6 compares the packet delivery efficiency of different schemes against packet size
for n = 2. In terms of efficiency, the MoRaRo scheme performed best. For smaller packets such
as TCP acknowledgments, packet delivery is less efficient because mobility-specific headers
consume a comparatively larger share of network resources. The comparison shows that the
efficiency of the basic support protocol is very low (about 40%) for any packet size. On the
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Figure 3.4: Overhead ratio versus number of transported packets through the optimized path,
for nested mobility levels of 2 (top) and 4 (bottom).



3.5. Analysis and Simulation Results 33

0 1 2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

n = 2

Distances between two MSNs, D
i
 (hop)

O
ve

rh
ea

d 
ra

tio
, R

o(s
,n

)
RRH
PCH
MoRaRo

(a)

0 1 2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

n = 4

Distances between two MSNs, D
i
  (hop)

O
ve

rh
ea

d 
ra

tio
, R

o(s
,n

)

RRH
PCH
MoRaRo

(b)

Figure 3.5: Overhead ratio versus distance between two MSNs for nested mobility levels of 2
(top) and 4 (bottom), with E(D) = 100 packets.
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Figure 3.6: Packet delivery efficiency.

Table 3.5: Parameters for packet delivery delay analysis.

Bw Bwl Lw Lwl tr P 1/µ
100 11 0.5 2 0.001 1000 4

Mbps Mbps ms ms ms Bytes ms

other hand, MoRaRo has an efficiency of more than 80% when the packet size is around (or
larger than) 200 bytes. This indicates that MoRaRo increases the packet delivery efficiency of
the NEMO basic support protocol by more than 100%. Furthermore, it is obvious that increasing
the nested mobility level further reduces the efficiency of the basic support protocol, whereas
our scheme is the least affected one.

3.5.2 Packet Delivery Delays

Table 3.5 lists the parameters used for the packet delivery delay analysis, which were taken from
a paper by Lo et al. [34]. Figure 3.7 compares the results of the analysis of packet delivery delay
for different loads on the MSNs. As expected, the maximum delay occurred in the basic support
protocol and the minimum in the MoRaRo scheme. The PCH has slightly less delay than the
RRH because it allows packets to be routed from a CR to the MR without going through a home
agent. Figures 3.7(a) and (b) are drawn on the same scale for n = 2 and n = 4, respectively, to
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show how the delays were affected by changes in the level of nested mobility. They show that
the delays increased rapidly with increasing levels of nested mobility in all schemes except
the proposed one. Clearly, our scheme performed optimally for any level of nesting and MSN
utilization.

3.5.3 CBU Overhead for Handover

In addition to the analysis, we carried out a performance simulation to evaluate the CBU over-
head. We considered a mobile network with 1000 visiting mobile nodes of which 20% were
active at any one time. The whole network was served by an MR whose subnet (or cell) res-
idence time was exponentially distributed with mean tsr. Similarly, the inter-arrival time of
outbound packets from an MNN via an MR was also exponentially distributed with mean tpia.
We assumed that each MNN sent 1000 packets during a session. The simulation was run for
2 hours of simulation time while counting the total number of CBU packets and data packets
forwarded by the MR to the CNs.

Figure 3.8 shows the results of the analysis and simulation of CBU overheads. The vertical
axis represents the percentage of CBU packets out of the total number of data packets forwarded
by the MR to the correspondent nodes, and the horizontal axis represents the mean subnet resi-
dence time. It shows that the percentage of CBU packets was very small compared to the total
number of data packets, and decreased as the subnet residence time increased. Therefore, the
overhead induced by the CBU was very low. Furthermore, when compared to the gain in packet
delivery efficiency (more than 100%) of the MoRaRo scheme, the increment in overheads (less
than 2%) by the CBU signaling was insignificant.

In summary, the proposed MoRaRo scheme improved the overall performance of the net-
work more than any other scheme. It enhanced the operation of a mobile network by signifi-
cantly reducing packet delivery overheads and delays without requiring any modification of the
protocol implementation at the CN, home agent or other Internet entities.

A possible drawback of MoRaRo is the addition of the correspondent binding update func-
tion to a mobile router, which could result in the mobile router becoming a bottleneck when
serving a large number of mobile nodes. Our evaluation, however, indicates that the volume of
additional signaling packets triggered by a correspondent binding update is very low (less than
2%) and its impact will be insignificant if the MR is capable of handing a large number of data
packets.
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Figure 3.7: Packet delivery delay for nested mobility levels of 2 (top) and 4 (bottom).
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3.6 Conclusion

The NEMO basic support protocol provides advantages by reducing location update overheads.
However, it has the side effect of increasing packet delivery overheads due to pinball routing and
multi-layer encapsulation of data packets. To solve this problem, we proposed a mobile router-
assisted route optimization (MoRaRo) scheme for NEMO support. Our scheme is simple to
implement as it requires only a slight change in the implementation of the NEMO basic support
protocol in the local components of a mobile network such as mobile routers and mobile nodes.
No change is required in correspondent nodes, home agents, or any other network components
located in domains beyond the mobile network. The MoRaRo scheme enables a correspondent
node to forward packets directly to the mobile network without any tunneling. Therefore, it
reduces packet delays and encapsulation overheads in the core network. We evaluated the per-
formance of the MoRaRo scheme in terms of packet delivery overheads, efficiency, and delay
between correspondent nodes and mobile network nodes. We found that the scheme improved
the packet delivery efficiency of the network mobility support protocol by about 100%. In
addition, the packet delivery delay was significantly reduced.



Chapter 4

NEMO Handover Management

4.1 Introduction

We develop a cooperative mobile router-based handover (CoMoRoHo) scheme to minimize
packet losses of a long-vehicular mobile network during a handover. For this purpose, we con-
sider a multihomed mobile network with multiple MRs. A mobile network can be multihomed
under different scenarios, such as by having an MR with multiple egress interfaces or by hav-
ing a number of MRs or MNPs [21]. However, in this work we do not explicitly consider
any other requirements for multihoming except having multiple MRs. Although issues relat-
ing to multihoming, such as prefix delegation and HA synchronization, have been discussed
in the Internet-drafts of the NEMO working group [20], none of the Internet-drafts focuses on
handover optimization of long-vehicular mobile networks.

The basic idea behind the CoMoRoHo scheme is to enable different MRs to access different
subnets during a handover and cooperatively receive packets destined for each other. That is,
when an MR is performing handover to a new subnet, it requests the AR of the old subnet to tun-
nel packets to some other MR that is still located in the old subnet. The other MR then forwards
the packets to the MR that has requested the AR for tunneling. Similarly, when the MR com-
pletes its handover to a new network, it helps the other MR to perform a lossless handover to the
new subnet. In general, the number of packet losses during a handover is directly proportional
to the handover latency; however, the overlapped reception of packets from different subnets
during the handover makes possible to minimize packet losses even without reducing the han-
dover latency. To evaluate the CoMoRoHo scheme, we carried out performance modeling of the
proposed scheme in comparison with the Fast Handover for Mobile IPv6 (FMIPv6) protocol [6]
in terms of the handover latency, packet loss, signaling overhead, and packet delivery overhead
in access networks.

39
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This chapter is organized as follows. Section 4.2 summarizes the related literature. The
proposed scheme is described in detail in Section 4.3. The analytical models for evaluating
the scheme’s performance are described in Section 4.4. Analysis results are presented in Sec-
tion 4.5, and a conclusion is given in Section 4.6.

4.2 Related Work

4.2.1 Multihoming

Regarding multihoming in mobile networks, different types of multihoming scenarios, such
as having an MR with a number of egress interfaces or having multiple MRs or MNPs in a
mobile network, are outlined in [21] and [40]. Multihoming increases robustness of a mobile
network system in terms of fault tolerance and load balancing. However, to the best of the
authors’ knowledge, there is no work on how multihoming could be utilized to enhance the
performance of mobile networks during a handover. In this study, we therefore address the
issues of improving the performance of multihomed mobile networks during a handover in
terms of packet losses and signaling and packet-delivery overheads.

4.2.2 Handover Optimization

Although not directly related to NEMO, handover optimization schemes for a single mobile
node moving on the Internet topology have been widely researched in the MIPv6-related re-
search community. Hierarchical Mobile IPv6 (HMIPv6) [5] and FMIPv6 [6] are some of the
widely referenced schemes for preventing the performance of a mobile node from being de-
graded during a handover. The approaches used in these schemes are more concerned with
reducing handover latency and packet losses by employing the following two techniques: lo-
calizing signaling domain [5] or predicting mobility in advance to enable a mobile node to
complete some part of the handover operation before moving to a new network [6]. These
schemes can also be applied to NEMO; however, the NEMO problem domain is different from
that of a single mobile node in regard to the aspects described in the following paragraph.

Firstly, in the case of a single mobile node, large handover latency causes the loss of a few
packets belonging to the mobile node only. In the case of NEMO, however, large handover
latency causes the loss of a large number of packets belonging to all MNNs of the mobile
network. Moreover, if the MNNs are running TCP applications, the synchronized loss of their
packets takes a longer time to be recovered [41]. This is because all TCP connections assume the
packet losses are due to network congestion; consequently, they go through the slow-start phase
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roughly at the same time, and may experience congestion simultaneously. Secondly, a mobile
network such as a long-vehicular mobile network may require two or more MRs to provide
Internet connectivity to a large number of MNNs. Mobile networks thus are more likely to be
multihomed than mobile nodes. A multihomed mobile network with widely separated MRs
can have simultaneous connections to two or more non-overlapped subnets during a handover.
Thirdly, an individual mobile node may change its direction of movement more frequently,
whereas a vehicular mobile network moves in a fixed direction for a considerably longer time.

These three aspects were in fact the factors that motivated us to develop CoMoRoHo in
this work. The first aspect indicates that the reduction of handover latency, and the consequent
effect on packet losses, is a very important requirement in enabling mobile networks to support
multimedia communications. The second and third aspects indicate that mobile networks have
special characteristics that can be utilized in designing a new type of handover scheme for
mobile networks. In this work, both the multihomed mobile network’s capability of receiving
packets from different subnets and the beforehand knowledge of network movement direction
are used in designing the CoMoRoHo scheme.

Note that the CoMoRoHo scheme does not assume any specific structure of the access net-
work. However, this scheme can utilize such optimization as hierarchical configuration of ac-
cess routers, cooperative access routers, or smart packet forwarding within the access network
to further improve its performance.

4.3 Proposed Handover Scheme: CoMoRoHo

4.3.1 System Model and Assumptions

The system model and assumptions used in explaining the operation of the proposed Co-
MoRoHo are described next. We consider a long-vehicular multihomed mobile network that
has many MRs, from which an MNN selects one according to an algorithm such as [42]. We
assume that all MRs are interconnected to each other and have good security associations among
themselves.

To explain the operation of our scheme, we use terminology similar to that used in FMIPv6 [6].
When an MR moves out of a subnet of an AR and enters another subnet of another AR, in such
a case, we refer to the former AR as a previous AR (PAR) and the latter AR as a new AR (NAR)
of the MR. Similarly, we use the terms previous CoA (PCoA) and new CoA (NCoA) to refer to
the MR’s CoAs associated with the PAR and NAR, respectively.

Although the proposed handover scheme can support any number of MRs, for convenience,
in this paper, we take into consideration two MRs: MR1 and MR2, with MR1 in the front and
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Figure 4.1: System model for CoMoRoHo scheme.

MR2 in the rear part of a vehicular mobile network, as shown in Fig. 4.1. During handover, MR1
leaves the subnet of PAR earlier than MR2, resulting in the mobile network having connectiv-
ity with Internet through only a single mobile router MR2 until MR1 completes its handover
process. After that the mobile network gets the Internet connection through two different sub-
nets via MR1 and MR2 for some time until MR2 leaves the PAR. Note that our scheme can be
applied easily to cases with more than two MRs without any modification. In such cases, each
MR should know its counterpart MR that can be requested to receive data packets during the
handover of the mobile network.

The time duration (Td) during which MR2 remains connected to the PAR after MR1 leaves
the PAR depends on the distance (d) between MR1 and MR2, and the speed (v) of the mobile
network, i.e., Td = d/v. For a very-low-loss handover, MR2 should remain connected to the
PAR for a duration greater than or equal to the handover latency (Th) of MR1, i.e., Td ≥ Th. For
example, suppose a mobile network on a train where d = 100 meters and v = 100 km/hr. The
value of Td will thus be 3.6 seconds, which is sufficient time to allow MR1 to complete binding
updates with its home agent before MR2 leaves the PAR if the mobile network and its home
network are located in the same country. Similarly, if the distance between the two MRs is 100
meters and the MR can perform handover in 1 second, our scheme can support a train speed of
up to 360 km/hr. Conversely, if the MR can perform handover in 50 ms and the mobile network
moves at a maximum speed of 200 km/hr, the distance between the two MRs can be as small
as 2.8 meters. This analysis indicates that for smaller handover latency, our scheme does not
necessarily require the MRs be separated by a long distance. However, if the MRs are separated
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Figure 4.2: Handover signaling message interactions and data-packet flow paths during han-
dover with CoMoRoHo scheme.

by a long distance, the scheme can support fairly high velocities and handover latencies. Our
scheme is therefore more applicable to longer vehicles, such as trains, than smaller vehicles,
such as cars.

4.3.2 Handover Operation

To achieve a low-loss handover, the objective of CoMoRoHo is to enable MRs to receive packets
on behalf of one another via different subnets during the handover period. For this purpose, as
soon as an MR detects that it has moved away from the subnet of the PAR, it informs the PAR to
tunnel its packets to the other MR, which is still located in the subnet of the PAR. Similarly, after
completing its handover to the NAR, the MR helps the other MR to perform lossless handover
to the NAR.
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The operation of the proposed handover scheme is depicted in Fig. 4.2. Before the handover,
both MR1 and MR2 access the Internet via the PAR. When MR1 moves out of the subnet of the
PAR, it executes the following functions.

• AR-binding update: MR1 sends a binding update message, which we call an AR-binding
update (AR-BU), to the PAR via MR2, which can easily forward the AR-BU to the PAR
because it is still in the PAR’s subnet. The AR-BU message is similar to a home-agent
binding update message of MR1, except the contents of the home-address destination
option and alternate care-of address fields of the message. In the AR-BU message,
the home-address destination option and alternate care-of address option fields contain
MR1’s PCoA and MR2’s PCoA, respectively. On receiving the AR-BU message, the
PAR creates a mapping between MR1’s PCoA and MR2’s PCoA, which is used to tun-
nel the packets addressed to MR1’s PCoA. Namely, when the packets destined for MR1
arrive, the PAR encapsulates and forwards these packets to MR2’s PCoA. MR2 then de-
capsulates and forwards the packets to MR1 through a wired link.

• NCoA configuration and HA-binding update: To configure an NCoA, MR1 requires the
network prefix of the subnet of the NAR. It can obtain the network prefix in two ways:
either by sending a router solicitation (RtSol) to request the NAR to send a router ad-
vertisement (RtAdv) or by waiting for a periodically broadcasted RtAdv from the NAR.
In this paper, we consider the first case, i.e., the network prefix is obtained by requesting
with an RtSol. After configuring an NCoA from the network prefix of the NAR, MR1 ver-
ifies the uniqueness of the NCoA by sending a neighbor advertisement (NA) to the NAR
and consequently receiving a neighbor advertisement acknowledgement (NAACK). MR1
next performs the HA registration by sending an HA binding update (HA-BU) message,
and then receiving a binding acknowledgement (HA-BACK) message from the HA. Upon
completion of the registration, the HA tunnels packets to the NCoA through the NAR.

• RtAdv relay: After sending the HA-BU message to the HA, MR1 relays the RtAdv ob-
tained from the NAR to MR2 in a ‘RtAdv relay’ message, so that MR2 can also configure
a prospective NCoA for itself, while still remaining connected to the PAR.

Upon receiving the RtAdv relay message from MR1, MR2 infers that it has to perform han-
dover to the NAR in the near future. MR2 then executes a sequence of functions as performed
by MR1. It configures an NCoA from the network prefix of the NAR obtained in the RtAdv
relay message. It then sends an AR-BU message to the NAR via MR1 to create a mapping be-
tween MR2’s NCoA and MR1’s NCoA. The creation of this mapping enables MR2 to perform
the HA registration using its NCoA before moving to the NAR. Accordingly, MR2 completes
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the HA registration by sending an HA-BU message to the HA and consequently receiving an
HA-BACK message.

Following the HA registration, the HA forwards the packets destined for MR2 to the NCoA.
These packets arrive at the NAR, which then tunnels them to MR1’s NCoA using the address
mapping created by the AR-BU performed by MR2. MR1 decapsulates and forwards the pack-
ets to MR2 through a wired link. In this way, having the AR-BU performed prior to the HA
registration avoids the possibility of packet losses at the NAR. Similarly, by performing the
home registration and using the NCoA before moving to the NAR, MR2 reduces the IP layer
handover latency.

After receiving packets via MR1, MR2 decides whether to stay in the PAR or move to the
NAR, depending on the availability and strength of the radio signal from the NAR in the current
location of MR2. When MR2 enters the NAR’s subnet, it can immediately use its already
configured and registered NCoA. For this purpose, it has to deactivate its binding at the NAR
created by the AR-BU so that the NAR will send packets destined for MR2 to MR2’s NCoA,
not to MR1’s NCoA. MR2 deactivates the binding by sending an AR-BU message requesting
the NAR to create a binding whose lifetime is zero. In other words, to create a binding with a
zero lifetime means to delete the binding.

From the above explanation and Fig. 4.2, it is clear that the handover operation of MR1 con-
sists of link switching, AR-BU, CoA configuration, and HA registration, whereas the handover
of MR2 includes only link switching and AR-BU. Although MR1 takes a longer time than MR2
to perform handover, only few packets are lost because of performing the AR-BU with the PAR.

4.3.3 Security Consideration

We claim that our proposal does not create a new type of security vulnerability. In our approach,
the MRs are fixed to the vehicular network, that is, they are not changing their positions with re-
spect to one another. In such a networking environment, it is possible to have wired connections
between the MRs, which are obviously more secure than wireless connections. Furthermore, as
there are fixed numbers of MRs within vehicular networks, the static security association exist-
ing in any layer (i.e., IP or lower layers) can work properly amongst the MRs. In this case, an
MR will relay the binding update messages or data packets only if the packets are from a known
MR. This will prevent any malicious user from pretending to be a mobile router and harming
the network functionality.

Moreover, as an MR creates an AR-BU message for itself and the other MR just relays the
message, the AR can verify the origin of the AR-BU message. This also allows the MR that
creates the AR-BU message to include an authentication header or to even encrypt the message
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using a security association, such as the IPSec [31], existing between the MR and the AR. As
outlined by Yamada et al. [33], a security association can be created when the MR presents
its credentials to the AR to get authorization to use the access network service. In this way,
the AR-binding update message is protected from any possible attacks by using the security
associations existing between the MRs themselves, and between the MRs and the ARs.

4.3.4 Comparison with Fast Handover for Mobile IPv6

The operation of CoMoRoHo is compared with that of FMIPv6 protocol [6] in this subsection.
We chose FMIPv6 for this comparison because it is a widely researched and a well-established
protocol developed by the IETF for handover optimization of a mobile node in MIPv6-based
networks. Since NEMO is also an extension to the MIPv6 mobility management solution,
FMIPv6 is an appropriate candidate protocol to be adopted in NEMO as a handover optimiza-
tion solution.

In the following, we discuss the operation of FMIPv6 when implemented in mobile routers,
and how it differs from our scheme. FMIPv6 for a mobile router can operate in two differ-
ent modes: predictive or reactive [6]. In the predictive mode of FMIPv6, the MR is required to
complete a number of IP layer tasks, such as requesting the PAR for information about the NAR
through a transaction of a Router Solicitation for Proxy (RtSolPr) and a Proxy Router Advertise-
ment (PrRtAdv) message, configuring a CoA, sending a Fast Binding Update (FBU) message
to the PAR, getting exchanged a Handover Indication (HI) and a Handover Acknowledgement
(HACK) message between the PAR and the NAR, and receiving a Fast Binding Acknowledge-
ment (FBack) message before switching the link from the old network to the new one. All these
tasks take a considerable amount of time, during which the MR should be in the overlapped
region covered by both the PAR and the NAR. Hence, to execute the predictive handover in
high-speed mobile networks, the overlapped region should be extremely large, which may not
be economically realistic. Therefore, the more practical mode of operation for FMIPv6 is the
reactive mode, which is shown in Fig. 4.3. Here, an MR (such as MR1) initiates the procedure
to set up a bi-directional tunnel between the PAR and the NCoA after the MR gets connected
to the NAR. For this purpose, the MR encapsulates an FBU message in Fast Neighbor Ad-
vertisement (FNA) and sends it to the NAR. On receiving the FNA[FBU] message, the NAR
negotiates with the PAR by exchanging FBU, HI, HACK, and FBack messages. This procedure
takes some time, during which the packets destined for MNNs via the MR maybe dropped from
the PAR.

There is a stringent requirement for the FMIPv6 operations that the neighboring access
routers, i.e., the PAR and NAR, have knowledge of each other’s information, like the network
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Figure 4.3: Handover signaling message interactions in reactive mode of FMIPv6. Circled E
indicates that encapsulation of packets occurs at PAR.

prefixes, link-layer addresses, and security associations. This is only possible if all access
routers belong to the same administrative domain. In contrast, our scheme assumes that MRs
are cooperative with each other and forward packets for each other, which is a very logical and
easy to meet requirement.

4.3.5 Advantages and Disadvantages

The advantages of CoMoRoHo are as follows.

(a) Little modification of existing system: Implementing CoMoRoHo requires modifying the
NEMO basic support protocol implementation only at MRs. Except for implementing
a tunneling mechanism, no other modifications are required at the MIPv6-enbaled ARs.
Moreover, a specific configuration of access network is not required. The NEMO-enabled
home agents and MIPv6-enabled correspondent nodes are left untouched.
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(b) End-to-end principle preserved: There is no modification of IP data packets between the
correspondent nodes and the MNNs.

(c) Signaling overhead minimized: To establish a local tunnel, it requires only one signaling,
i.e., an AR-BU message from the MR to the PAR. It thus improves system scalability.

(d) Packet losses minimized: It enables a mobile network to receive packets from two or
more subnets during the handover period. It therefore reduces the possibilities of packet
losses and network service interruption.

The disadvantage of CoMoRoHo is that it imposes an overhead of an additional encap-
sulation header attached to data packets over the wireless link between an AR and an MR.
However, the encapsulation is mandatory to protect the end-to-end packet integrity. We argue
that enduring an overhead is far better than interrupting the network service during the handover
period. To check the impact of this overhead on system performance, in Sections 4.4 and 4.5,
we evaluate the packet delivery overhead of CoMoRoHo and compare the overhead with that of
FMIPv6.

4.4 Performance Modeling

A quantitative method for evaluating and comparing the performance of CoMoRoHo with
FMIPv6 is developed in this section. One of the important metrics in evaluating handover
mechanisms is the handover latency and its impact on packet loss; the other is the signaling
overhead generated in the network by the handover management operation. We first derive the
expressions of handover latency, and then relate them to packet loss. For this evaluation, we
will consider only MR1, because in our scheme MR2’s handover latency is very low, composed
of only the link-layer switching time and AR-BU time.

4.4.1 Handover Latencies

The handover latency (Th) of mobile router MR1 is equal to the sum of the times required for
MR1 to carry out the following functions: a. movement detection and link switching (Tmd), b.
AR-BU via MR2 (Tar_bu), c. CoA configuration (Tcoa), and d. HA-BU (Tha_bu). Namely, the
handover latency of the proposed scheme is given as

TCoMoRoHo
h = Tmd + Tar_bu + Tcoa + Tha_bu. (4.1)
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Although the link-switching latency varies with the link- and physical-layer technologies
used in the MR, we set Tmd equal to 10 ms. This value corresponds to an achievable link-
layer handover latency of wireless media by employing some optimizations [46]. However, the
selection of this value has no significant influence on the IP-layer performance comparisons
because it increases the IP-layer handover latencies of all the schemes under consideration by
an equal amount.

To derive the expressions of the remaining component times of the Eq. (4.1), we use the
following parameters with some typical values referenced from [45].

Bw – bandwidth of wired links (100 Mbps);

Bwl – bandwidth of wireless links (11 Mbps);

Lw – latency of a wired link, i.e., propagation delay + link-layer delay (0.5 ms);

Lwl – latency of a wireless link (2 ms);

Dmr_ha – distance between the MRs and the HA in hops;

Px – IP packet length of a signaling message x;

ts – time to configure/process a signaling message, which normally takes less than 1
ms [44]. Unless specified, we assign to it a small constant value for all types of signaling
messages (0.8 ms);

tr – routing-table look-up and processing time for a packet in every hop (0.001 ms) [34];

λp – mean packet arrival rate of an MNN.

The component times are then expressed as follows.

Tar_bu = ts +
Par_bu

Bw
+ Lw +

Par_bu

Bwl
+ Lwl (4.2)

Tcoa = (2ts +
Prtsol + Prtadv

Bwl
+ 2Lwl) + ts + (2ts +

Pna + Pnaack

Bwl
+ 2Lwl) (4.3)

Tha_bu = (2ts +
Pha_bu + Pha_back

Bwl
+ 2Lwl)

+(2tr +
Pha_bu + Pha_back

Bw
+ 2Lw) × (Dmr_ha − 1) (4.4)
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For deriving Eqs. (4.2)–(4.4), we used the following logics. When MR1 leaves the PAR,
it formulates an AR-BU message and sends it to the PAR via MR2. After that, MR1 starts a
process to formulate a CoA for itself. For this purpose, MR1 sends a router solicitation (RtSol)
message to the NAR to trigger the NAR to send a router advertisement (RtAdv). MR1 uses
the network prefix advertised in the RtAdv to configure its new CoA. As in FMIPv6, MR1
verifies the uniqueness of the NCoA by sending a neighbor advertisement (NA) to the NAR
and consequently receiving a neighbor advertisement acknowledgement (NAACK). Note that
the uniqueness of a CoA in FMIPv6 is verified through the exchange of FNA and NAACK
messages between the MR and the NAR, or HI and HACK messages between the PAR and
NAR, depending on the mode of operation. MR1 then sends a binding update to its home agent,
which the home agent uses to update the binding between the mobile network prefix and the new
CoA of MR1. The home agent then returns a binding acknowledgement (HA-BACK) to MR1.
On receiving the HA-BACK via the NAR, the MR1 handover process completes. Henceforth,
MR1 will receive packets tunneled from its home agent to its new care-of address. The handover
latency of MR1 is therefore the duration of time from the instance when MR1 gets disconnected
from the PAR to the instance when it receives the HA-BACK message from the home agent.

Similarly, we derive the expressions of handover latencies of the basic support protocol and
FMIPv6 as given by Eqs. (4.5) and (4.6), respectively.

T Basic
h = Tmd + Tcoa + Tha_bu (4.5)

T FMIPv6
h = Tmd + T f coa + T f bu + Tha_bu (4.6)

where T f co is the time taken to configure a CoA using RtSolPr and PrRtAdv messages, and T f bu

is the time taken to complete a fast binding update between the PAR and the NAR. Referring to
Fig. 4.3, we can derive T f coa and T f bu as given below.

T f coa = (2ts +
Prtsolpr + Pprrtadv

Bwl
+ 2Lwl) + ts (4.7)

T f bu = (2ts +
P f na[ f bu] + P f back

Bwl
+ 2Lwl) +

∑

Y

(2ts +
Px

Bw
+ Lw) (4.8)

where x ∈ Y and Y = { f bu, hi, hack, f back}, i.e., a set of the fast binding update, handover in-
dication, handover acknowledgement, and fast binding acknowledgement messages exchanged
between the PAR and the NAR. We would like to note that because the same numbers of sig-
naling messages are involved in executing the predictive and reactive modes of FMIPv6, the
handover delays and the signaling overheads in both modes are the same.
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4.4.2 Packet Losses during Handover

An analytical model for evaluating the possible number of packet losses during a handover is
developed in this subsection. Referring again to Fig. 4.2, during the handover latency given by
Eq. (4.1), MR1 can not receive packets from the access network only for the first two parts of
the latency period, i.e., starting from the instance that MR1 is disconnected from the PAR to
the instance that the PAR receives the AR-BU message sent by MR1 via MR2. Data packets
arriving during this time at the PAR and destined for the MNNs connected through MR1 may
be dropped at the PAR. The number of packet losses in the case of CoMoRoHo is thus

LCoMoRoHo = N1λp(Tmd + Tar_bu) (4.9)

where N1 is the number of MNNs having active communication sessions through MR1.

We next derive the possible number of lost packets in the NEMO basic support protocol and
FMIPv6. In the case of the basic support protocol, MR1 cannot receive packets from its home
agent during handover until it completes the home-agent binding update. The number of lost
packets is therefore given by the following expression.

LBasic = N1λpT Basic
h (4.10)

Since the predictive mode of FMIPv6 performs almost all of the handover-related tasks
while being connected to the old network, the packet loss may be negligible if the handover
prediction is made at an appropriate time [49]. Therefore, for our comparison we have to take
into consideration the packet loss of the reactive mode of FMIPv6. Referring to Fig. 4.3, in the
case of FMIPv6, the mobile router cannot receive its packets until it completes the fast binding
update between the PAR and the NAR. The number of lost packets in FMIPv6 is thus

LFMIPv6 = N1λp(Tmd + T f bu) (4.11)

where it is assumed that the mobile router configures an NCoA while remaining connected to
the PAR. If the mobile router moves before configuring the NCoA, the time taken to configure
the NCoA will also be included in the packet loss period.

4.4.3 Handover Signaling Overheads

To manage a handover effectively, mobile routers exchange signaling messages with other enti-
ties in the access and core networks. In this subsection, we derive the expression of the signaling
overhead of the proposed CoMoRoHo scheme and that of FMIPv6 with respect to the NEMO
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basic support protocol.

Signaling overheads can be classified into two categories, local and global, based on the
scope of signaling message traversal in networks [23]. Local signaling messages, such as the
messages required to set up a local tunnel between ARs and MRs, are confined to a small
region in the access network or mobile network. On the other hand, global signaling messages,
such as the home-agent binding updates, traverse a longer distance on the Internet. The global
signaling overhead is the same in all the schemes, namely, the proposed scheme, FMIPv6, and
the NEMO basic support protocol, because in these schemes, on every handover, each MR is
required to send a BU message to the HA and consequently receive a BACK message from
the HA. To compare their performances, we therefore take into consideration only the local
signaling overheads.

We define the signaling overhead as the cumulative traffic-load imposed by the signaling
messages in the network. In other words, the signaling overhead is a function of three param-
eters: the number of messages, the size of each message, and the distance traversed by each
message, and measured as the cumulative product of the message size and the distance it trav-
els in the network [8, 34]. Note that this definition captures the notion of both the bandwidth
consumption and the number of signaling messages. In an IP network, the distance between
two network entities is measured in terms of the number of hops. Furthermore, there has been a
well-established belief that the transmission cost of a wireless hop is higher than that of a wired
hop due to frame retransmissions and media contentions at the data-link layer of a wireless link,
which usually has a lower bandwidth than a wired link [43, 47, 48]. We denote this additional
cost by a factor β (β > 1), representing that the overhead of transmitting a message over a unit
length of a wireless link is β times the overhead of transmitting the same message over a unit
length of a wired link.

Referring to Figs. 4.2 and 4.3, we express the local signaling overheads of the proposed
scheme and FMIPv6 by Eqs. (4.12) and (4.13), respectively. Eq. (4.12) uses a denominator of
2 to estimate the average overhead associated with a single mobile router of a mobile network
with two mobile routers.

S CoMoRoHo
o =[Par_bu(2 + 3β) + (Prtsol + Prtadv)β

+(Pna + Pnaack)β + Prtadv_relay]/2 (4.12)

S FMIPv6
o =(Prtsolpr + Pprrtadv)β + P f na[ f bu]β

+P f bu + Phi + Phack + P f back(1 + β) (4.13)
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Note that the local signal overhead of CoMoRoHo is independent of the distance between the
PAR and the NAR, whereas that of FMIPv6 increases with increasing distance. In deriving
above expressions of signaling overheads, we assumed that the distance is one hop. Similarly,
the signaling overhead of the basic support protocol is given below.

S Basic
o = (Prtsol + Prtadv)β + (Pna + Pnaack)β (4.14)

where we assumed that the basic support protocol also uses NA and NAACK messages to check
the validity of the NCoA.

To get the signaling overheads of CoMoRoHo and FMIPv6 with respect to the NEMO basic
support protocol, we express the signaling overheads in ratios (S R) by dividing the overheads
of CoMoRoHo and FMIPv6 by that of the basic support protocol. That is,

S CoMoRoHo/FMIPv6
R =

S CoMoRoHo/FMIPv6
o

S Basic
o

(4.15)

where the ‘/’ sign in the subscripts stands for ‘or’, not a division sign. In fact, by using this sign,
the single equation represents two equations: one for CoMoRoHo and the other for FMIPv6. In
other words, the signaling overhead ratios (S CoMoRoHo/FMIPv6

R ) represent the factor by which the
signaling overheads of CoMoRoHo and FMIPv6 increase as compared with the basic support
protocol.

4.4.4 Packet Delivery Overheads

Handover management also involves additional packet delivery overheads as data packets from
access routers to mobile routers are forwarded via tunneling, which requires an additional
header to be attached to each packet. In fact, the signaling overheads discussed in the previous
subsections, excluding the overhead of a new CoA configuration, are also used to establish the
tunnel through which data packets are routed during a handover. We can therefore combine the
tunneling header overhead with the signaling overhead to estimate the average per packet over-
head required to prevent a packet from being dropped from access routers during a handover.

To evaluate the packet delivery overhead introduced by the handover management schemes,
we first derive the average value of per-packet traffic load of each scheme, and then derive the
packet delivery overheads of CoMoRoHo and FMIPv6 by comparing their per-packet traffic
load with the traffic load of the NEMO basic support protocol. The average per-packet traffic
loads, from the access network to the mobile router, of CoMoRoHo and FMIPv6 are given by
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the following equations.

TCoMoRoHo
o =

S C
T + nC

p [(H + Pdata)β + Pdata]

nC
p

(4.16)

T FMIPv6
o =

S F
T + nF

p (H + Pdata)(1 + β)

nF
p

(4.17)

In Eqs. (4.16) and (4.17), S C
T and S F

T are the signaling overheads required to establish a local
tunnel from the PAR to the mobile router, and nC

p and nF
p are the numbers of packets that are

forwarded via tunneling in the proposed scheme and FMIPv6, respectively. H and Pdata are the
IPv6 header size and the IP data-packet size arriving at the PAR, respectively. Similarly, since
there is no additional tunneling from the access router to the mobile router in the case of the
NEMO basic support protocol, the per-packet traffic load is given as follows.

T Basic
o = Pdataβ (4.18)

We divide Eqs. (4.16) and (4.17) by (4.18) to get per-packet delivery overhead ratios (PR) of
CoMoRoHo and FMIPv6, respectively. That is,

PCoMoRoHo/FMIPv6
R =

TCoMoRoHo/FMIPv6
o

T Basic
o

(4.19)

where, like in Eq. (4.15), the ‘/’ sign in the subscripts stands for ‘or’. Eq. (4.19) represents the
factors by which the traffic loads imposed by a data packet during handover under CoMoRoHo
and FMIPv6 increase in comparison with the NEMO basic support protocol.
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Table 4.1: Signaling messages size in octets (IPv6 header is not included).

Message Used in Size
Router Solicitation (RtSol) CoMoRoHo 16
Router Advertisement (RtAdv) CoMoRoHo 56
Access Router Binding Update (AR-BU) CoMoRoHo 60
Neighbor Advertisement (NA) CoMoRoHo 32
Neighbor Advertisement Acknowledgement (NAACK) CoMoRoHo 48
Home Agent Binding Update (HA-BU) CoMoRoHo, FMIPv6 60
Home Agent Binding Acknowledgement (HA-BACK) CoMoRoHo, FMIPv6 20
Router Solicitation for Proxy (RtSolPr) FMIPv6 40
Proxy Router Advertisement (PrRtAdv) FMIPv6 104
Handover Indication (HI) FMIPv6 72
Handover Acknowledgement (HACK) FMIPv6 32
Fast Binding Update (FBU) FMIPv6 60
Fast Neighbor Advertisement (FNA) FMIPv6 24
Fast Binding Acknowledgement (FBack) FMIPv6 12
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Figure 4.4: Handover latencies of different schemes.
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4.5 Results and Discussions

We now present the analysis results of the performance of CoMoRoHo by comparing it with
FMIPv6 in terms of the handover latencies, packet losses, signaling overheads, and packet
delivery overheads. To get these numerical results, we use the parameter values as specified in
Section 4.4.1 and Table 4.1. The sizes of the signaling messages in Table 4.1 are referenced
from the RFC 3963 [22], RFC 4069 [6], and RFC 2461 [50].

Figure 4.4 shows the handover latencies of the NEMO basic support protocol, FMIPv6, and
the proposed CoMoRoHo. It shows that handover latencies of all protocols increase linearly
with increasing the distances between the mobile router and its home agent. The NEMO basic
support protocol has the lowest handover latency, as it does not take any additional time to
establish a local forwarding path before performing the HA binding update. On the other hand,
FMIPv6 has the highest handover latency, as it requires a transaction of a number of messages to
establish a local tunneling between the PAR and the NCoA before performing the HA binding
update. The handover latency of our CoMoRoHo scheme is less than FMIPv6 because, to
establish a local tunneling, our scheme needs only one signaling message from mobile router
MR1 to the PAR via MR2.

Although the handover latencies of CoMoRoHo and FMIPv6 are larger than that of the
NEMO basic support protocol, in the former two schemes mobile router MR1 can receive data
packets after setting up a local forwarding path from the PAR to MR1 (via MR2 in CoMoRoHo
and via the NAR in FMIPv6). Figure 4.5 shows the possible numbers of packets destined for
MNNs via MR1 but lost at the PAR during the handover of MR1. This figure shows that the
lowest number of packets are lost in the proposed CoMoRoHo scheme, which is independent
of the distance between MR1 and its HA, because of setting a local forwarding path between
the PAR and MR1 using a single signaling message. FMIPv6 also establishes a tunneling path
between the PAR and MR1, but using a number of signaling messages. The number of packets
lost in FMIPv6, although independent of the distance between MR1 and the HA and less than
that of the basic support protocol, is therefore more than that of the proposed scheme. In
contrast, the basic support protocol has to perform home-agent binding update, which requires
time proportional to the distance between the MR and its HA, to enable the HA to forward
packets to the MR via the NAR. Until receiving the HA-binding update message, the HA keeps
forwarding the packets to the PAR, which are latter dropped from the PAR. The basic support
protocol therefore has the highest packet loss that increases with increasing the distance between
the mobile router and its home agent.

Figure 4.6 shows that the advantage of having a lower number of packet losses in FMIPv6,
compared to the basic support protocol, vanishes as the computation time required by a mobility
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Figure 4.5: Number of packet losses with different schemes versus distance between mobile
router and its home agent (N1 = 100 nodes, λp = 100 pkt/s).
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Figure 4.7: Local signaling overhead ratios of CoMoRoHo and FMIPv6 schemes.

agent (e.g., MR, AR, or HA) to process or configure a signaling message increases beyond 5
ms. A message may take longer time to be processed when a mobility agent is overloaded
with signaling messages, data packets, or retransmitting functions due to the bad condition of
wireless links. The figure shows that although the number of packet losses in our CoMoRoHo
scheme increases slowly with time, it remains lowest for all the values of the processing time.
The results clearly indicate that our scheme’s performance remains intact even when the access
network is overloaded.

Figure 4.7 compares the results of the analysis of signaling overhead ratios for different
values of wireless transmission overhead factor, β. It is clear that CoMoRoHo induces less
signaling overheads in the access network than FMIPv6, irrespective of the values of β. In
comparison with the basic support protocol, CoMoRoHo increases the signaling overhead in
the network by a factor of less than 1.5, whereas FMIPv6 increases the signaling overhead by a
factor of more than 1.5. The figure shows that the signaling overhead ratios of both the proposed
CoMoRoHo and FMIPv6 decrease with increasing β for the following reason. The local signal-
ing overhead of the basic support protocol is composed of two messages: router solicitation and
router advertisement, both of which are transmitted over the wireless link. However, the local
signaling overheads of CoMoRoHo and FMIPv6 are composed of additional messages, some of
which are transmitted over wired links. The increase in β therefore has a relatively higher im-
pact on the signaling overhead of the basic support protocol; consequently, the overhead ratios
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Figure 4.8: Packet delivery overhead ratios of CoMoRoHo and FMIPv6 schemes.

of CoMoRoHo and FMIPv6 decrease with increasing β.

Figure 4.8 shows the packet-delivery overhead ratios of CoMoRoHo and FMIPv6 for differ-
ent packet sizes. The figure shows that, in terms of packet-delivery overhead, our CoMoRoHo
scheme performs better than FMIPv6. For smaller packet sizes such as TCP acknowledgements,
packet-delivery overhead is high for both the schemes, because tunneling headers consume a
comparatively larger share of network resources. Similarly, for both the schemes the packet-
delivery overhead ratio decreases as the value of β increases. This is because with increasing β
per packet traffic load of the basic support protocol increases faster than the traffic load of Co-
MoRoHo or FMIPv6 as the traffic load of the basic support protocol consists of only the wireless
transmission from the AR to the MR. The results indicate that although the performance dif-
ference, in terms of packet-delivery overhead, between CoMoRoHo and FMIPv6 diminishes as
the packet size increases, our scheme performs better for smaller packet sizes, irrespective of
the values of β.

In summary, the proposed CoMoRoHo scheme improves the performance of a vehicular
mobile network during handover by reducing the number of packet losses, at the cost of in-
troducing relatively lower amounts of signaling-message and packet-delivery overheads in the
network. A possible limitation of this study is that it does not consider the dynamics of the
link-layer and wireless transmission mechanisms in evaluating the handover latency and packet
losses. Nonetheless, modeling the IP-layer behavior of the proposed scheme and comparing
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it with other established protocols such as FMIPv6 allow us to draw the conclusion that the
scheme is suitable for handover management of long-vehicular mobile networks.

4.6 Conclusion

We developed a cooperative mobile router-based handover (CoMoRoHo) scheme for long-
vehicular-multihomed mobile networks. This scheme exploits the advantage of a multihoming
environment of a long vehicular mobile network, which can have two or more mobile routers
spatially separated by a certain distance. It thereby makes the packet loss independent of the
handover latency by establishing a local tunnel between an access router and a mobile router by
using only one signaling message. We compared the performance of the CoMoRoHo scheme
with the Fast Handover for Mobile IPv6 protocol by formulating analytical models, and found
that our scheme outperformed this protocol in regard to the number of packet losses, signaling-
message overhead, and packet-delivery overhead in the access network. Our scheme worked
well, even when the access network was overloaded.



Chapter 5

Optimal Wireless Network Selection

5.1 Introduction

In this chapter, we evaluate the impact of mobility on a user satisfaction function (USF), a user
centric measurement of network service quality [53, 54, 55], and present an optimal network
selection algorithm. We quantify user satisfaction as a function of the bandwidth utility and
handover latency [15]. The bandwidth utility function of a network service is a measure of the
degree of network capability to fulfill the bandwidth requirement of applications.

We analyze how user satisfaction changes when a user moves from a high bandwidth net-
work to a low bandwidth network, under two types of movements: uniform random and di-
rectional movements. In the case of a random movement, we have no idea about the direction
in which the user will move in the near future. To model such a random system, we use the
well-known and widely used random-walk mobility model. Our evaluation shows that in a ran-
dom movement, the change in user satisfaction due to a handover to a lower bandwidth network
is not significant. However, when we consider a directional movement, where the movement
probability to a low bandwidth network is much higher and, consequently, the user uses a high
bandwidth network for a short time and hands over to a low bandwidth network to complete the
call, the satisfaction degradation is significant. Therefore, to avoid such degradation, we pro-
pose an access network selection algorithm that uses a prediction of the user’s mobility pattern.

The remainder of this chapter is organized as follows. We define the bandwidth utility and
user satisfaction functions in Section 5.2. In Section 5.3, we derive mobile user’s movement
probabilities using the random-walk mobility model. Section 5.4 presents the analytical results
and an access network selection algorithm to maximize user satisfaction. Section 5.5 concludes
this chapter.
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Figure 5.1: Utility functions of (a) elastic and (b) adaptive applications.

5.2 Bandwidth Utility and User Satisfaction Functions

The user satisfaction obtained from a network service depends on the performance of the net-
work, which in turn depends on the capability of the network to satisfy resource (bandwidth)
requirements of the user’s request. The degree of fulfillment of the bandwidth requirement
of a user application from the available bandwidth of a network is measured in terms of the
bandwidth utility function (BUF).

5.2.1 Bandwidth Utility Function

The bandwidth requirement of a user’s request depends on the application type. Based on the
stringency of bandwidth requirements, applications can be divided into three categories: rigid,
elastic, and adaptive. We follow the concept of rigid, elastic, and adaptive applications and the
natures of their bandwidth utility functions from Shenker et al. [53, 54].

Rigid Applications: The real-time applications such as traditional telephony or voice calls
that need a fixed amount of bandwidth to support them are classified as rigid applications. In
other words, rigid applications are constant bit rate (CBR) applications whose data need to
reach receivers within a given delay bound. If b is the network’s available bandwidth, the utility
function U(b) of a rigid application is given by

U(b) =















0 for b < Bmin

1 otherwise
(5.1)

where Bmin is the minimum bandwidth required to support the application.

Elastic Applications: The traditional Internet applications like FTP, Web, e-mail, and Tel-
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net that do not need a fixed amount of bandwidth to support them are classified as elastic ap-
plications. In other words, elastic applications are available bit rate (ABR) applications that
can tolerate delays and follow the diminishing marginal rate of performance improvement as
bandwidth increases [54]. This means that when the bandwidth is low, an increment of the
bandwidth can increase the application quality by a greater amount than the same increment
does at a high bandwidth. This type of utility function is strictly concave in nature. The utility
function of an elastic application is shown in Fig. 5.1(a) and is expressed below.

U(b) = 1 − e−
αeb

Bmax (5.2)

where αe is a scaling constant and Bmax is the maximum bandwidth the application can utilize
to improve the utility.

Adaptive Applications: Between the rigid and elastic applications there are adaptive ap-
plications such as delay-adaptive audio/video streaming and rate-adaptive scalable multimedia
services. Delay-adaptive applications are insensitive to occasional delay bound violations and
packet losses, whereas rate-adaptive applications are variable bit rate (VBR) applications that
generate variable amounts of traffic depending on the network condition and can tolerate oc-
casional bandwidth fluctuations. However, adaptive applications have intrinsic bandwidth re-
quirements because they must maintain their data flow at or above some minimum level, below
which the application quality suffers badly. For an available bandwidth of b, the utility function
of an adaptive application is shown below.

U(b) = 1 − e−
b2
κ+b (5.3)

where κ is a constant. Figure 5.1(b) shows that the utility function of an adaptive application
is convex but not concave in a neighborhood around zero. The point where the curve is convex
depends on κ. The larger the value of κ, the larger the value of the bandwidth where the curve
is convex. This means that the marginal utility of an additional bandwidth is slight when the
bandwidth is very small or very large.

5.2.2 Effect of Mobility and Handover Latency on User Satisfaction

When a mobile user stays in a single network throughout a call duration, the user satisfaction
from the communication service is equal to the bandwidth utility function of that network.
However, if the user moves from one network to another while holding the call, the overall
satisfaction is a function of the bandwidth utility of each network and the handover latency.

It is shown by Hidaka et al. that a user’s satisfactory level decreases with response time t
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Figure 5.2: Satisfaction degradation of different applications as handover latency increases.

as e−
t2

2σ2 , where σ is a constant that depends on application characteristics [55]. This can be
interpreted, in other words, to mean that user satisfaction degrades with increasing handover
latency. Therefore, sd(th), the factor by which satisfaction degrades due to the handover latency,
th, can be expressed as below.

sd(th) = e
−

th
2

2σh
2 (5.4)

where σh is a constant that depends on application type; it is larger for non-real time (adaptive
and elastic) and smaller for real time (rigid) applications. Figure 5.2 shows how user satisfac-
tion degrades as the handover latency increases for different types of applications. It is clear
that when the handover latency, th, is 0, the satisfaction value is 1, indicating that there is no
satisfaction degradation at all when there is no handover latency. Any handover latency larger
than zero results in satisfaction of less than 1. The figure also shows that satisfaction from
a rigid application degrades more quickly than that from an adaptive or elastic application as
the handover latency increases. For any value of σh satisfaction degrades by 60% when the
handover latency is equal to σh.

Figure 5.3 shows the cellular configuration of the heterogeneous networks used for perfor-
mance evaluation in this study. We considered two cellular networks: high bandwidth network
(A) and low bandwidth network (B). When a mobile user is in the overlay area, it can connect
to either of the networks. When the user moves out of the high-bandwidth overlay network,
however, it has access only to the low bandwidth network.
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Figure 5.3: Cellular configuration of heterogeneous networks. Small hexagonal cells belong to
high bandwidth network (A) and the big cell belongs to low bandwidth network (B).

Let PA,B be the probability that the user moves from network A to network B during a call,
and U(bA) and U(bB) be the utilities from network A and B, respectively. Then, the effective
value of user satisfaction, US F, is as expressed below.

US F = f (U(bA),U(bB), sd(th))

= (1 − PA,B)U(bA) + PA,B[
TAU(bA) + (Tc − TA)U(bB)

Tc
]sd(th) (5.5)

where TA is the portion of call duration Tc spent in the high bandwidth overlay. We derive PA,B

and TA in the next section. The first term of Eq. (5.5) represents the user satisfaction when a call
is completed in the high bandwidth overlay, whereas the second term represents the case when
the call is handed over to the low bandwidth network and is completed there. More precisely,
the second term is the time average of the bandwidth utilities, multiplied by the satisfaction
degradation of handover latency.

The logic used to derive this equation is as follows. We know that the average of bandwidth
utilities of both networks for a call duration (i.e., the content of the square brackets in Eq. (5.5))
ranges from 0 to 1, and so does the satisfaction degradation of handover latency. We also know
that the smaller bandwidth and larger handover latency together affect the network performance
more severely than does only one of these factors. Suppose the average bandwidth utility U(b)
is 0.5 and sd(th) is 0. In this case, the overall satisfaction must be zero because the zero value
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of satisfaction of handover latency means that the latency is so long for an application that
the application must be terminated. We assume that any application terminated unsuccessfully
has the user satisfaction value of zero. Similarly, suppose that there are two cases, one with
U(b) = 0.8 and sd(th) = 0.5, and the other with U(b) = 0.5 and sd(th) = 0.8. Both the cases
would yield equal overall satisfactions, considering that U(b) and sd(th) are equally important
and independent of each other. This explanation shows that the general tendency of the overall
satisfaction is quite similar to a joint probability function, where the joint probability of two
independent events happening together is equal to the product of the probabilities of the two
individual events. Therefore, we have multiplied U(b) and sd(th) to get the total satisfaction of
the user who performs a handover from the high bandwidth to low bandwidth network.

We would like to note that our approach to defining the user satisfaction function as a func-
tion of the bandwidth utility and handover latency may not be the sole possible solution to assess
user satisfaction in heterogeneous networks. Other solutions may be feasible as well. However,
we believe that our evaluation method, with its moderately reasonable logic, is a novel start to
defining and evaluating user satisfaction in heterogeneous overlay network systems.

The extreme values of satisfaction are 1 and 0, representing respectively that the user is fully
satisfied and not satisfied at all. Any value between 1 and 0 represents the level of satisfaction
the user gets from the network service for the given bandwidth and handover latency. The user
satisfaction value from a rigid application, for example, will be 1 if the service is supported
by both the high and low bandwidth networks and the handover latency is zero; in this case,
there is no satisfaction degradation. However, if the handover latency is greater than zero, the
overall satisfaction may be less than that would have been obtained from the use of only the low
bandwidth network from the beginning of the call.

As the characteristics of adaptive applications lie between those of rigid and elastic appli-
cations, we take into consideration only the adaptive application for illustrating the effect of
various conditions on the user satisfaction function.

5.3 Mobility Modeling

Different mobility models are used in literature to describe the behavior of mobile users in
wireless/mobile networks, depending on the mobility characteristics of users. When mobile
users are likely to move in a limited geographical area with frequent changes in direction and
speed, the widely used random walk mobility model is suitable for modeling users’ mobility in
the network [56, 47].
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Figure 5.4: States diagram of random walk model.

5.3.1 Random Walk Mobility Model

In the case of overlay heterogeneous networks, a mobile user is more likely to be a pedestrian,
moving mostly in a limited coverage area such as a campus, crowded market place, airport, or
railway station. Based on this assumption, we consider the random walk model to be appropriate
for this study.

As shown in Fig. 5.3, the hexagonal cells of the network are arranged in concentric rings. We
arbitrarily represent the central ring, comprising a single cell, as r0. The other rings surrounding
the central ring are denoted by ri with i = 1, 2, 3...R, where i is the distance of a ring ri from
the center in terms of the number of cells. The number of cells in a ring ri is 6i, and the total
number of cells in a cellular network having R rings of hexagonal cells is (1 +

∑R
i=1 6i).

In the random walk mobility model, time is divided into discrete slots, and in each slot the
mobile user moves out of the current cell with a given probability p (or may stay in the current
cell with the probability 1 − p) [56]. When the mobile user moves from the current cell, it has
equal probability of entering any one of the adjacent cells. This means that in the hexagonal
cellular network, during one time slot the mobile user can move to any of its six adjacent cells
with a probability of 1

6 p. In what follows we derive the probabilities by which the mobile user
moves from one ring to another.

5.3.1.1 Transition Probability

It is noted that when the user is in the innermost ring (r0), a movement out of it always results
in moving to the outer ring (r1). However, when the user is in a cell of ring ri, 1 ≤ i ≤ R, a
movement away from the cell can result in entering any adjacent cells belonging to the same
ring, inner ring, or outer ring with different probabilities. It is shown by Ho et al. that the
probabilities by which a movement of the user located in a ring ri results in moving to a cell of
the same ring, outer ring (ri+1), and inner ring (ri−1) are 1

3 , 1
3 +

1
6i , and 1

3 −
1
6i , respectively [56].

We use a Markov chain, shown in Fig. 5.4, to represent the location of the mobile user in the
network. A state of the chain is equivalent to a ring of the network. The chain is said to be in a
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state ri if the user is currently located in ring ri. We define three transition probabilities, αri,ri+1 ,
βri,ri−1 , and γri,ri to represent the probabilities that the user located in ring ri moves to outer ring
ri+1, inner ring ri−1, and remains in the current ring, respectively.

αri,ri+1 =















p for i = 0
p( 1

3 +
1
6i ) for 1 ≤ i ≤ R

(5.6)

βri,ri−1 = p( 1
3 −

1
6i ) for 1 ≤ i ≤ R (5.7)

γri,ri =















(1 − p) i = 0
(1 − 2

3 p) for 1 ≤ i ≤ R.
(5.8)

5.3.1.2 Steady State Probability

Given the Markov chain in Fig. 5.4, the steady state probability πri for state ri (1 ≤ i ≤ R) can
be derived in terms of steady state probability πr0 of state r0 as [36]:

πri = πr0

i
∏

j=1

αr j−1,r j

βr j,r j−1

for 1 ≤ i ≤ R. (5.9)

With the requirement
∑R

i=0 πri = 1, we get

πr0 =
1

1 +
∑R

i=1
∏i

j=1
αr j−1 ,r j

βr j ,r j−1
.

(5.10)

We use Eq. (5.9) to calculate the steady state probabilities of the mobile user residing in any
ring ri (1 ≤ i ≤ R). The larger the size of a network, the smaller the probability that the mobile
user will be located in the outermost ring.

5.3.2 Call Transfer Probability

Call arrival is widely acknowledged to be a Poisson process. Although we use the term call
arrival, we use it to refer both to a call originating from the mobile user as well as to a call
addressed to the mobile user from any other correspondent user. It is assumed that the call
holding time (i.e., duration of a call) and cell residence time follow exponential distributions
with means of 1/λH and 1/λR, respectively [56, 57].

Suppose that a call arrives when the mobile user is in the outermost ring of the high band-
width network. The call has to be transferred to the low bandwidth network if the mobile user
moves beyond the overlaid coverage while continuing the call. Therefore, the probability that
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a call that arrives at the outermost ring of the high bandwidth network (i.e., network A) is
transferred to the low bandwidth network (i.e., network B) is

PA,B = P(call holding time > cell residence time) × P(user moves outward)

= (
λR

λR + λH
) × αrR,rR+1 (5.11)

Let X be the duration of time spent in the high bandwidth overlay before a handover occurs
to the low bandwidth network. We suppose that a handover occurs randomly and X follows an
exponential distribution as:

P(X ≤ TA) = 1 − e−µhTA (5.12)

where 1/µh is the average duration of time until the handover occurs. Therefore, P(X ≤ TA)
is equivalent to the probability that a handover occurs at time TA. Note that Eq. (5.11) also
gives the probability of handover from the high to low bandwidth networks. Therefore, PA,B =

P(X ≤ TA), and solving this we get TA as:

TA = −
1
µh

log(1 − PA,B) (5.13)

5.3.3 Justification for Selecting the Model

As explained in Section 5.2, when a user moves within the same type of network, there will
be no change in its satisfaction. Therefore, we are not concerned with the user movement
behavior within a single network; rather we focus on the movement across the border of a high
bandwidth network. To accomplish this, we have derived the user movement probability from
a high bandwidth to low bandwidth network in Eq. (5.6) as αrR,rR+1 .

Our analytical model can be extended to the cases other than the handover from a high
bandwidth network to a low bandwidth one. For example, when we wish to extend the analytical
method to the case of handover from the low bandwidth network to high bandwidth one in
the overlay area, the boundary crossing probability in the reverse direction (from low to high
bandwidth network) can be obtained by setting i = R + 1 in Eq. (5.7). As a result, the overall
satisfaction function, as given by Eq. (5.5) with the subscripts ‘A’ and ‘B’ interchanged, will
have some gains depending on the bandwidth utilities and handover latency.

However, because we are dealing with the problem of selecting the best access network by
using currently available information on the mobile user’s location, mobility, and call type, we
think that it is more important (and also sufficient in our case) to consider only the movement
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from the high bandwidth network to low bandwidth network.

5.4 Analysis and Consideration of Access Network Selection

In this section, we numerically investigate the effect that movement across heterogeneous over-
lay networks has on user satisfaction. Based on the analysis, we propose an access network
selection algorithm that maximizes user satisfaction.

5.4.1 Numerical Analysis

We carry out numerical analysis by using the following parameters. The bandwidths available
for a mobile user in the high and low bandwidth networks are assumed to be 2 units and 1 unit,
respectively. The unit of bandwidth can be 100 kbps or Mbps. The number of rings in the high
bandwidth overlay is taken as 5, so the total number of cells in the overlay is 61. Similarly, σ of
the utility degradation factor due to handover latency is taken as 5, and the average cell residence
time (1/λR) is 10 minutes. We discuss the impact of various factors on the user satisfaction
function by assuming two types of movements: uniform random movement (as described by the
random walk model in the previous section) and directional movement. The use of the uniform
random model provides the notion of aggregate satisfaction degradation of all the users, who
use the high bandwidth network in the overlay area and move to the low bandwidth network
while holding a call. On the other hand, in the directional movement we use a prediction that
mobile users move in a given direction with a higher probability. This movement is used to
show the performance degradation of the users who stay in the high bandwidth network for a
very short time and move out of it while continuing calls.

Figure 5.5 shows the satisfaction of a mobile user located in the outermost ring of the over-
lay network using the random walk model. The figure shows that user satisfaction decreases
as the call holding time or handover latency increases. This is because as the call holding time
increases, the probability that the user moves out of the overlay network while holding a call
increases, and the overall satisfaction decreases due to the handover latency and the lower band-
width of the new network. Under the given parameters the user satisfaction values are 0.78 and
0.46 if the user uses only the high bandwidth network and only the low bandwidth one, respec-
tively. In other words, these numbers represent the bandwidth utility values of the high and low
bandwidth networks, respectively. When the call holding time is 1 minute, the probability that
a call is transferred to the low bandwidth network is about 1.7% (as given by Eq. (5.11)) which
is negligible, and even when the call holding time is 20 minutes, the probability of call transfer
rises only to 12.5%. Because the probability of a call transfer does not increase much when
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Figure 5.5: User satisfaction from adaptive application of a mobile user located at outermost
ring of high bandwidth network, with random-movement.

the call holding time increases, its impact on user satisfaction is not significant. However, the
satisfaction values shown by this figure are the average of satisfactions of all the users, of which
some migrate to the low bandwidth network and some do not. For those users who are near the
border of the overlay network and who migrate and spend most of their call holding time in the
low bandwidth network, their satisfaction degrades significantly, which cannot be evaluated by
this uniform movement-based analytical model.

To capture the impact on satisfaction of mobile users that leave the high bandwidth overlay
soon, we need to gather information about the users’ mobility patterns. Suppose that by any
means (such as [58, 59]) we could know that the mobile user is most probable (say by 90%) to
move out of the overlay network. In this case, depending on the values of cell residence time and
call holding time, the mobile user will spend a variable amount of time in the high bandwidth
and low bandwidth networks while holding the call. With the mean value of cell residence
time of 10 minutes, the probability that the call is transferred to the low bandwidth network is
about 8% and 60% when the call holding times are 1 and 20 minutes, respectively (as given by
Eq. (5.11)). In such cases, Fig. 5.6 shows that user satisfaction decreases significantly as the
call holding time increases. As before, user satisfaction obtained from the sole use of the high
bandwidth and low bandwidth networks are 0.78 and 0.46, respectively. However, when using
the high bandwidth network first and then migrating the call to the low bandwidth network, the
user satisfaction value for longer call holding time is less than 0.46, and the deterioration is
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Figure 5.6: User satisfaction from adaptive application of a mobile user located at outermost
ring of high bandwidth network, with 90% movement probability to low bandwidth network.

more prominent when the handover latency is high (higher than 4 seconds). The user would
have gotten better satisfaction (0.46) if the low bandwidth network was assigned to the user
from the beginning of the call.

Table 5.1 presents the values of the bandwidth utility and effective user satisfaction for dif-
ferent available bandwidths in the high and low bandwidth networks. USF(rand) and USF(90%)
represent the effective user satisfactions for the random movement and directional movement
with a 90% moving out probability, respectively. Here, the call holding time is 10 minutes, the
cell residence time is 20 minutes, and the handover latency is 4 seconds. The first row shows
that when the available bandwidths of the low and high bandwidth networks are 4 and 1 unit,
respectively, there is a vast contrast in the bandwidth utilities of these two networks. The user
satisfaction remains larger than the utility of the low bandwidth network in both the random and
directional movements. The second row shows the case when the available bandwidths are 4
and 3 units. In this case, although the bandwidth utilities of both the networks are comparable,
the effective user satisfaction is equal to or less than the bandwidth utility of the low bandwidth
network due to the satisfaction degradation by handover latency.

We thus conclude that if the bandwidth of the low bandwidth network is slightly lower than
that of the high bandwidth network in an overlay area, selection of the low bandwidth network
that is available for a longer time gives better user satisfaction.
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Table 5.1: User satisfactions.

bA bB U(bA) U(bB) USF(rand) USF(90%)
4 1 0.96 0.46 0.88 0.59
4 3 0.96 0.91 0.91 0.72

5.4.2 Access Network Selection Algorithm

It is clear from the analyses of the results in the previous subsection that merely assigning an
access network with higher bandwidth does not necessarily lead to the improved user satisfac-
tion when the users are likely to perform a vertical handover to a lower bandwidth network
soon after they begin a communication session. In such cases, the users would get better satis-
faction using a lower bandwidth access network for a longer time. Based on this observation,
we present the following algorithm for selecting an optimal access network in heterogeneous
overlay network environments.

When a call request arrives:

1 predict user’s mobility pattern

2 predict call holding time

3 list available access networks

4 sort networks in the descending

order of their bandwidths,

N(i), i =1,2,...,M}

5 consider network N(i), i = 1

6 estimate user’s movement

probability away from N(i)

7 estimate handover latency from

N(i) to N(i+1)

8 estimate user satisfaction, USF(i)

9 IF USF(i) > BUF(i+1)

select network N(i)

ELSE

i = i + 1

consider network N(i)

go to 6

END IF
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As shown above, when a call request from/to a mobile user arrives, the network selection
mechanism first predicts the user’s mobility pattern and call holding time (how it predicts is
described in the following subsection). Then, it lists all the access networks that are available
from the user’s current location and can serve the call request. This list is then sorted in the
descending order of bandwidths. From the list, the network with highest bandwidth is consid-
ered first. Based on the network layout and user’s mobility pattern, the probability that the user
moves from the network under consideration is estimated. With this probability we estimate the
effective user satisfaction and compare it with the bandwidth utility function of the next network
in the list. If the user satisfaction from the use of the current network is larger than the band-
width utility function (BUF) of the next network, we select the current network. Otherwise, we
choose the next network from the list and repeat the above steps to find an access network that
provides optimal user satisfaction.

The above algorithm assumes that a number of user-related parameters (such as mobility
pattern and call holding time) as well as network-related parameters (such as available band-
width and handover latency) are available to evaluate the user satisfaction function. We are
going to explain a few techniques for estimating these parameters in the following subsection.

5.4.3 Techniques for Parameter Estimation

In a real situation, user mobility has a high degree of predictability due to temporal and spatial
localities [58]. The temporal locality indicates that many mobile users stay in or pass through
an almost predictable set of cells during certain times. For example, many users remain at home
early in the morning, then go to work and come back home along the same route in the evening,
and stay at home until the morning of the next day. Consequently, we can predict the location
and movement of a user based on the time of a day. Similarly, the spatial locality indicates
that the paths along which a user can move are governed by geographical constraints, such as
pathways, roads, or highways in the vicinity of the current location. The temporal and spatial
locality information aggregated over time is referred to as the user mobility history. Then, some
algorithms, such as one proposed in [59], are applied to the user mobility history to derive the
most probable user mobility pattern (UMP). The UMP contains a list of cells/networks expected
to be visited by mobile users starting from a given location/time.

Likewise, the service duration can be predicted in accordance with the service type, location,
and time [60, 61]. Users access different types of services depending on their location and time.
The mobile users commuting by the subways in Tokyo, for instance, mostly use only e-mail or
web services, but do not use the voice service. Accordingly, different services have different
call durations; video conferencing takes a longer amount of time than e-mail downloading, for
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instance. If the user is downloading or streaming a video, the call duration depends on the file
size and the average bandwidth of the network. Moreover, the call duration of the same type of
services depends on the location/time of the service initiation and the correspondent host.

The user mobility history can be extended to include the type and duration of services ac-
cessed by the user at a given location or time [60]. Then, similar to the derivation of user
mobility pattern, a user service (call) duration model would be constructed from the mobil-
ity history by using some statistical or heuristic approaches. Also, for some services, there are
widely accepted call duration distributions such as an exponential distribution for voice services
[56]. In such cases, we need to estimate only the mean call duration with respect to the user
location and time coordinates. When making a service request, the user might tell the network
selector what type of request it is making: telephony, web data, video, etc., so that the call dura-
tion can be predicted for that type of service, depending on the model derived from the history
for the current location, time, and correspondent host.

We now describe the issues related to bandwidth estimation. In cellular networks, estab-
lishment of a connection guarantees the availability of a fixed amount of bandwidth for the
whole connection duration. However, in a shared network such as wireless LAN, the available
bandwidth depends on the number of users and their activities. In such cases, the bandwidth
allocatable to a user depends on the bandwidth allocation policy [62], which guides how the net-
work bandwidth is shared among users. The simplest scheme is to share the bandwidth equally
among all users. That is, if B is the total bandwidth of a network shared by n number of users,
the available bandwidth for each user is simply B/n. This scheme, however, does not work well
when users use different types of applications requiring different amount of bandwidths. Other
schemes can be used, such as sharing a portion of bandwidth among the users of the same type
of services. In this scheme, the available bandwidth for a new user of a particular type of service
is b = Bi/ni, where Bi is the bandwidth share assigned to all the users belonging to service type
i, and ni is the number of users currently using the service, including the new one. Bi can be
fixed or dynamically adjusted depending on user activities.

However, the bandwidth allocation mechanisms described above have a problem: they al-
low the bandwidth of already-connected users to fluctuate when a new user joins or an old user
leaves the network. This problem can be solved by using an admission control and resource
reservation [63] method. Admission control prevents new users from accessing the network in
order to maintain the performance quality of the existing users. Similarly, a bandwidth reser-
vation scheme assures a connection guarantee to some classes of services, irrespective of the
users’ movement across different cells of the network. Both of these mechanisms combined
provide a notion that a connection once admitted would get the promised amount of bandwidth
throughout the call duration. The promised bandwidth might be specified in terms of the sta-
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tistical mean or worst-case minimum bandwidth. It is very logical to say that future shared
networks will use these QoS assurance mechanisms because they are expected to support real-
time applications. For instance, the wireless LAN is in the process of enhancement, in the form
of the 802.11e standard, to support and maintain the network service quality.

5.5 Conclusion

In this chapter, our goal was to find a way to maximize user satisfaction in heterogeneous
wireless overlay networks. We described the bandwidth utility functions for rigid, elastic, and
adaptive applications; we used this bandwidth utility function and handover latency to derive
the user satisfaction function. We found that selecting a high bandwidth access network does
not guarantee higher satisfaction if the user happens to perform a handover to a lower bandwidth
network. It is observed that after getting an estimate of the user’s movement, we should assign
the network with most availability to the user’s call request, so that the user can remain in the
same network throughout the call duration. By doing this, we can prevent the user satisfac-
tion from being degraded. In accordance with the evaluation, we proposed an access network
selection algorithm that maximizes user satisfaction in heterogeneous networks.



Chapter 6

Graceful Vertical Handover

6.1 Introduction

This chapter presents a new scheme for upward vertical handover management, which we call
the graceful vertical handover scheme. This scheme provides graceful degradation of perfor-
mance by smoothing the throughput change and reducing the possible packet losses during a
handover. To achieve such a gracefulness in performance change, this scheme implements its
functionalities in the link layer, IP layer, and TCP or application layer.

This chapter is organized as follows. Section 6.2 gives an overview of the problem state-
ment. Section 6.3 presents the proposed graceful vertical handover scheme. Section 6.4 out-
lines the simulation setup and discusses performance evaluation results. Finally, Section 6.5
concludes this chapter.

6.2 Problem Statement

6.2.1 Non-Seamless Vertical Handover

The non-seamless nature of an upward vertical handover can be explained by referring to
Fig. 6.1. The curve (a) shows the throughput change when a mobile node (MN) suddenly looses
its connection with a wireless local area network (WLAN) and starts accessing a wireless wide
area network (WWAN), such as the 3G network. This is a possible scenario in wireless commu-
nications because the wireless channel quality is time and location dependent. If an obstacle,
such as a building or cliff, happens to come in between the MN and the WLAN access point
(AP), the connection between them is abruptly lost. In such cases, the ongoing communication
session of the MN is interrupted for the handover duration (t1-t0), and resumed once the MN
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Figure 6.1: Throughput change during vertical handover when WLAN becomes suddenly in-
accessible; (a) traditional handover, (b) graceful handover of TCP data application, and (c)
graceful handover of adaptive multimedia application.
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gets connected to the WWAN. Moreover, a large number of packets may be lost at the AP. This
is one of the prohibitively worst situations, as it forces the service to be disrupted for some time
and consequently affects user satisfaction obtained from the network service [11].

6.2.2 Need of Graceful Handover

The vertical handover fundamentally differs from the horizontal handover in several issues [66].
However, as in the horizontal handover, most of the previous researches on vertical handover
are conducted with the purpose of reducing the handover latency [64] and packet losses [52].
We argue that the core difference between the horizontal and vertical handovers is the need
of performing a handover. A mobile user performs a horizontal handover to a network that
provides a better performance than (or at least the same performance as) the current one at
the given location, whereas a mobile user performs an upward vertical handover to a lower
performance network, when the better one becomes unavailable at the given location.

Therefore, it is natural to expect that mobile users wish to stay at a high performance net-
work as much as possible, while preparing for an upward vertical handover to a low performance
network. It is also logical to expect that mobile users prefer the gradual performance change
with no disruption of network services during a handover. Some users even feel good to have
them informed or interrogated in advance about the inevitable changes in the service quality
after handover.

The above explanations clearly indicate that the longer vertical handover latency and grad-
ual change of service quality are desirable for the better performance of the network service
during an upward vertical handover. Taking into consideration these facts, we propose a grace-
ful vertical handover scheme. The graceful handover is designed to achieve these objectives as
depicted by curves (b) and (c) in Fig. 6.1 for two types of applications: TCP data applications
and adaptive multimedia applications, respectively. For TCP applications, it is possible to grad-
ually decrease the data rate without severely affecting the performance. The curve (b) shows
that the data rate of the TCP application is decreased at a graceful degradation rate (GDR) over
the graceful degradation time (GDT). The GDT is the graceful handover latency, which starts
from the instance (indicated by tS ) when the data rate begins decreasing to the instance (indi-
cated by tF) when the user gets data packets from the low performance network. On the other
hand, because multimedia applications inherently require a minimum bandwidth to maintain
their quality, their data rates cannot be decreased gradually. In such cases, as depicted by curve
(c), the data rate can be rather decreased in steps by adjusting the application to the lower quality
or type. For instance, a high quality videophone service can be stepped down to a low quality
videophone or voice phone. Note that unlike in a horizontal handover the longer handover la-
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tency of the graceful handover scheme does not cause any packet loss. Instead, it reduces the
packet loss and smoothens the throughput change during the handover time.

6.3 Description of Graceful Handover Scheme

In this section, we describe a scheme that attains a graceful handover in the heterogeneous
networks consisting of WLAN and WWAN overlays. In particular, we exploit the infrastructure
and ad hoc modes of operations of the WLAN system [67, 68]. In the infrastructure mode,
MNs communicate through a fixed AP, whereas in the ad hoc mode, they communicate among
themselves without going through the AP. The network layout used to describe our approach
to a graceful handover is shown in Fig. 6.2. Here, both the WLAN and WWAN are available
inside the circle, whereas only the WWAN is available in the areas outside the circle. When
the MN is abruptly disconnected from an AP and no other APs are available from the MN’s
current location, the MN immediately enters the ad hoc mode and selects an intermediate node,
called a relay node, to forward its data to/from the AP. After resuming a connection to the AP
via the relay node (RN), the MN gradually performs a graceful handover to the WWAN. We use
the Mobile IPv6 protocol [4] for managing mobility of the MN. Implementation of the graceful
handover mechanism requires modifications to the operations of the link layer, IP layer, and
transport or application layer, which we describe one by one in the following subsections.

6.3.1 Link-layer Operation

When the MN is in the WLAN coverage, it has a direct association with an AP, as shown by
arrow (1) in Fig. 6.2. When the MN goes out of the WLAN’s transmission range, it initiates a
relay node search mechanism to find the best suitable RN for relaying its packets to/from the
AP. Either of the following two modes of the RN search mechanism can be used.

1. Proactive mode: The operation of the proactive mode is shown in Fig. 6.3. In this mode,
the RN periodically advertises RelayAdvertisement messages containing information about the
bandwidth and intended relay duration in the network. We assume that an RN estimates the
bandwidth between itself and the AP according to some heuristic method, such as the one
described by Lee et al. [67]. The MNs in the vicinity cache the RelayAdvertisement messages
and use it to select an RN when they move out of the WLAN coverage. In case there are many
RNs, the MN may use an algorithm to determine the best RN based on the parameters, such as
the available bandwidth, location of RNs, and the intended duration of the relay. After selecting
an RN, the MN sends a RelayRequest message to the RN. Upon receiving the RelayRequest,
the RN consults the AP to check whether the MN is an authorized one or not, and then replies
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Figure 6.2: Operations of graceful vertical handover. Arrow (1) shows the direct link between
mobile node and access point, arrows (2a) and (2b) show indirect links between mobile node
and access point via relay node, and arrow (3) shows the connection between mobile node and
base station after the handover.
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Figure 6.3: Relay node search mechanism: proactive mode.
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to the MN with a RelayReply message.

2. Reactive mode: In the reactive mode, the RNs do not broadcast the unsolicited Re-
layAdvertisement, but send it to an MN that solicits the relaying function by broadcasting a
RelaySolicitation message. All interested RNs reply with a RelayAdvertisement message, from
which the MN selects the best RN. The remaining process is the same as that in the proactive
mode.

Both of these modes of operation have advantages as well as disadvantages; the proactive
mode increases the signaling traffic in the network, whereas the reactive mode increases the
relay setup latency.

Some of the MNs that have abundant resources, such as battery power and available band-
width, can act as relay nodes. Since an AP has an association with all the MNs located in its
coverage, the AP can coordinate/manage the population of the RNs. An MN willing to function
as an RN may send a request to the AP, which may accept or reject the request based on the
information provided, such as the location, battery power, and channel condition. There may
be a multi-hop relay system having an array of relay nodes in the communication path between
the MN and the AP. However, it has been shown by Lee et al. [67] that single hop relay paths
are sufficient for performance benefits, and the benefits of additional relay nodes on the path
are similar or marginally worse because of the signaling overheads and channel interferences
involved in managing the multi-hop relay system.

6.3.2 IP-layer Operation

After getting indirectly associated with the AP via an RN, the MN gradually starts the handover
to the WWAN using the Mobile IPv6 operation [4]. The handover process is composed of
two tasks: (a) IPv6 address configuration and (b) binding update. The MN configures an IPv6
care-of address from the network prefix advertised in the WWAN. After that, the MN performs
a binding update (BU) with its home agent and correspondent nodes (CNs). We introduce an
additional field, a graceful degradation time (GDT), in the BU message of the Mobile IPv6
protocol. This field indicates that the new care-of address is activated only after the GDT
expires, so that the CN and home agent keep on sending data packets to the old care-of address
until the GDT expires. If needed, the MN can update the CN or home agent on the GDT by
sending another BU containing a new GDT value. The MN sends an update when it detects that
it is moving faster or slower than the time indicated in the previous BU. Additionally, if no data
packets arrive from the MN via its previous care-of address for some time, no matter what the
GDT value is, the home agent and the CN immediately activate the new care-of address. This
is done to minimize the data loss at the old AP, assuming that the MN has lost its connectivity
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with the AP even via the RN.

6.3.3 Transport- or Application-layer Operation

The graceful vertical handover allows the throughput to degrade smoothly at a graceful degra-
dation rate (GDR) for the duration of the GDT. The GDR can be implemented either in the
transport layer or the application layer, depending on the application types as described below.

6.3.3.1 TCP Data Applications

TCP protocol employs a receiver-initiated flow control mechanism. For this purpose, the TCP
acknowledgement (Ack) packet has an “advertised window size” (awnd) field, which corre-
sponds to the amount of buffer space available in the receiver for additional data. To achieve a
graceful degradation of the TCP throughput during a vertical handover, we set the values of the
awnd to gradually decreasing numbers in such a way that after the GDT the congestion-window
size (cwnd) of the CN is reduced to the size proportional to the bandwidth of the WWAN. In pub-
lished literature, some similar approaches, such as Freeze-TCP [69] and TCP Westwood [70],
have been presented to tackle the problems of network heterogeneity. In Freeze-TCP, when a
mobile node is disconnected from a network, it sends an Ack with a zero awnd size. Upon
receiving such an Ack, the sender freezes all timers and interrupts the transmission until it re-
ceives an Ack signal with a non-zero awnd. Although this scheme reduces the packet losses, it
cannot smoothen the throughput during the handover. TCP Westwood is a small improvement
over the Freeze-TCP, in the sense that it estimates the available bandwidth to set the values of
the cwnd and slow start threshold. However, it is a sender-side modified scheme, and thus takes
a longer time to detect the change in the bandwidth of the access networks that happens in the
receiver side. We address this problem by having the receiver promptly detect the bandwidth
change and inform the sender.

To address the above problems, we slightly modify the TCP implementations in the sender
and receiver sides. With this modification, not only a sender but also a receiver regularly esti-
mates the round-trip time (RTT) by sending some dummy packets piggibacked on Acks to the
sender. This RTT can further be divided into two parts: the time taken in the fixed (i.e., wired
part of) network and the time taken in the wireless network. If we assume that the round-trip
transmission time in the fixed network (RTT f ) is almost constant, the change in RTT due to the
change of the wireless links is mostly dominated by the transmission time in the wireless seg-
ment. That is, RTT = [RTT f + (Dummy + Ack packet size)/wireless bandwidth]. The MN uses
the RTT to infer the value of the sender’s (i.e., CN’s) cwnd according to the following expres-
sion: cwnd = RTT*wireless bandwidth, assuming that the wireless bandwidth is the bottleneck.
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During a handover, the MN estimates the expected RTT for the new network as RTTn = [RTT f

+ (Dummy + Ack packet size)/ wireless bandwidth of new network], and uses it to estimate
the expected value of the cwnd for the new network as: cwndn = [RTTn*wireless bandwidth of
new network]. To achieve the graceful degradation of the throughput, the MN then estimates
the required reduction rate of the cwnd size as (cwnd - cwndn)/GDT, and accordingly sets the
value of the awnd in the consequent Ack packets. Upon receiving such Acks, the CN transmits
the additional data segments as indicated by the awnd size. When the CN continuously receives
a number of Acks with decreasing awnd values, it interrupts the TCP’s normal operation by
continuously setting the cwnd values equal to the received awnd values until it stops receiving
such Acks, i.e., throughout the handover duration. When the handover process is complete,
the MN’s TCP operates normally, i.e., the awnd would be used to indicate the available buffer
size, not the wireless bandwidth. Consequently, upon receiving a normal Ack (that usually has
a higher awnd value) the CN sets the slow start threshold as half of its current cwnd, and then
works normally as governed by the TCP protocol.

In this way, controlling the size of the congestion window during a handover would result
in both the graceful degradation of the throughout and avoidance of packet losses.

6.3.3.2 Multimedia Streaming Applications

Multimedia applications, such as voice and video streaming, may not use TCP as a transport
protocol; they use the UDP protocol instead, which does not employ a flow control mechanism.
In addition, the vertical handover may trigger to change the media or application type to adapt
to the capacity of the new network. In such cases, it is appropriate to use an application-layer
signaling message to inform the CN of the desired application type suitable for the new network.
For this purpose, the MN forms a signaling message and sends it to the CN. After getting the
message, a media gateway or adaptation function of the CN initiates the new application.

6.4 Performance Evaluation

We have implemented the graceful handover mechanism in the ns-2 simulator [71]. We used
a Mobiwan [72] patch to support the Mobile IPv6 protocol in the ns-2 simulator. We further
extended it to enable the MN to support multiple interfaces for communicating with different
access networks that provide different bandwidth services. In this work, we focused on the
study of the TCP performance during a vertical handover from a high-bandwidth WLAN to a
low-bandwidth WWAN, while the study of the multimedia application’s performance will be
carried out in our future work. The network layout used for the performance evaluation is shown
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Figure 6.4: Network layout for simulation study.

in Fig. 6.4. The bandwidth and delay in each segment were set to the values as indicated in the
figure. To enable us to trace the progress in the TCP packet sequence number, we used relatively
low-bandwidth access networks (WLAN with 100 kbps and WWAN with 10 kbps). In addition,
the buffer size of the AR’s ingress interface is set to a low value of 5 packets. Setting a larger
buffer size may help reduce the number of packet losses, however, at the cost of increasing
delays in packet delivery. With this setup, we compared the performances of TCP Reno without
and with graceful handover. In the both cases, the CN started a TCP session at 0.5 second from
the beginning of the simulation, and, while having an active TCP session, the MN performed
handover from the WLAN to the WWAN at 25th second.

Figure 6.5 shows the progress of the TCP sequence number of packets at the CN (i.e, the
sender node) and the throughput observed by the MN at the TCP layer without the graceful
handover mechanism. It shows that the throughput reduced to almost zero during the handover.
If we enlarge this figure around the handover time, we get more insight into the effects of the
handover on the TCP performance, shown in Fig. 6.6. This figure also includes the sequence
number of the packets received by the MN and the corresponding acknowledgements. It shows
that during the handover the packets that had already been sent by the CN but had not yet been
received by the MN were lost in the network. Moreover, the CN kept sending packets to the old
address of the MN until the CN received a BU message from the MN. The handover delay was
about one second. After the handover, the performance further deteriorated because the CN had
to wait for a TCP retransmission timeout (RTO) to resend the lost packets. The causes of the
timeout were the injection of a large number of packets into the low-bandwidth WWAN, and
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Figure 6.5: Progress in TCP packet sequence number at CN, and throughput observed by MN
in general upward vertical handover (i.e, without graceful handover). The MN performed a
handover after 25 seconds.

Figure 6.6: Sequence numbers of packets sent by CN, and received and acknowledged by MN
in upward vertical handover (i.e., without graceful handover).
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Figure 6.7: Progress in TCP packet sequence number at CN, and throughput observed by MN
in graceful vertical handover. The MN performed a handover after 25 s.

consequently repeated losses in the network. The CN sent many packets because it used the
slow-start threshold value that was estimated before the handover for matching the capacity of
the relatively high-bandwidth WLAN.

Based on the above evaluation, we can infer that, for a smooth handover, we need to control
the congestion window size according to the capacity of the new network, i.e., the WWAN.
The proposed graceful handover scheme does control the cwnd size and improves the TCP
performance as described in the following paragraphs.

To evaluate the performance of the graceful handover mechanism, we used the proactive
mode of the relay node search mechanism. Additionally, to simplify the mechanism, we desig-
nated some nodes as relay nodes in advance, so that the MN knew its relay node while it was
still connected to the WLAN AP.

Figures 6.7 and 6.8 show the TCP performance of the graceful handover scheme. In this
case too, the direct connection between the MN and the WLAN AP was broken at 25th sec-
ond, and the MN then started the graceful handover operation by searching for an RN. The
search mechanism did not take a longer time because of the availability of the pre-designated
relay node. After establishing a connection to the AP via the RN, the MN obtained its packets
accumulated at the AP. The MN then started the graceful operation of TCP by estimating the
expected values of the cwnd for the WLAN and WWAN, and accordingly setting the awnd in
Ack packets. Upon receiving such Acks the CN modified its cwnd, thus limiting the data pack-
ets injected into the network. The figure shows that the modification of the cwnd of the CN
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Figure 6.8: Sequence numbers of packets sent by CN, and received and acknowledged by MN
in graceful vertical handover.

resulted in reducing the packet loss as well as smoothening the TCP throughput during the han-
dover time (from 25 to 29 seconds). The graceful operation of TCP terminated at 29th second
when the MN left the WLAN and got connected to the WWAN. In this case, there were no TCP
retransmission timeouts during/after the handover. Thus, it is clear that the graceful handover
scheme reduces the packet loss, while improving and smoothening the throughput.

6.5 Conclusion

In this chapter, we presented a graceful vertical handover scheme that provided graceful perfor-
mance degradation during an upward vertical handover. Smoothening the throughput change
and reducing the packet losses during a handover by modifying the operations of the link and
higher layers produced the graceful handover. Through simulations, we demonstrated the im-
proved TCP performance of the graceful handover.
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Summary and Future Work

7.1 Summary

In the traditional homogeneous wireless networks, mobility management operations are car-
ried out by the link-layer specific mechanisms, which are usually not portable from one type
of network to another. Therefore, mobility management in the newly emerging heterogeneous
wireless networks is becoming a challenging issue for developing a ubiquitous computing sys-
tem. An efficient mobility management scheme allows a mobile device to have always best
connected (ABC) to the Internet. It facilitates the mobile device to connect to different types
of access networks that optimally satisfy the resource requirements of desired communication
services. In this dissertation, we addressed the mobility management issues of two types of
access network environments: network mobility and heterogeneous overlapped networks. We
optimized network mobility management by proposing new schemes for route optimization
and handover management. For the heterogeneous overlapped networking environment, we ad-
dressed the problem of optimal network selection by defining a user satisfaction function that
incorporates the user application requirements and network service characteristics. We also
proposed a graceful vertical handover mechanism.

Network mobility (NEMO) management is concerned with managing mobility of an entire
network, called mobile network. The mobile networks, or moving networks, are being designed
to facilitate mobile devices to seamlessly access Internet by grouping the mobile devices and
hiding their mobility on the Internet topology as long as they stay in the mobile networks. The
NEMO Basic Support protocol, developed by the Internet Engineering Task Force (IETF), out-
lines the basic operation of mobility management of mobile networks. This protocol reduces
the volume of signaling messages flowing out of the mobile network, however, at the cost of
increasing overheads and delays in data packets delivery. We reduced these overheads and de-
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lays by developing a mobile router assisted route optimization (MoRaRo) scheme. In addition,
we proposed a cooperative mobile router-based handover optimization (CoMoRoHo) scheme
to carry out a seamless handover of mobile networks.

The MoRaRo scheme is simple to implement because it requires only a slight change in
the implementation of the NEMO basic support protocol in the local components of a mobile
network, such as mobile routers and mobile nodes. It does not require any change in corre-
spondent nodes, home agents, or any other network components located in domains beyond
the mobile network. It enables a correspondent node to forward packets directly to the mobile
network without any tunneling, thus solves the problem of pinball routing and reduces packet
delays and encapsulation overheads in the core networks. To evaluate the MoRaRo scheme, we
developed analytical models for estimating packet delivery overheads, efficiency, and delay. We
also performed an analysis and simulation to assess performance during a handover in terms of
the correspondent binding update latency and overheads. We found that the scheme improved
the packet delivery efficiency of the network mobility support protocol by about 100%. It sig-
nificantly reduced the packet delivery delays while using only a few signaling messages for es-
tablishing a direct route between a correspondent node and a mobile node moving in the mobile
network. The reduction in packet delivery overheads increases the overall system throughput
by effectively utilizing the network resources for transporting data packets. Similarly, reducing
delays in packet delivery helps to efficiently support time critical multimedia applications in
mobile networks. This scheme also eliminates the unnecessary home agents traversal by data
packets, thus improves system reliability by reducing the excessive computational burden on
the home agents.

The CoMoRoHo scheme achieves a seamless handover of long, vehicular-multihomed mo-
bile networks. This scheme exploits the advantage of a multihoming environment of a long
vehicular mobile network, which can have two or more mobile routers spatially separated by a
certain distance. The CoMoRoHo scheme enables different mobile routers to access different
subnets during a handover and cooperatively receive packets destined for each other. That is,
when a mobile router is performing a handover to a new subnet, it requests the access router of
the old subnet to tunnel packets to some other mobile router that is still located in the domain
of the old subnet. The other mobile router then forwards the packets to the mobile router that
has requested the access router for tunneling. Similarly, when the mobile router completes its
handover to the new subnet, it helps the other mobile router to perform a lossless handover to
the new subnet. This scheme thus reduces packet losses by establishing a local tunnel between
the access router of the old network and the mobile router by using only one signaling message.
To evaluate the CoMoRoHo scheme, we carried out performance modeling in regard to the han-
dover latency, packet loss, signaling overhead, and packet delivery overhead in access networks.
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The analysis results showed that the CoMoRoHo scheme outperformed other schemes such as
Fast Handover for Mobile IPv6 by reducing the packet losses as well as signaling overheads by
more than 50%. Consequently, the reduction in packet losses improves the quality of service
provided by mobile networks to user applications. Moreover, the reduction in signaling and
packet-delivery overheads in the access network enhances the scalability of network mobility
management by keeping the performance intact even when the network is overloaded. Our con-
tribution regarding network mobility is thus the design and evaluation of route optimization and
handover management schemes to improve the overall system performance of mobile networks
by reducing overheads, delays, and losses.

In recent years, a wide variety of wireless access networks that support multimedia services
have been emerging. The service areas of many of these networks overlap so that a mobile user
can have an access to any network that supports the user’s application. A mobile user can take
advantage of the availability of such heterogeneous wireless networks only when the mobile
device is equipped with a mechanism that can select the most appropriate service or network
type depending on the user’s current location and preferences. In this dissertation, we addressed
the issue of optimal network selection by defining a user satisfaction function, which is a user
centric measurement of the network service quality, and evaluating the impact that the mobility
from one network to another has on the user satisfaction function. In addition, we designed
and evaluated a graceful vertical handover scheme to smoothly transfer connections from one
network to another.

We quantified user satisfaction as a function of the bandwidth utility and handover latency.
The bandwidth utility of a network service, in turn, is a measure of the degree of network ca-
pability to fulfill the bandwidth requirement of user applications. We took into consideration
three types of applications: rigid, adaptive, and elastic, and formulated their bandwidth utility
functions. We analyzed how user satisfaction changes when the user moves from a high band-
width network to a low bandwidth network, under two types of movements: uniform random
and directional movements. In the case of a random movement, we have no idea about the di-
rection in which the user will move in the near future. To model such a random system, we used
the well-known and widely used random-walk mobility model. Our evaluation showed that in
the random movement, the change in user satisfaction due to a handover to a lower bandwidth
network was not significant. However, when we considered a directional movement, where the
movement probability to a low bandwidth network was much higher, i.e., the user used a high
bandwidth network for short time and handed over to a low bandwidth network to complete
the call, the satisfaction degradation was significant. Therefore, to avoid such degradation, we
proposed an access network selection algorithm that uses a prediction of user mobility pattern.
Limitation of this study is that we considered only a few very important parameters such as
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bandwidth and handover latency for defining the user satisfaction function. There might be a
lot of other parameters, such as network congestion level, latency, losses, reliability, and cost.

If an optimal network selected by the above algorithm becomes suboptimal because of in-
creasing network congestion or user mobility, a mobile user has to perform a vertical handover
to a new network, in most cases, to an inferior one. Since there are disparities in the overlay
networks’ such characteristics as bandwidths, latencies, and loss rates, the handover may re-
sult in the abrupt change in throughput, a large number of packet losses, and disruption of the
communication services. This may ultimately impair user satisfaction obtained from the net-
work service. To address this issue, we presented a graceful vertical handover scheme. This
scheme provides a graceful degradation of performance by smoothing the throughput change
and reducing the possible packet losses during a handover. To achieve such a gracefulness in
performance change, this scheme implements its functionalities in the link layer, IP layer, and
TCP or application layer. We carried out simulations to study the significance of the scheme’s
performance on the TCP-layer throughput and losses. We found that the scheme greatly im-
proved the TCP throughput by smoothing the packet sending rate and reducing losses during a
graceful handover to a low bandwidth network. In this way, our research on the optimal network
selection and graceful handover mechanisms helps to improve the overall system performance
of heterogeneous wireless networks.

7.2 Future Works

Both the network mobility and heterogeneous wireless networks are newly emerging elements
of the future multimedia communication systems. Besides the issues addressed in this disser-
tation, there are many other issues to be resolved for the full-fledge deployment of network
mobility and heterogeneous networks.

Network mobility decomposes the wireless connection between mobile nodes and access
routers into two segments: one between the mobile nodes and mobile routers and the other be-
tween the mobile routers and access routers. This enables optimizing these segments indepen-
dently. The mobile nodes can enjoy better wireless connectivity because of a shorter distance
between them and mobile routers. Similarly, the mobile routers can have a high bandwidth
dedicated wireless connection with the access routers. The mobile nodes residing in a mobile
network can communicate to one another. However, the current NEMO protocols do not pro-
vide an efficient way of such communications. This is an issue of local route optimization,
which may enable mobile nodes to forward packets via an optimal path when communicating
with other mobile nodes of the same mobile network. Further extension of local route optimiza-
tion may result in supporting a standalone mobile network, which will enable mobile nodes to



establish direct connections between them, even when the mobile network is not attached to the
Internet infrastructure. This will, in fact, help in providing location based services to mobile
nodes from the local servers located in the mobile network. Hence, local route optimization and
supports for a standalone mobile network worth further study and research.

Another issue relating network mobility management is multihoming of mobile networks.
Multihoming indicates that a mobile network can establish multiple logical or physical connec-
tions with access routers of the Internet infrastructure. A multihomed mobile network can have
many home agents, many mobile router, or a mobile router with many egress interfaces. Mul-
tihoming can provide solutions to optimize network mobility management in many ways. In
our CoMoRoHo scheme, we took into consideration a multihomed vehicular mobile network to
achieve a seamless handover. Similarly, since the wireless connection between a mobile router
and an access router may be a bottleneck in providing wideband multimedia services to many
mobile nodes residing in the mobile network, multihoming can solve this problem by having
multiple connections. Mulithoming can also improve the fault-tolerance capacity of the mo-
bile network. Therefore, multihoming is a good research topic for realizing reliable, efficient,
widely usable mobile networks.

In the optimal network selection section, our user satisfaction function included only the
bandwidth and handover of latency. However, besides these two parameters, user satisfaction
may depend on many other parameters such as loss rate, delays, cost, power consumption,
and reliability. Therefore, while defining an effective user satisfaction function, we need to
determine the adequate number of parameters and nature of their impact on the user satisfaction
function. As a first step toward these issues, in [14], we included the available bandwidth,
delay, and loss rate to define a user-centric performance. Similarly, we included the price of
the network service as well as the power consumption of a mobile device to estimate a user-
centric cost. The user satisfaction function can be a function of user-centric performances and
costs. Hence, designing a universal function for quantifying user satisfaction worths further
researches. Moreover, since user satisfaction may vary from person to person, time to time, or
service to service, imparting an adaptiveness in the user satisfaction function may also be an
important research topic.

The chapter on the graceful handover presented just an initiation to address the problem
of abrupt performance changes and packet losses during a vertical handover. There are yet
many issues to be solved, such as signaling complexity in choosing a relay node, delay in re-
establishing a connection via a relay node, relay node coordination and configuration, security
in relaying mechanisms, and prediction of mobility behavior to set the graceful degradation
time.
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